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Parallel replica method for dynamics of infrequent events

Arthur F. Voter
Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545
(Received 8 January 1998

Although molecular-dynamics simulations can be parallelized effectively to treat large sydt@trg 0®
atoms, to date the power of parallel computers has not been harnessed to make analogoustigagscaie.
| present a simple approach for infrequent-event systems that extends the time scale with high parallel effi-
ciency. Integrating a replica of the system independently on each processor until the first transition occurs gives
the correct transition-time distribution, and hence the correct dynamics. | ob®@086 efficiency simulating
Cu(100 surface vacancy diffusion on 15 process¢80163-18208)51420-§

With the increasing prominence and availability of multi- quence is still correct, and the associated time scale has
processor computers, recasting problems in a form amenabsmnall, controllable errors. With this approach, the power of
to parallel solution is becoming a critical step in effective parallel processing can be applied to make substantial exten-
scientific computation. For dynamical systems, assigning &ions in the MD time scale for small infrequent-event sys-
region of physical space to each processor is an efficient walgms. For example, in the €100 simulation discussed be-
to extend the accessible size scale. Using this approaclW, a 15-processor implementation gives a 14-fold increase
molecular-dynamic§MD) simulations as large as 90108 in simulation time per wall-clock time. Moreover, this
atoms are now practicélz. Unfortunately, using the same method can be combined with other methods for extending
algorithm on a small systerfe.g., <10° atoms, with the the MD time scale, such as the recently presented hyperdy-
goal of applying the parallel power to the time scale, is in-Namics method, giving a multiplicative effect in the time
efficient because the algorithm becomes communicatio§cale gain. | present a derivation and demonstration for an
bound. atomistic system, but the generality of the approach should

For some classical systems, the long-time dynamics arBake it useful in a variety of applications.
characterized by extended residence times in a potential ba- Consider a classical, canonical systenfNoatoms vibrat-
sin, with an occasional transition to a new basin. Thesdng in a basin of the Bl-dimensional potential energy sur-
“infrequent-event” processes are common in many fields offace. It is assumed that the dynamical exploration of this
current interest. Examples include diffusion and reorganizabasin is ergodic. Available to this system are a numbetd
tion processes on a surface during film growth, vacancy difof possible escape routes, each corresponding to a section of
fusion at a grain boundary, annealing of a damaged region d¢he total dividing surface bounding this state. Eventually the
crystal after ion-implantation, and diffusion of an absorbatetrajectory finds a point on the dividing surface and passes
through a zeolite. through it to another state. Following this initial crossitige

A feature of infrequent-event systems is the separabilityprimary evenl, there is a period of timer(,,,) during which
of the two characteristic time scales: the brief duration of athe system remembers how it entered the new state, and there
transition event and the long waiting time between eventsmay be dynamically correlated surface crossings that return
Direct MD integration of the long waiting period is often the system to the original state or send it on to another
unnecessary because transition-state theé®i§T) can be state>® 7, is system dependent; for processes of primary
employed to compute the rate constant directly, provided thénterest here, such as bulk or surface diffusion, it is typically
dividing surface for the reaction is known. Sometimes, how-a few Einstein vibrational periods-1 ps. At times greater
ever, the available reaction mechanisms are not easily detethan 7., after the primary event, by definition, the trajec-
mined due to the complexity of the system. In these cases, i0ry has no memory of how it arrived in the new state. The
would be extremely useful to investigate the system behavioprobability of finding a particular escape pathway from the
with a direct simulation method such as MD, as it requireshew state is now unbiased, in the sense that it depends only
no advanced knowledge of the available pathways. Howevegn the properties of the dividing surface for that pathway.
MD is currently limited to nanoseconds. It is thus of greatBecause the average time until the next escape is much
interest to develop ways to extend the MD time scale, angreater than the system memory time,), many indepen-
research efforts along these lines are underifay. dent attempts are made to find an escape path during the

The purpose of this paper is to show that the properties ogrgodic exploration of the basin. The success probability per
an infrequent-event system can be exploited in a differentinit time is thus a constant, creating a first-order process.
way to develop an efficient parallel approach to the dynamDefining k;,; as the total rate constant for finding the next
ics. For a system in which successive transitions are uncogscape path from this state, the probability distribution for
related(the usual case for diffusive processes in mateyials the waiting time before the next primary crossing event is
running a number of independent trajectories in parallegiven by
gives the exact dynamical evolution from state to state. For a
system with correlated crossing events, the state-to-state se- p(t) =KioeXp( — Kioit). (h)
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In a system that exhibits no correlated crossing evéaisis  Inserting this relation into Eq(2), and recognizing that
exactly the TST rate constark'C"). k"STis defined as the (1/S)p(t/S)dt=p(t)dt for any probability distributionp,
outgoing flux through the total dividing surface, an equilib- gives
rium property of the canonical systétfiin the more general
case, in which correlated crossings occki, <k, be- Psupel tsum = Kiot®XH — Kiottsum - (4)
cause some phase-space points on the dividing surface are
unavailable for a primary crossing event; the system passa@Somparison of Eq(4) with Eq. (1) shows that runningv
through those points only during the subsequent correlatefhdependent replica simulations and defining the timg,{
crossing eventS? Either way ki, is a well-defined quantity, as in Eq.(3) results in the correct probability distribution for
which (if desired can be calculated exactly if the whole the escape time from this staiéfter a transition occurs, the
dividing surface is known. value for k,; changesg? but again(after integrating for a

The dynamical evolution of the system can be summaperiod of at leastr.,,, on a single processpthe parallel
rized in the following way. Assuming that at leas,,, has  trajectories give the correct waiting time probability distribu-
passed since the trajectory entered the present staté1)Eq. tion for the new state. Moreover, the parallelization has no
gives the exact waiting time distribution until the next escapeeffect on the relative probabilities of the different possible
crossing occurs. When it does occur, during a transient timescape paths. Thus, if the parallel-replica trajectories are
Tcorr from the primary event, the trajectory may execute ad-monitored continuously for transitionspth the sequence of
ditional state-to-state transitions correlated with the primarystates and the transition times in this parallel simulation are
crossing, after which it thermalizes in some stgterhaps indistinguishable from a simulation on a single processor
the original ong and the cycle begins again with the value This is true even if the processors run at different, time-
of kot for the new state. | now derive the parallel-replica varying speeds, as shown below. Using intermittent transi-
method, which is surprisingly simple. tion checks(rather than continuous monitoringntroduces

| first assume that when a transition occurs, it can becontrollable errors in the transition times if there are recross-
detected. This may not be possible for all systems, but isng events. This is also discussed below.
required for implementing this method. One approach is to The steps in the parallel-replica simulation procedure are
interrupt the MD simulation periodically to perform a as follows: (1) The current configuration of the system is
steepest-descent or conjugate-gradient minimization, leadingplicated oVl processors(2) A minimization is performed
the system towards the minimum of its current potential bato generate a reference configuration for transition checks.
sin. Even with a partially converged minimization, compari- (3) On each processor, after a momentum randomization
son of the geometry to that of a previous minimization will stage to eliminate correlations with other replicas, a classical
signal when a new basin has been entered. This requires n@jectory is integrated. A thermostat is used to control the
advanced knowledge of the nature of the transition. Bytemperature(4) Each replica trajectory is monitored for a
choosing the number of MD steps between quench interrupransition event by performing a quench after eA¢f,, . of
tions much larger than the number of steepest-descent stepgtegration time. When one processoy (letects an event, all
this transition monitoring need not excessively slow theprocessors are notified to stop. The time of this primary tran-
simulation. sition can be refined to arbitrary precision if desirés). The

Now consider simulating/l replicas of this same system simulation clock is advanced hy,,,, the sum of the trajec-
on M different processors. Each replica starts in the sameory times accumulated by &lll replicas since the beginning
state, but with a different initial condition for the trajectory, of step(3). (6) On one processor, replidais integrated for-
so that the replicas are statistically independent. Assume fagard for a prechosen timeAtco = 7cor), during which
the moment that alM processors are equivalent and run atnew transitions may occur. The simulation clock is advanced
the same speed. Defir® as the summed speed of all the py At..,,. (7) Replicai becomes the new configuration of
processors, relative to the speed of processor numb&r 1; the system(8) Go to step(1).
=M in the present case. The key point is that this setlof In this procedure, an exact mapping between the system
replicas acts the same as a supersystem Mith . escape  configuration and the simulation clock can only be made at
paths; i.e., it is equivalent to a physical system whlte the time of each transition. Information on finer time scales,
replicas have been placed side by side. Modifying @%to  e.g., regarding vibrational behavior, can be obtained from
account for the increased number of escape paths and thgy of the individual replica simulations. The procedure is
new total escape rateSk,;) gives the escape-time probabil- efficiently parallel if the typical escape time is much larger
ity distribution for this supersystem as a functiontef the  thanAt,,, S and if the wall-clock time between transitions is

trajectory time on processor number 1, much greater than the communication time required in steps
(1) and(4) when a transition occurs. Between transitions, no
Peupelty) = Sko@Xp — Skoity) ) interprocessor communication is required. An appealing fea-
supe o] o] .

ture is that ifAt;,,, is chosen too conservativeflarger than
necessary the dynamics are still correct, because Ej.is

Thls is the probability distribution for the time until the.next valid for the remaining time before the next escape, regard-
primary event occurs oany of the processors. At a given less of when the parallelization begins

point in time, the accumulated simulation time summed over I now consider the effect of the intermittent transition

all the replica trajectories is related tp by checks(noninfinitessimalAty,oc)- For a TST-obeying sys-
tem, the dynamics are still exact provided that when a tran-
tsum=St. (3)  sition is detected, the most recent integration block is reana-
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lyzed to pinpoint the time of transition. If errors of the order L L B B B B
of Aty oci/2 are acceptable, the transition time can be taken .
as halfway through the most recent integration block. Pro- 0 —
vided that7,,> Aty ek, this gives an error whose average L N
is negligible. For systems with correlated events, there is one 1= -
additional source of error in the transition times. A recross- C N
ing event(in which the trajectory quickly reenters the state it ~ o[ 7
just exited that occurs within one integration block will be :’o_ r ]
invisible to the transition monitoring. Ideally, at the instant 3L ]
of the first escapéon processor), the otheiM -1 trajectories - N ]
should be stopped while the correlated event takes place. _af =
When the trajectory reenters the state at a tifvtg.¢ oss - -
later, the otheM -1 trajectories can be restarted immediately B g
without biasing the dynamics, assuming that this is the end S -
of the correlated sequence. Each hidden recrossing thus 6 C il N

caused,to accumulate $— 1)At, .. 0ssMoOre time than it 1 > 3

should. This is a controllable error. The largkt,qcross IS, t (ns)

the more often the recrossing event will cross over an inte-

gration block boundary rather than being hidden. By count- FIG. 1. Escape-time probability distribution for surface vacancy

ing these events and measuring their durations, an estimaid#ffusion on C100, obtained from a single trajectorjopen

of the number and effect of the hidden recrossings can beircles, dashed lineand from the parallel-replica methadilled

easily made. circles, solid ling. Error bars are one standard deviation and nor-
In general, the processor speeds may be inequivalent, hawmalization is for time expressed in ns. The inset shows a surface-

ing speeds relative to processor number one givespy  normal view of the simulation cell.

i=1,2,...M; s;=1}, and a summed speed of

o
~

Dy=0.7366 eV Ry =2.325 A, ay,=1.919 A1, B,=4.043
=Y s ©) A~ andr.,=4.961 A. The simulation cellsee Fig. 1 in-
— se} consisted of five layers of atoms, 18 atoms per ldy@r
in the top layey, with periodic boundary conditions parallel
The supersystem now consists of a selbfsystems where to the surface. The substrate-exchange pathway was sup-
the rates within each systeimhave been scaled k. Be-  pressed by restricting the number of moving layers to two,
cause the total escape rate is givenﬁlﬁ'/si kiot=Skot, the  allowing only hopping events. The equations of motion were
proof that the parallel simulation gives the correct waitingintegrated using a Langevin-Verlet algorithhwith a time
time distribution proceeds just as in Eq®) through (4),  step of 210 ® s and a Langevin coupling constant of 2
using the new definition fo8 in Eq. (5). X 10" s71. Both Atyocx andAte,,, Were set to X102,
Finally, | consider the case in which the processor speed$he parallelization was implemented on 16 processors using
are not constant in time. Due to the characteristics of a firsta message-passing interface. A master-slave configuration
order process, at any point in timg,) at which a transition was chosen for these initial tests, giviM=15.
has not yet occurred, the future probability distribution for  To decorrelate the replica trajectories, the momenta were
the waiting time measured fromy is the same normalized randomizedby drawing from aT=500 K Maxwellian dis-
exponential functiodEq. (4)] as whent was measured from tribution) every 1.0 ps for the first 10 ps. Transitions were
t=0. If the processor speeds;} change abruptly at=t,, not prevented from occurring during this period, although
the (exact sameprobability distribution for the parallel tra- none did. Alternatively, the randomization stage could be
jectories can be rederived using the new set of speeds. Aserformed beford; =0, with rejection of any transition at-
this hypothetical rederivation can be applied as often as nee¢empts during this period. These two methods gave indistin-
essary, the parallel-replica method is valid for arbitrary fluc-guishable escape-time distribution functions.
tuations in the individual processor speeds. Primary transition checks were performed using a fixed-
As a demonstration, | apply the parallel-replica method toratio steepest descef8D) minimization(one gradient evalu-
the diffusion of a surface vacancy on the(QC0O surface at ation per step A transition was declared if, after 100 SD
T=500 K. Although the real power of this method lies in steps, any atom still deviated from the reference configura-
applications to systems where the pathways are numerou®n obtained in stef2) by more than 1.0 A. Each minimi-
and unanticipatedand preliminary tests indicate it works zation was terminated after as few steps as possible. When a
well in those situations proving the dynamics are correct transition was detected, the transition time was taken to be
requires a simple system. This case was intentionally conhalfway through the previous integration block. The wall-
structed to have only one reaction pathway, so that thelock time at the instant assigned to the transition was com-
escape-time probability distribution could be computed andnunicated to the other processdwa the masterto allow
compared to the exact result. The copper interaction wasalculation of their precise accumulated trajectory time at the
described using an embedded atom mett®aM)! inter-  time of the transition, nullifying any communication lag ef-
atomic potential, fit following the procedure described infect. (For very simple systems, such as a 2D model potential,
Ref. 12, with a;=3.615 A, E.,=3.54 eV, and this had a significant effegtOn the processor that detected
B=1.419<10%? erg/cn?, resulting in the parameters the transition, the trajectory was continued for an additional
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time At..,, (2 p9, after which this configuration was passed Running the master process on one of the slave processors
to the master processor and then distributed to all slave prdfeducing the total number of processors involved from 16 to
cessors to start the procedure again. 15) made no discernible difference in the simulation speed.
Figure 1 shows the distribution of escape tintdsefined  The simulation achieved a parallel efficiency of 92%, rela-
as the time between primary crossing®m 600 events in tive to 1'5 times the speed of a single, uninterrupted trajec-
the parallel-replica simulation. Also shown is the distributiontory. UsingAty o =6 ps and lowering to 450 K (decreas-
from a 600-event single-processor trajectory, performed usng Kiot Dy a factor of~3.5) increased the efficiency to 96%.

ing the same procedure, but witM=1 and no momentum In general, the method becomes more efficient for systems

randomizations. The two distributions agree, exhibiting the/Vith more complicated potential functiofieducing the rela-

expected exponential behavior. The average escape times 4 time spent on communicatipand less efficient as;,,
also in excellent agreemetgarallel: 0.798+ 0.03 ns, single Increases or as the number of SD steps required to detect a
processor: 0.8030.03 n3, and were used to construct the transition increases.

lines in Fig. 1, by equating,.; to the inverse of the average In conclgsmn, for small mfreque.nt.-event systems the
escape time. parallel-replica approach offers an efficient alternative to the

Correlated events were analyzed by comparing the Sucs_tar!dard algorithm.for parallelizjng MD simulations. Its gen-
cessive minimized reference geometries. Of the 600 transf?ra.IIty and case of implementation should make it useful in a
tions in the parallel simulation, there were 7 recrossings, Zé/a”ety of situations.

double displacements, and 2 more complicated events. The | am grateful to Antonio Redondo and Lawrence Pratt for
numbers for the single-processor trajectory were similar: 3stimulating and helpful discussions, and to Wolfgang Windl
31, and 1, respectively. These results are consistent with ther a critical reading of the manuscript. Parallel computations
correlated events observed in a set of half-trajectories thatere performed on the Loki machirf@6 Intel Pentium Pro
were performed to determine,,,, for this system. There, processorsin the Theoretical Division at Los Alamos; assis-
100 trajectories, each 10 ps in length, were initiated at théance from Michael Warren is gratefully acknowledged. This
saddle-plane dividing surface. All correlated events ceasedork was supported by the Department of Energy, Office of

within 1.5 ps, and most were over within the first 0.75 ps. Basic Energy Sciences.
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