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We present calculations of quantum control of wave packet motion and THz emission in an asymmetric
double-quantum-well structure. A genetic algorithm is used to search for the laser pulse that best drives an
electronic wave packet to a desired target, or goal. The targets considered in this work include maximizing the
overlap of an electronic wave packet with a given distribution at a specific time, and maximizing the induced
THz emission from the quantum well. We also show that, assuming a fixed laser pulse, the parameters of the
guantum well can be optimized to produce a desired outcome. Our results indicate that simple laser pulses are
sufficient to exert control over the dynamics of charged carriers in engineered semiconductor heterostructures.
[S0163-18298)06515-1

. INTRODUCTION cite and amplify quantum beating. Dupoet al!* have
shown that the direction of photocurrentrirdoped quantum

Recent advances in both the generation of ultrafast lasexvells can be controlled by irradiating the sample simulta-
pulses and growth techniques for semiconductor heterostrucieously with the fundamental of a laser beam and its second
tures have led to extensive investigations of the cohererttarmonic. By adjusting the phase difference between the two
dynamics of charged carriers in semiconductors. Highbeams, asymmetric interference is created in the continuum
quality semiconductor quantum wells and superlattices caelectronic wave functions. Similar results using two-pathway
exhibit transverseT2) dephasing times from tens of femto- control of photocurrents have been demonstrated recently in
secondgfor free carriersto in excess of a few picoseconds bulk GaAs by Atanasoet al!? In another application, He-
(for excitonic coherencgsThese dephasing times, in favor- berle et al,'® using phase-locked pulses tuned to exciton
able cases, are many times longer than the 10-fs time resoesonances, have demonstrated population control and coher-
lution available with current laser sources. This enablegnt destruction of heavy hole excitons in quantum wells. One
short-pulse lasers to be used as sensitive probes of the cohneemmon feature in all of these experiments is that the laser
ent interaction of electric fields with the induced polarizationexcitation conditions necessary to achieve control can be
in heterostructure devices. The ability to create and deteduessed intuitively, due to the relatively simple dynamics
wave packets constructed from charged carriers has led favolved in the systems under study.
the observation of many coherent phenomena, including For the most general and complex quantum-mechanical
Bloch oscillations in superlatticés, heavy and light hole systems and corresponding control gdéts example, shap-
quantum beats in quantum weflsRabi flopping in ing THz radiation or controlling charge motion in complex
semiconductor8, coherent dynamics of excitonic wave heterostructurds simple intuition fails to discern the best
packets wave-packet oscillations, THz emission from optical excitation scheme and more sophisticated methods
asymmetric double quantum wel8DQW),” and, most re- must be employed. For example, complex filters can be de-
cently, far-infrared emission from asymmetric quantumsigned to synthesize phase-tailored pulses that enhance THz
wells® radiation in biased ADQWY'® More generally, detailed

While ultrafast optical excitation provides a method for proposals using some variant of optical control theory to
observing coherent dynamics in semiconductor heterostruguide the evolution of quantum-mechanical systems with la-
tures, it also offers intriguing possibilities for controlling the sers date back at least twenty ye¥rdhe concept has re-
dynamics of coherent interactions and manipulating eleceeived considerable attention recently, particularly in the de-
tronic wave packets. A number of experimental papers haveelopment and application of theoretical methot€?! In
recently explored these concepts. For example, experimengldition, substantial experimental progress has been made in
by Plankenet al®!° have demonstrated an enhancement irthe synthesis of temporally tailored ultrafast wave
terahertz radiation generated from biased ADQWs usindorms?*~2> Femtosecond pulse shapers employ program-
pairs of phase-locked femtosecond pulses to coherently exnable phase and amplitude modulators in the Fourier plane
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\ pulse control of wave-packet dynamidsFrom the view-

point of control, the ADQW offers two enticing possibilities,
CB control of the evolution of the electronic wave packet, and
] \ control of the induced THz emission resulting from the ac-
=F == celeration of the charged carriers as they oscillate in the
] wells.

E®) The paper is organized as follows. In Sec. I, we outline
the theoretical treatment, and describe the methods used to
predict the optimal laser fields. Results for control of wave-
— packet motion are presented in Sec. Ill. We show that opti-

| | | mizing either the laser field or the spatial confinement poten-

I— VB tial results in enhancement and control of wave-packet

motion. We also demonstrate that coherent THz radiation
FIG. 1. Schematic of the dc-biased asymmetric double quanturgan be enhanced using optimized laser pulses, and show that,

well discussed in this work. The excitation is to the wide well, andfor a fixed laser pulse, the parameters of the ADQW can be

the target(ShOWn as a dashed |iheonSiStS of a transform-limited Optimized to produce a desired result. A genera' discussion

Gaussian wave packet centered in the narrow well. of our results is presented in Sec. IV, where we examine

of a grating/lens apparatus to apply a complex frequency§ome specific issues associated with applying the methods of

dependent phase and amplitude profile to the input pulsgg‘:}[inctglrgr Cv?lgtr(;)ilséasi'?ﬁg%?;g;;a;ﬁjén hh:;ﬁrosggzﬁgrrﬁz'gg
spectrum. The resulting output temporal wave forms are the ' P 9

the inverse Fourier transform of the filtered pulse spectrum ects, light hole excitons, and the role of extended electronic

Pulse shaping methods have been used to synthesize Coég,tates in the computation of optimal laser fields. Finally, in
plex pulses with both high frequen&y?® and temporal ec. V, we discuss the prospects for experimental verifica-

: : ; jon of our predictions, an nclude.
resolution?® These pulses have been used in experiments gon of our p edictions, and conclude
mode-selectively excite coherent phonons in molecular

crystals?®® Nevertheless, almost no effort to date has been Il. GENERAL THEORY
directed at applying these ideas to engineered semiconductor A. Electronic states in the ADQW
heterostructures.

In this paper, we examine the possibility that shaped, ul- The general theory is an extension of that developed by
trafast laser pulses can be used to control the carrier dynanfuznetsovet al,”® modified to treat the system described
ics and THz emission in quantum wells. Our investigationghere, the asymmetric double quantum well. We begin by
explore the dynamics of semiconductor heterostructures iferiving the k-dependent solutions of a biased ADQW
the regime in which the optical fields interact with the evolv-driven by a complex laser field. The complete wave func-
ing states at or near the time scale of the dynamics. In pations, ¢; (), for confined carriers in the ADQW depicted
ticular, the laser excitation is not assumed to be impulsivein Fig. 1 are obtained by multiplying the band edge bulk
There are several motivations for our studies. First, quanturBloch statesp“(r), by a slowly varying envelope function.
wells and superlattices are textbook quantum-mechanicalhus,
systems that should provide model environments for exam-
ining the feasibility of control methods for influencing the elkr
coherent dynamics of electrons and holes. In addition, solid enk(r)=—=F(2)u*(r), (D)
state heterostructures provide a stringent test for judging the VA
effectiveness of optimal control methods in quantum systems .
that exhibit fast dgphasing times. Finally, cgntrolling t%e 4I-Wherea=c,h,| labels the carrier typéelectron, heavy-hole,

trafast motion and interactions of charged carriers in semid’ light-hole, respectivelyas well as the spin index, and

conductors is potentially important from a technologicalIabels the subband index. Thwmpleteenvelope function

standpoint and may lay the groundwork for a new class oFonS'Sts of a plane wavewith cross-sectional area and

solid state optoelectronic devices that operate on picosecor\’%ﬂve vectqu_) describing translatllonal mot_lonam the-y
time scales plane multiplied by a slowly varying functiof;(z) that

We consider in this work a simple and widely studied desc_rib_es the confined motion of the carriers alongzthleis.
quantum-mechanical system, an asymmetric double quantum Within the quantum well, the envelope functioR(z)
well (see Fig. 1 Application of a dc bias field causes the Satisfy a one-dimensional, effective-mass Sdinger equa-
electronic levels in the conduction band to move into tunnel0N,
ing resonance, while the hole levels in the valence band
move out of tunneling resonance. When the ADQW is ex-
cited by a sufficiently broadband, ultrafast laser pulse tuned
to an exciton resonance in one of the wells, an electronic
wave packeta coherent superposition of two or more states wherem,,, is the effective mass along tlzedirection andD
is created in the conduction band that oscillates back ant the dc field. In the third term, the upper sign) is used
forth from the narrow well to the wide well. The ADQW for holes, and the lower sigf) is used for electrons. The
system has been used previously to demonstrate cohergmvtentialV,(z), which appears in the effective-mass equa-
wave packet oscillatioh coherent THz emissiohand two-  tion, is the confining potential of the ADQW.

2 d2
9z +V, (2)=eDz|Fi(z)=EF(2), (2

2m,,
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The ADQW band structure consists of a set of paraboliovhere E°P{(t) is the time-dependent optical electric field

subbands. The electronic subband energies are given by (with unit polarization vector assumed to kg and d,‘fﬁk,

the projection of the electron dipole moment alongs

2k2
En(K)=Eg+Eq+ 5— (3)
2my
dﬁﬁ,kZJ dr ep(r)exefy(r). 9
and for heavy and light holes, the subband energies are
52K2 The first term in Eq(8) governs the creation and destruction
EN(k)=—E"- (4)  of the states in the ADQW, as discussed above. The second
2my, term represents the interaction of these states with a coherent
optical field E°P(t). Previous work considered only a
and o . .
transform-limited, Gaussian temporal profile for the laser
2K field?® Here we allow for a more general optical field to
E'n(k):_E'n_ S (5) include such complicated effects such as high-order phase
1

dispersion and non-Gaussian, frequency-dependent ampli-
hréjdes. As indicated below, the parameters of the optical field
can be varied to exert control over the charge carriers.
Since the ADQW is excited with optical pulses, we can
neglect intraband transitionsi.e., dipole transitions for
which a= 8). The dipole matrix elements for optical transi-
tions can then be calculated using a procedure described
previously?® If we substitute the HamiltoniafEq. (8)] into
B. Density matrix for the ADQW the equation of motion, we get the Bloch equations for the

We define the density matrix in terms of the ADQW components of the density matrix
eigenstates. Leﬂ,‘{L(t) anday ,(t) be the Heisenberg opera-
tors that create and destroy electrons in a sgite(r). The ~ INp&. [ En(k)—ER(K)
density matrix(DM) is a f

respectively. The effective masses are determined from t
Luttinger parameter€ and the subband energi§ and en-
velope functionsF;(z) are determined by solving E¢2)
numerically on a finite difference grid. The numerical proce-
dures have been described in detail previod8ly.

- E%()
Nnr[?],k—’_l % % (Nnj),/kdjyrﬁ

N2 (D =(agi(hak (1), (6) —diNJE ). (10)

where() denotes the statistical average of the current nonnote that by retaining in the Hamiltonian only the interaction
equilibrium state of the system, angg represent the con- with the electric field Eq. (8)], a different set of equations is
duction band electrons and the valence band heavy and ligbtained for each wave vectkr and the statistical averages
holes. that appear in the Bloch equations are independent elements
The interband components of the density matrix,of the density matrix. This is a considerable simplification,
Nie (1), a# B, describe the coherence between differentand makes the problem computationally tractable. Including
carriers,« and 8, in subbands andm, respectively, and are the Coulomb interactions in the Hamiltonian requires a sta-
related to the optical polarization. The intraband componentgstical average over products of two creation operators and
of the density matrix,Ngm (t), describe correlations be- two annihilation operators. While, in principle, one could
tween different subbands of the same carrier type#fm. If decouple statistical averages over four operator products into
n=m, N7~ (t) is just the number of carriers in the quantum- products of density matrix elements, the resulting equations
well Stateépgyk(r)_ would be coupled for different values & and would re-
quire substantial computational resources to solve. To focus
on the basic physical picture, and how it relates to control,
we concentrate here on the less complex model in(IE).
The density matrix obeys the general equation of motion Equation(10) can be solved by using the rotating-wave
approximation(RWA) and retaining only those terms in the
ﬁﬁ,k(t) B Bloch equations that are close to resonance with the free
T:<[Hk Nomk(D1), () oscillations of the density matrix. The resulting set of Bloch
equations can then be solved using an adaptive step-size
where the square brackets denote the commutator. THRunge-Kutta routiné®
Hamiltonian operator for a quantum well interacting with a
plane-polarized radiation field incident alongnd polarized
alongx is

C. Bloch equations
—ih

D. Densities, dipole moments, and THz signals

At a fixed value ofk, the particle density,

Hi= 2 s(kaik(Hagd®) Py(r. D)= (Y10 (1), (11)

an

—E%Pi(t) D dﬁm,kaﬁﬁ(t)aﬁk(t), (8 can be calculated from the envelope functidfy(z) and
afnm density matrix as
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F&(2)*FE(2) H(t)=Ho—DE°P(t), (16)

P(r,t)y= >, % u(r)*uP(rNZ (1). . o . .

af.nm whereH, is the Hamiltonian for carrier motion given in Eq.
(12 (2), D is the dipole operator, anH°?{(t) is the laser field.

The sum over band indices contains two interband term&/Nder the assumption that the dynamics involves only a

whose contribution to the overall charge density oscillates id'€@Vy hole in the valence band, and electrons in the conduc-

time with the interband frequency. This contribution leads toi°n Pand, the time-independent material Hamiltonian be-

the interband current that interacts with the optical field.c0MeS
However, for times longer than the inverse band gatpout —h c
0.5 fs for GaAs$, the interband terms will average to zero. Ho=H"|h)(h|+[H°+ wpcllc)(c], 17

Since we are interested in quantities that vary in time on thgyhereH" and H® are the Hamiltonians for heavy holes and

much longer time scale of the excitation enveldically gjectrons, respectively, and,. is the center frequency of the
100 f9, we can safely omit the interband terms. This iS|g5er. The dipole operat® is then

equivalent to averaging the particle density over unit cells.

The resultis D = unef[)(cl +[c)(hl}, (18)
Fr(2)*Fr(2) N wherepu,,. is the dipole moment connecting the hole states in
P(r,t)= En:m — A Namk(t)- (13)  the valence band with the electron states in the conduction

band. The total envelope functigk(t)) in the confined di-
mension is a solution of the time-dependent Sdhnger

The total carrier densityelectrons and hole¢ss obtained .
equation,

by summing the above expression over the wave vdctor
We can write this as a sum over the total number density for

. S d
each carrier typey, which is given by i It |F(t))=[Ho—DE{t)]|F(t)), (19
1 (= . :
p(zt)= > FX(2)*F%(2) o j dk k RENZE (1)]. and consists of a sum of the hole envelope function and the
nm 7™ Jo electron envelope function,

(14

F(t))=|F"(t))|h)+|FS(t))|c). 2
The dipole moment is written in terms of the charge density [FO)=IF W)+ [FAO)le) 20

as Since, in this approximation, the envelope functions for both
the hole and the electron are pure states, they can be ex-

B o A panded in eigenstates of the time-independent hole and elec-
d(t)_%: f dz ep*(z,0z, (15 tron Hamiltonians| ¢! and| <), respectively,
and the THz signal is proportional to the second derivative of o o N
the time-dependent dipole moment. |F (t))=; an(t)]én), (21

E. Simplified theory and

For a specific laser fiel&°P{t), the solution for the time-
dependent density matrix can be computed from @Eq). [FS(t)) =2, aS(t)| #S). (22
However, for optimization purposes, the above theory is n

somewhat Cl_meers_ome, be(_:ause It requires a solution Ofﬁwen, in first-order perturbation theory, we assume that the
system of differential equations, one equation for each . .. . . h .
initial hole level is an eigenstates') (or, more appropri-

state. In the presence of Coulomb interactions, the situation elv. that the laser field is onlv on resonance with one hole
is even worse, because the equations are coupled. Our gogf y: y

in this work, is to determine the laser field that best drivesState’ _and thata; = 3,; anda, =0. That is, the Iqser f'e“.j IS
the system to a desired outcome, or goal. This requires, i eak in the_sense tha_‘t the amount of popu]at|on ex‘?'ted n
general, solving the equations of motion for many different"€ conduction band is small, and scales linearly with the
fields. To proceed, we invoke a set of physically reasonabld?Ser intensity. This is strictly true only at the very beginning
approximations that simplify the problem and greatly in- of the Rabi cycle, but experience shows that the approxima-

crease the computational efficiency, while still preserving the!©n 1S reason%blg even for significant population transfers
main physical features. (up to ~25%).“° Finally, the envelope function in the con-

We begin by assuming that the excitation occurs at Zonéiuction band can be written in the rotating-wave approxima-

center from a single heavy-hole level in the valence bandt!o" as

and creates a superposition of teay more electronic levels

in the conduction band. This assumption is valid in the case FS(t)) = Cya~indt( C h

of the biased double quantum well, and might also be real- IFE®) En: L (il el 417

ized in strained layer systems, in which the quasidegeneracy .

ggght?]gﬁ%\éyﬁﬁgelgggtsholes is lifted. The total Hamiltonian X f, dr E%PY ) (@nc @hi)7, (23)
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come. In generaIA is a projection operator onto a set of
observables specified by the target. The objective is to maxi-

/\ Light foles/\

.:g 0. mize the target yield, or the expectation value fofat a

] chosen target timé; ,

Kol

= Alte) = (gt |Aludte) (24

[

g Heavy Holes or

= -2 -

2 A(ty)=TrAp(ts). (29

Q.

o 3l Total To prevent the optimization procedure from discovering

. . trivial, or nonphysical solutions, the yield must in general

00 05 10 15 20 25 be optimized with respect to a set of constraints. These con-

straints can take many forms, including, for example, details

of the experimental apparatus and the system being mea-
FIG. 2. Comparison of the time-dependent dipole moments calsured.

culated with the full theory and the simplified theory, as described In this work, we choose to impose a constraint on the total

in the text. The total dipole moment for the more elaborate theonjintensity, or fluence, of the laser field, which prevents the

contains contributions from the electrons, light holes, and heavypprocedure from discovering solutions with zero or infinite

Time (ps)

holes. The dipole moment for the simplified thedfifled circles  field strength. To do this we write a control functiodaf® =3’
contains only contributions from the electrons. Results from the two
methods have been scaled to the same electronic population. )

J=A—\| dtE(1)%, (26)

This expression, once the electron and hole eigenstates have

been calculated, can be evaluated efficiently for any lasefont@ining the yield and the constraint. In this particular
field. This is crucial for the optimization procedure, as dis-°25¢: the Lagrange m“'“p".‘” has a specific Interpretation,
cussed below. namely, the optimal yield with respect to the incident energy

To verify the validity of these approximations, we com- ©f the laser field® Notice thatJ depends on the laser field

pare the time-dependent dipole moments computed by th'é_(t) both e_xplicitly via_the cc_mstraint, and implicitly, vig the
theory as presented in Sec. Il with the simplified versionY!€!d- To find the optimal fields, we perform a functional
described in this section. The full theory includes the propel/@niation ofJ, and set the first-order variation equal to zero.
number(as determined by the bandwidth of the excitationThe resultl_ng equat|00r1_S37must in general be solved iteratively
pulse of heavy holes, light holes, and electrofistates. It [oF the optimal fields’ _ o _
does not include Coulomb interactions. The results of a typi- /S @ first example, consider the case in which the target is
cal test calculation are shown in Fig. 2, which compares th&" €lectronic state in the conduction band

time-dependent dipole calculated with the simplified theory, A

and the more elaborate theory. In the simple theory, the only A=Aclc)(c|. (27)
contribution to the dipqle is fror_n the electrons. The moregq, further simplicity, we assume thétc is a projection
elaborate theory contains contributions from the eleCtrO”Soperator onto a pure stai®,), or

heavy holes, and light holes. In the case considered, two o

hgayy-hole levels and one !ight—hole level are contained AC:|¢C><¢C|_ (28)
within the frequency bandwidth of the excitation pulse.

Comparing the electronic dipoles in the two methods showdhen, in the perturbative regime as discussed above, the
that the integration ovee affects mainly the initial rise of the yield can be expanded in a power series about the optimal
dipole. In general, the results of the two theories are qualitafield. The lowest-order, nontrivial contribution to the yield is
tively similar, indicating that the simplified theory provides a the second-order terd;’

reasonable starting point for optimization of the laser pulse, .

and interpretation of experiments. In particular, we note that @y [T YR I E* /

the dominant contribution to the total time-dependent dipole A (tr)= ffdeffxdT M, 7)E(DE(). (29

is from the electrons. _ S
The symmetrized control kern® (7, 7'),

F. Optimal control theory M f( 7,7 )=[M f( 7.0 =M(ti—r7—7'), (30
Equation(23), or equivalently Eq(14), in the more com- f
plete version of the theory, allows us to calculate the wave
function or density matrix produced by a specific laser field. M.(t, t1)=(¢°(t2)|<13 W@ |¢0(t1+t2)> (31)
Here, we propose to ask the inverse question. That is, given o ¢ e Tere ’
a specific target or objective that we wish the wave functionwhere
to achieve, what is the laser field that best drives the system
to that objective? To answer this question, we begin by con- 0 et
~ wi(t))= g 'Fni i) 32
structing a target operatéy, which specifies the desired out- lgwe(v) 2 [$nc) (bnclkencl i) 32

or the target in Eq(28) can be written as
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The optimal fields are then computed as solutions of an 1.0— T T
eigenequation by discretizing the control kernel onto a nu-
merical grid, over a specified time interv4i®’ _ o8l 1
2
=
tf =. 06_ -
J dr'M3(7,7)E(7')=NE(7). (33 g ¥
«©
° Z oal _
The eigenvalues are the target yields, and the eigenvectors g ’
are the optimal field&(t). The eigenvector associated with z 02 1
the largest eigenvalue is the globally optimal field, in the “r
perturbative limit.
To determine how well a given field performs, we define 095" 05 10 15 20 2.5
an achievemena(t),%’ (@ Time (ps)
aZ(t): |<¢)C|lrljc(t)>|2 (34) 30— I I I I 4
(@] @) (We(D)] (1)) 200 1
which in this case is simply the normalized overlap of the S 10} J
wave function with the target. The achievement is con- g |
structed to range from zermo contro) to one(perfect con- Z ol -
trol). s |
In some cases, the above procedure for determining the g -10r .
optimal fields is inconvenient, either for computational rea- -
sons, or because the control functional does not take the -20f T
simple quadratic form of Eq(26). For these situations, an -
alternative procedure can be applied. We assume that the BT o5 0 15 2.0 25
laser fieldE(t) can be adequately described by a small num- Time (ps)

ber of parameters, and then vary the parameters to optimize

the yield. For example, assume that the laser field can be FIG. 3. Globally optimal field for the control scenario in Fig. 1.

written as Panel(a) shows the intensity profilgE(t)|2, and panelb) shows
the time-frequencyWignen distribution.

E(t)=Eqe (- VT 1d0), (35)
. IIl. RESULTS
whereE, is the amplitudet is the center time, anb+/In 16
is the temporal widthfull width at half maximum. As con-
ventionally, ¢(t), the time-dependent phase, can be ex

Figure 1 shows a schematic of the ADQW discussed
above. As a first example of control in quantum wells, we

panded in a Taylor series choose a target consisting of a Gaussian distribution located
' in the narrow well. The object is to find the laser fidt)
d(t)=d+ w(t—1)+ %b(t—t_)2+--- (36) that creates a wave packet, initially in the narrow well, that

evolves to maximum overlap with the target at the target

where ¢ is the (irrelevan) phase constanty is the center timet;. The field is constrained to the form in E@6); and
frequency, and is the linear chirp. In the perturbative limit, We use the genetic algorithm to optimize the parametets
the amplitudeE, is also irrelevant, since the yield simply I', andb.
scales linearly with the amplitude of the field. The four re-  The intensity envelopE(t)|? of the optimal field discov-
maining parameters, I', o, andb, are sufficient to charac- €red by the GA for the target in Fig. 1 is shown in Figa)3
terize the laser field for a large variety of experimental con-A time/frequency(Wignen distributionF,y(t, ») of this field
ditions. is shown in Fig. 80). The Wigner distribution is defined as

We have found that traditional methods for searching for
the optimal parameters, such as conjugate gradient and sim-
plex, are not adequate to determine the optimal laser param- L iwn
eters, because these methods tend to get trapped in local W(t:@)=2Re fo dre”'*"E* (t+ 7/2)E(t— 7/2)W(7),
minima. In this work, we adopt a genetic algorithiBA), (37)
which rapidly discovers the optimal field$3° The GA is a
general purpose functional minimization routine, and re-
guires as input an evaluation, or test function. In this casewhereW(7) is a Gaussian window function included to re-
the test function is simply the achieveméBky. (34)]. Typi-  move self-interference. The advantage of this definition of
cally several thousand evaluations of the test function ar¢he Wigner function is that integration over frequency gives
required to maximize the achievement. This, however, is ndhe field strengthE(t)|?, and integration over time gives the
difficulty in the simple, pure-state model discussed abovepower spectrum|E(w)|?. We note that the locally optimal
and is the main reason for presenting and implementing théeld in Fig. 3 is nearly identical to the globally optimal field
simplified theory. calculated with Eqs(28)—(33). The optimal field contains
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FIG. 4. Achievementnormalized overlap of the time-dependent 0.25

wave packet with the targeof the optimal field in Fig. 2, for the
scenario in Fig. 1. [
0.20

very little chirp (that is, the parametdn is very close to
zerg, and so control for this target is simply a timing prob-
lem, provided that the laser pulse has the appropriate center
frequency.

Figure 4 shows the achievemdiiq. (34)] as a function [
of time for the target shown in Fig. 1, with the optimal field o.10[
depicted in Fig. 3. We can see that the target time in this case
(or, more precisely, the time duration over which the control
field is allowed to agtis long enough that three oscillations 0.05L -\
of the wave packet through the wide well can occur. The 6 -4 -2 0 2 4 6
achievement reaches its maximum value of 0.97 at the target () Detuning (meV)
t".ne’ ”.]dlcatmg nearly perfect control. Th? achievement "N FIG. 5. Achievement as a function of various laser parameters in
Fig. 4 is closely rela.ted to the e.XpeCted s_|gn_a| Observ.ed II'\‘:'qs.(35) and(36). Panel(a) shows the variation with respect to the
for example, a transient absorption or emission ex.perlmen[1e|ay time between the pump pulse and the probe pulse, and the
Note, though, that this model assumes no dephasing. In r(?J'etuning of the center frequency of the probe pulse from the mini-

ality, coherent oscillations would be damped in time byyang center in the conduction band, and pahkls for the tempo-
phase-breaking scattering events. We return to this issue bgy pulse width versus the detuning.

low.
With the observation that the parameters most important 2
to control in this example are the frequency, delay time, and s(t) o — d(t). (39
the pulse width, we can construct control maps plotting the at
achievement of one parameter versus another. Two such
maps are shown in Fig. 5. Figuréah shows the delay time As one example of a possible control scenario, we choose to
versus the frequency, and Fig(bb shows the pulse width Maximize the THz signal at a particular time. In this case, the
versus the frequency. In both figures, the achievement showocedure discussed above to determine the globally optimal
regions of nearly perfect control and regions of almost ndi€ld is much more complicated, because the control func-
control. The most sensitive parameter is the frequency, whilonal is not quadratic. To overcome this difficulty, we use
the other parameters show broad plateaus of nearly constaifte genetic algorithm to discover the optimal pulse param-
achievement. Such maps indicate that the experimentalisgters. The results are shown in Fig. 6.
simply by varying an experimentally accessible parameter, Figure &a) shows the intensity envelopes of two optimal
can exert a large degree of control on the dynamics of théields. In both cases, the parameters are allowed to vary
electronic wave packet. This observation forms the basis foffeely. However, in the first fieldabeledA), the center time
the design of an experiment, as discussed below. is not allowed to exceed 0.5 ps, and so the laser pulse cannot
Wave packet control is only one possible type of controloverlap the target time. In the second figldbeledB), no
in the ADQW. Another possibility is to control the THz restriction is placed on the delay time. The fields in Fig) 6
emission. To calculate the THz signal, we first compute thdook fairly similar, but in fact they are not. The Wigner dis-

0.15/

Pulse Width (ps)

time-dependent dipole, tribution of these fields is shown in Fig(l§, where it can be
seen that the first field is nearly transform-limited, with a
d(t)oe(g(t)|Z] (1)). (39 slight negative chirp, while the second has a significant posi-

tive chirp (visible as the overall slope of the contourshe
The THz signaks(t) is proportional to the second derivative THz signal resulting from these two fields is shown in Fig. 7.
of the dipole, Both signals exhibit a maximum at the target time. In the
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FIG. 7. THz signals for the two pulses shown in Fig. 6. Note
100/ 4 that both pulses achieve a maximum at the target time.
)
(]
5; A narrow wel) and the dc field bias+« 3.6 kV/cm) are suffi-
g o 1 cient to dramatically enhance the achievement. In this case,
4 the change in the dc fielthbout 34% appears to have the
£ most important effect.
-100 .
B Target Time\ 7 IV. DISCUSSION
200 05" "70 15 2.0 25 The results in the previous section indicate that significant
(o) Time (ps) control of carriers and THz emission is possible using appro-

_ _ _ 3 priately tailored laser fields. The ADQW was chosen as a
FIG. 6. Globally optimal fields for a target which specifies that model heterostructure for its simplicity and for comparison

the THz emission should reach a maximum at a target time of 2.Qyjth experimental data. However, several simplifications and
ps. For pulsé\, the parameters in Eqe35) and(36) are allowed to  gpproximations have been made in this work that, while en-
vary freely, except that the center time is restricted to be less thaﬁbling us to employ efficient optimization algorithms, ne-
0.5 ps. For puls®, all parameters are allowed to vary freely. Panel glect some of the fundamental interactions of electron-hole
(8) shows the intensity profilef£(t)|?, for the two pulses, and dynamics in semiconductor, quantum-confined structures.
panel(b) shows the time-frequendyignes) distributions. We now examine to what extent these approximations are
valid and how they might compromise our ability to control
first case, the system times the oscillations so that a maxiwave-packet dynamics in heterostructures.
mum is achieved at the target time. In the second case, how- Using a simplified perturbative theory, we have treated
ever, the system discovers that using a chirped pulse thale biased ADQW as a one-dimensional system in a single-
partially overlaps the target time creates an intense peak iparticle picture in which photogenerated electron and hole
the THz signal at the target time. states act independently. We have not included scattering
As a final example of control, we consider the case inmechanisms, which result in phase breaking and loss of
which the laser pulse is assumed to be fixed, and the paramave-function coherence. Dephasing will ultimately place an
eters of the well are optimized. In particular, we allow theupper limit on the time scale over which control can be ex-
widths of the wide well, the narrow well, and the barrier to erted. Coulombic effectéexcitong have also not been in-
vary, along with the magnitude of the dc figlaghd hence the cluded, nor have we yet considered how the dynamics of the
splitting of the energy levelsWhile these parameters cannot heavy holes and light holes affect the control. In the experi-
be varied in real time in an experimef@xcept, perhaps, for ments done to date on ADQWSs, excitonic wave packets have
the dc field, once designed, the optimal well can be grownbeen used because of their comparatively long dephasing
easily. Figure 8) shows the results of a calculation in which times. Our simplified, one-dimensional calculations inher-
we choose a target located, as previously, in the wide wellently neglect nonzerk states, and the free-particle nature of
We (arbitrarily) restrict the parameters of the laser field sothe energy band dispersion perpendicular to the potential
that the achievement is relatively low. The solid line showsprofile. Any control pulse of finite bandwidth will certainly
the wave packet at the target time produced by this field. Ircreate excitations away from zone center.
this case the maximum achievement is only about 0.72. Al- Loss of wave packet coherence represents a significant
lowing the parameters of the well to vary, however, produce®bstacle towards exercising quantum control in semiconduc-
the final wave packet shown in Fig(l8, with an achieve- tor heterostructures. Any scatterirignanifested as phase-
ment of 0.97. The optimized quantum well, and the originalbreaking collisionsresults in loss of wave-packet coherence
well, are compared in Fig. 9. As can be seen in the figureand places an upper limit upon our ability to manipulate
fairly small variations in the parameters of the w@lchange coherent charge motion in these systems. In a typical experi-
of +6 A in the width of the wide well, and-17 A in the  ment, loss of wave-packet coherence results in a reduction of
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FIG. 9. Original quantum well potentigbashed ling vs opti-
n 0.8 mized potentialsolid line). The original potential, for a fixed laser
S pulse, produced the wave packet in Figa)8at the target time,
g 06 while the optimized potential, for the same laser pulse, produced the
% final wave packet in Fig. @).
T
2 04r is to what extent dephasing can be overcome by a suitably
g chosen control field. It may also be possible, or in some
< o2} cases desirable, to exert control in cases in which the physi-
cal system is incoherent. Then, for some applications and
0.0 s . — AT . target states, it may not be necessary to minimize dephasing
-200 -100 0 100 200 effects. For example, control of charge transport in devices
(b) Distance (A)

(incoherent charge motigrcan be contemplated using THz
FIG. 8. Wave packetsolid line at the target time vs target radiation as a time-varying bias source in double or multiple
(dashed ling Panel(a) shows the results for a laser pulse chosenell Structures to tune the electronic levels into or out of
arbitrarily, such that the achievement is relatively low. Pail  tunneling resonance.
shows the results when the parameters of the quantum well are The most serious approximation in the numerical ex-
allowed to vary, for the same pulse as in patagl The achievement amples presented in this work is the assumption that the
is dramatically improved. excitation is from a single heavy hole state at zone center
(i.e., k=0). In reality, confinement of the hole states in the
potential well lifts the heavy and light hole degeneracy at
zone center and splits the energy levels. For the biased
éééDQW considered here, the confinement results in a split-

carrier dephasing can occur on time scales of 100 fs or le g of 3b09t > l;ne\c;,l Wh'ICh_I'_i smfaller thaf‘ the Sgl'tt'%g Ofd
due to elastic intravalley and intervalley carrier-carrier scati€ conduction-band levels. Theretore, excitation by a broad-

tering. Inelastic scattering of carriers with LO phonons, and’@nd pulse creates both heavy-hole and light-hole excitons
carrier-defect scattering occur on somewhat longer timéhat can undergo quantum bea“.”g and '”te.fferér.m' thus
scaleq100-500 f$. Controlling coherent free carrier motion m_odn‘y the wave-packet Qynam|cs. In adition, if the _pand-
will probably be difficult, since the oscillation period of the Width of the laser pulse is large enough, a superposition of
wave packet £550fs) in the ADQW is many times the hole states can be created in the valence band, which will
carrier-carrier scattering time. Previous experiments hav Iso form a t|me-(_1lep_endent wave packet. The presence of
circumvented this difficulty by creating excitonic wave oth types of oscillating wave packets has been shown to

packet$? Excitonic dephasing timeglue to exciton-exciton contribute to coherent THz emission from ADQWs.

and exciton-phonon scatteringn quantum wells are typi- r\]/\/e mu;t also_ conAS|der_ho|w nlonzekpzta]\}e_s afgectjth_g h
cally a few picoseconds at low carrier densitieg, ( coherent dynamics. A optical pulse with finite bandwidt

~10° cm2) and temperaturesT& 10 K). Defect and impu- creates a distribution of excitations away from zone center
rity scattering also play important roles, since the homogey‘”th slightly different energies. The observed dynamic signal

neity of the quantum well sample can influence dephasin hhould thgtnt_be computedt ‘ZS ar; mteglratlog r(]JMerSmce”
times sensitively. ese excitations are created coherently and have small en-

To first order, each scattering mechanism can be approxgrdy differences with respect to the mean energy of the dis-

mated by an exponential decay of the coherent signal, witﬁr,'bUt'on’ we do not expect the dynamics to be altered appre-

relevant scattering mechanisms represented by phenomen ably, except while the field is on.
logical time constants. This approach has been used previ-
ously, for example, in solving the semiconductor Bloch
equations for wave-packet dynamics in single quantum We have shown in this paper that electronic wave packets
wells?® One of the key issues to be addressed in future workand THz radiation in quantum wells can be controlled with

the coherent signalTHz emission, four wave mixing,

V. CONCLUSIONS
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simple, experimentally feasible laser pulses. The parameters The calculations discussed in this work make definite pre-
of the pulses are optimized with a genetic algorithm thatdictions for experiments, which can be tested immediately in
rapidly discovers the optimal field for a chosen target. Thethe laboratory. Success in these simple, proof-of-principle
targets considered here are simple, but the method is quitgxperiments will provide a framework for a number of addi-
general, and could be used, for example, to produce shape@nal studies. For example, samples with multiple wéls-
THz pulses with complicated wave forms, from suitably perlattices will allow studies of tunneling and exciton dy-
complex potentials. Such pulses have potential applicationgamics in extended systems, where dephasing and Coulomb
in spectroscopy and communication. _ interactions are expected to have significant effects. Control
As a starting point for exploring coherent control in het- ot gjoch oscillations is also an intriguing possibility. To
erostructures, the dc-biased ADQW structure considereql o come uncertainties in both the theory and the experi-

S . r"Pﬁents, the experiments will employ a feedback loop based
plicity. As we have shown, appropriate laser pulses can en-

hance(or suppressthe magnitude of the coherent oscilla- on a learning algorithr®® This should enable a detailed

tions of the coupled conduction-band well levels and theanaly3|s of which aspects of the physics most sensitively

resulting THz emission. However, the dynamical “phaseaffect _the dynamics, and will undoubted!y lead to new op-
space” of the ADQW is quite limited since only two states portunities _to better understqnd, and ultimately control, ul-
participate in the creation of the coherent superposition statdfafast semiconductor dynamics.
This constraint forces the wave packet to exhibit simple os-
cillatory behavior and defeats any attempts to coerce the
wave packet to display more complicated dynamics. ACKNOWLEDGMENTS
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