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Quantum control in quantum wells
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We present calculations of quantum control of wave packet motion and THz emission in an asymmetric
double-quantum-well structure. A genetic algorithm is used to search for the laser pulse that best drives an
electronic wave packet to a desired target, or goal. The targets considered in this work include maximizing the
overlap of an electronic wave packet with a given distribution at a specific time, and maximizing the induced
THz emission from the quantum well. We also show that, assuming a fixed laser pulse, the parameters of the
quantum well can be optimized to produce a desired outcome. Our results indicate that simple laser pulses are
sufficient to exert control over the dynamics of charged carriers in engineered semiconductor heterostructures.
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I. INTRODUCTION

Recent advances in both the generation of ultrafast la
pulses and growth techniques for semiconductor heteros
tures have led to extensive investigations of the cohe
dynamics of charged carriers in semiconductors. Hi
quality semiconductor quantum wells and superlattices
exhibit transverse (T2) dephasing times from tens of femto
seconds~for free carriers! to in excess of a few picosecond
~for excitonic coherences!. These dephasing times, in favo
able cases, are many times longer than the 10-fs time r
lution available with current laser sources. This enab
short-pulse lasers to be used as sensitive probes of the c
ent interaction of electric fields with the induced polarizati
in heterostructure devices. The ability to create and de
wave packets constructed from charged carriers has le
the observation of many coherent phenomena, includ
Bloch oscillations in superlattices,1,2 heavy and light hole
quantum beats in quantum wells,3 Rabi flopping in
semiconductors,4 coherent dynamics of excitonic wav
packets,5 wave-packet oscillations,6 THz emission from
asymmetric double quantum wells~ADQW!,7 and, most re-
cently, far-infrared emission from asymmetric quantu
wells.8

While ultrafast optical excitation provides a method f
observing coherent dynamics in semiconductor heterost
tures, it also offers intriguing possibilities for controlling th
dynamics of coherent interactions and manipulating e
tronic wave packets. A number of experimental papers h
recently explored these concepts. For example, experim
by Plankenet al.9,10 have demonstrated an enhancemen
terahertz radiation generated from biased ADQWs us
pairs of phase-locked femtosecond pulses to coherently
570163-1829/98/57~15!/9024~11!/$15.00
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cite and amplify quantum beating. Dupontet al.11 have
shown that the direction of photocurrent inn-doped quantum
wells can be controlled by irradiating the sample simul
neously with the fundamental of a laser beam and its sec
harmonic. By adjusting the phase difference between the
beams, asymmetric interference is created in the continu
electronic wave functions. Similar results using two-pathw
control of photocurrents have been demonstrated recent
bulk GaAs by Atanasovet al.12 In another application, He-
berle et al.,13 using phase-locked pulses tuned to excit
resonances, have demonstrated population control and co
ent destruction of heavy hole excitons in quantum wells. O
common feature in all of these experiments is that the la
excitation conditions necessary to achieve control can
guessed intuitively, due to the relatively simple dynam
involved in the systems under study.

For the most general and complex quantum-mechan
systems and corresponding control goals~for example, shap-
ing THz radiation or controlling charge motion in comple
heterostructures!, simple intuition fails to discern the bes
optical excitation scheme and more sophisticated meth
must be employed. For example, complex filters can be
signed to synthesize phase-tailored pulses that enhance
radiation in biased ADQWs.14,15 More generally, detailed
proposals using some variant of optical control theory
guide the evolution of quantum-mechanical systems with
sers date back at least twenty years.16 The concept has re
ceived considerable attention recently, particularly in the
velopment and application of theoretical methods.17–21 In
addition, substantial experimental progress has been mad
the synthesis of temporally tailored ultrafast wa
forms.22–25 Femtosecond pulse shapers employ progra
mable phase and amplitude modulators in the Fourier pl
9024 © 1998 The American Physical Society
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57 9025QUANTUM CONTROL IN QUANTUM WELLS
of a grating/lens apparatus to apply a complex frequen
dependent phase and amplitude profile to the input p
spectrum. The resulting output temporal wave forms are t
the inverse Fourier transform of the filtered pulse spectru
Pulse shaping methods have been used to synthesize
plex pulses with both high frequency,22,23 and temporal
resolution.25 These pulses have been used in experiment
mode-selectively excite coherent phonons in molecu
crystals.26 Nevertheless, almost no effort to date has be
directed at applying these ideas to engineered semicondu
heterostructures.

In this paper, we examine the possibility that shaped,
trafast laser pulses can be used to control the carrier dyn
ics and THz emission in quantum wells. Our investigatio
explore the dynamics of semiconductor heterostructure
the regime in which the optical fields interact with the evo
ing states at or near the time scale of the dynamics. In
ticular, the laser excitation is not assumed to be impuls
There are several motivations for our studies. First, quan
wells and superlattices are textbook quantum-mechan
systems that should provide model environments for ex
ining the feasibility of control methods for influencing th
coherent dynamics of electrons and holes. In addition, s
state heterostructures provide a stringent test for judging
effectiveness of optimal control methods in quantum syste
that exhibit fast dephasing times. Finally, controlling the
trafast motion and interactions of charged carriers in se
conductors is potentially important from a technologic
standpoint and may lay the groundwork for a new class
solid state optoelectronic devices that operate on picosec
time scales.

We consider in this work a simple and widely studi
quantum-mechanical system, an asymmetric double quan
well ~see Fig. 1!. Application of a dc bias field causes th
electronic levels in the conduction band to move into tunn
ing resonance, while the hole levels in the valence b
move out of tunneling resonance. When the ADQW is e
cited by a sufficiently broadband, ultrafast laser pulse tu
to an exciton resonance in one of the wells, an electro
wave packet~a coherent superposition of two or more stat!
is created in the conduction band that oscillates back
forth from the narrow well to the wide well. The ADQW
system has been used previously to demonstrate coh
wave packet oscillation,6 coherent THz emission,7 and two-

FIG. 1. Schematic of the dc-biased asymmetric double quan
well discussed in this work. The excitation is to the wide well, a
the target~shown as a dashed line! consists of a transform-limited
Gaussian wave packet centered in the narrow well.
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pulse control of wave-packet dynamics.27 From the view-
point of control, the ADQW offers two enticing possibilities
control of the evolution of the electronic wave packet, a
control of the induced THz emission resulting from the a
celeration of the charged carriers as they oscillate in
wells.

The paper is organized as follows. In Sec. II, we outli
the theoretical treatment, and describe the methods use
predict the optimal laser fields. Results for control of wav
packet motion are presented in Sec. III. We show that o
mizing either the laser field or the spatial confinement pot
tial results in enhancement and control of wave-pac
motion. We also demonstrate that coherent THz radiat
can be enhanced using optimized laser pulses, and show
for a fixed laser pulse, the parameters of the ADQW can
optimized to produce a desired result. A general discuss
of our results is presented in Sec. IV, where we exam
some specific issues associated with applying the method
quantum control to electronic states in heterostructures
particular, we discuss the effects of dephasing, Coulomb
fects, light hole excitons, and the role of extended electro
k states in the computation of optimal laser fields. Finally,
Sec. V, we discuss the prospects for experimental verifi
tion of our predictions, and conclude.

II. GENERAL THEORY

A. Electronic states in the ADQW

The general theory is an extension of that developed
Kuznetsovet al.,28 modified to treat the system describe
here, the asymmetric double quantum well. We begin
deriving the k-dependent solutions of a biased ADQW
driven by a complex laser field. The complete wave fun
tions, wn,k

a (r ), for confined carriers in the ADQW depicte
in Fig. 1 are obtained by multiplying the band edge bu
Bloch states,ua(r ), by a slowly varying envelope function
Thus,

wn,k
a ~r !5

eik•r

AA
Fn

a~z!ua~r !, ~1!

wherea5c,h,l labels the carrier type~electron, heavy-hole
or light-hole, respectively! as well as the spin index, andn
labels the subband index. Thecompleteenvelope function
consists of a plane wave~with cross-sectional areaA and
wave vectork! describing translational motion in thex-y
plane multiplied by a slowly varying functionFn

a(z) that
describes the confined motion of the carriers along thez axis.

Within the quantum well, the envelope functionsFn
a(z)

satisfy a one-dimensional, effective-mass Schro¨dinger equa-
tion,

F2
\2

2ma'

d2

dz2 1Va~z!6eDzGFn
a~z!5En

aFn
a~z!, ~2!

wherema' is the effective mass along thez direction andD
is the dc field. In the third term, the upper sign~1! is used
for holes, and the lower sign~2! is used for electrons. The
potentialVa(z), which appears in the effective-mass equ
tion, is the confining potential of the ADQW.

m



li

t

e

-

on
-
lig

ix
n

n
-

-

io

T
a

ld

n
ond
rent

a
er

to
ase
pli-

eld

an

i-
ibed

the

on
s
s
ents
n,
ing
ta-
and
ld
into
ons

cus
rol,

e
e
free
ch
-size

9026 57KRAUSE, REITZE, SANDERS, KUZNETSOV, AND STANTON
The ADQW band structure consists of a set of parabo
subbands. The electronic subband energies are given by

En
c~k!5Eg1En

c1
\2k2

2mci
~3!

and for heavy and light holes, the subband energies are

En
h~k!52En

h2
\2k2

2mhi
~4!

and

En
l ~k!52En

l 2
\2k2

2ml i
, ~5!

respectively. The effective masses are determined from
Luttinger parameters,28 and the subband energiesEn

a and en-
velope functionsFn

a(z) are determined by solving Eq.~2!
numerically on a finite difference grid. The numerical proc
dures have been described in detail previously.28

B. Density matrix for the ADQW

We define the density matrix in terms of the ADQW
eigenstates. Letan,k

a† (t) andan,k
a (t) be the Heisenberg opera

tors that create and destroy electrons in a statewn,k
a (r ). The

density matrix~DM! is

Nnm,k
ab ~ t ![^an,k

a† ~ t !am,k
b ~ t !&, ~6!

where^ & denotes the statistical average of the current n
equilibrium state of the system, anda,b represent the con
duction band electrons and the valence band heavy and
holes.

The interband components of the density matr
Nnm,k

ab (t), aÞb, describe the coherence between differe
carriers,a andb, in subbandsn andm, respectively, and are
related to the optical polarization. The intraband compone
of the density matrix,Nnm,k

aa (t), describe correlations be
tween different subbands of the same carrier type ifnÞm. If
n5m, Nnn,k

aa (t) is just the number of carriers in the quantum
well statewn,k

a (r ).

C. Bloch equations

The density matrix obeys the general equation of mot

2 i\
]Nnm,k

ab ~ t !

]t
5^@Hk ,Nnm,k

ab ~ t !#&, ~7!

where the square brackets denote the commutator.
Hamiltonian operator for a quantum well interacting with
plane-polarized radiation field incident alongz and polarized
alongx is

Hk5(
an

«n
a~k!ank

a†~ t !ank
b ~ t !

2Eopt~ t ! (
ab,nm

dnm,k
ab ank

a†~ t !amk
b ~ t !, ~8!
c
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where Eopt(t) is the time-dependent optical electric fie
~with unit polarization vector assumed to bex! and dnm,k

ab ,
the projection of the electron dipole moment alongx is

dnm,k
ab 5E dr wnk

a ~r !exwmk
b ~r !. ~9!

The first term in Eq.~8! governs the creation and destructio
of the states in the ADQW, as discussed above. The sec
term represents the interaction of these states with a cohe
optical field Eopt(t). Previous work considered only
transform-limited, Gaussian temporal profile for the las
field.28 Here we allow for a more general optical field
include such complicated effects such as high-order ph
dispersion and non-Gaussian, frequency-dependent am
tudes. As indicated below, the parameters of the optical fi
can be varied to exert control over the charge carriers.

Since the ADQW is excited with optical pulses, we c
neglect intraband transitions~i.e., dipole transitions for
which a5b!. The dipole matrix elements for optical trans
tions can then be calculated using a procedure descr
previously.28 If we substitute the Hamiltonian@Eq. ~8!# into
the equation of motion, we get the Bloch equations for
components of the density matrix

]Nnm,k
ab

]t
5 i S En

a~k!2Em
b ~k!

\ DNnm,k
ab 1 i

Eopt~ t !

\ (
g j

~Nn j ,k
ag djm

gb

2dn j
agNjm,k

gb !. ~10!

Note that by retaining in the Hamiltonian only the interacti
with the electric field@Eq. ~8!#, a different set of equations i
obtained for each wave vectork, and the statistical average
that appear in the Bloch equations are independent elem
of the density matrix. This is a considerable simplificatio
and makes the problem computationally tractable. Includ
the Coulomb interactions in the Hamiltonian requires a s
tistical average over products of two creation operators
two annihilation operators. While, in principle, one cou
decouple statistical averages over four operator products
products of density matrix elements, the resulting equati
would be coupled for different values ofk, and would re-
quire substantial computational resources to solve. To fo
on the basic physical picture, and how it relates to cont
we concentrate here on the less complex model in Eq.~10!.

Equation~10! can be solved by using the rotating-wav
approximation~RWA! and retaining only those terms in th
Bloch equations that are close to resonance with the
oscillations of the density matrix. The resulting set of Blo
equations can then be solved using an adaptive step
Runge-Kutta routine.28

D. Densities, dipole moments, and THz signals

At a fixed value ofk, the particle density,

Pk~r ,t !5^ck
†~r ,t !ck~r ,t !&, ~11!

can be calculated from the envelope functionsFn
a(z) and

density matrix as
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57 9027QUANTUM CONTROL IN QUANTUM WELLS
Pk~r ,t !5 (
ab,nm

Fn
a~z!* Fm

b ~z!

A
ua~r !* ub~r !Nnm,k

ab ~ t !.

~12!

The sum over band indices contains two interband te
whose contribution to the overall charge density oscillate
time with the interband frequency. This contribution leads
the interband current that interacts with the optical fie
However, for times longer than the inverse band gap~about
0.5 fs for GaAs!, the interband terms will average to zer
Since we are interested in quantities that vary in time on
much longer time scale of the excitation envelope~typically
100 fs!, we can safely omit the interband terms. This
equivalent to averaging the particle density over unit ce
The result is

Pk~r ,t !5 (
a,nm

Fn
a~z!* Fm

a ~z!

A
nnm,k

a ~ t !. ~13!

The total carrier density~electrons and holes! is obtained
by summing the above expression over the wave vectok.
We can write this as a sum over the total number density
each carrier typea, which is given by

ra~z,t !5(
n,m

Fn
a~z!* Fm

a ~z!
1

2p E
0

`

dk k Re@Nnm,k
aa ~ t !#.

~14!

The dipole moment is written in terms of the charge dens
as

d~ t !5(
a

E dz ezra~z,t !ẑ, ~15!

and the THz signal is proportional to the second derivative
the time-dependent dipole moment.

E. Simplified theory

For a specific laser fieldEopt(t), the solution for the time-
dependent density matrix can be computed from Eq.~10!.
However, for optimization purposes, the above theory
somewhat cumbersome, because it requires a solution
system of differential equations, one equation for eachk
state. In the presence of Coulomb interactions, the situa
is even worse, because the equations are coupled. Our
in this work, is to determine the laser field that best driv
the system to a desired outcome, or goal. This requires
general, solving the equations of motion for many differe
fields. To proceed, we invoke a set of physically reasona
approximations that simplify the problem and greatly
crease the computational efficiency, while still preserving
main physical features.

We begin by assuming that the excitation occurs at z
center from a single heavy-hole level in the valence ba
and creates a superposition of two~or more! electronic levels
in the conduction band. This assumption is valid in the c
of the biased double quantum well, and might also be re
ized in strained layer systems, in which the quasidegene
of the heavy and light holes is lifted. The total Hamiltonia
can then be written as
s
n
o
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e
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H~ t !5H02DEopt~ t !, ~16!

whereH0 is the Hamiltonian for carrier motion given in Eq
~2!, D is the dipole operator, andEopt(t) is the laser field.
Under the assumption that the dynamics involves only
heavy hole in the valence band, and electrons in the cond
tion band, the time-independent material Hamiltonian b
comes

H05Hhuh&^hu1@Hc1vhc#uc&^cu, ~17!

whereHh andHc are the Hamiltonians for heavy holes an
electrons, respectively, andvhc is the center frequency of th
laser. The dipole operatorD is then

D5mhc$uh&^cu1uc&^hu%, ~18!

wheremhc is the dipole moment connecting the hole states
the valence band with the electron states in the conduc
band. The total envelope functionuF(t)& in the confined di-
mension is a solution of the time-dependent Schro¨dinger
equation,

i
d

dt
uF~ t !&5@H02DEopt~ t !#uF~ t !&, ~19!

and consists of a sum of the hole envelope function and
electron envelope function,

uF~ t !&5uFh~ t !&uh&1uFc~ t !&uc&. ~20!

Since, in this approximation, the envelope functions for b
the hole and the electron are pure states, they can be
panded in eigenstates of the time-independent hole and e
tron Hamiltonians,ufn

h& and ufn
c&, respectively,

uFh~ t !&5(
n

an
h~ t !ufn

h&, ~21!

and

uFc~ t !&5(
n

an
c~ t !ufn

c&. ~22!

Then, in first-order perturbation theory, we assume that
initial hole level is an eigenstateuf i

h& ~or, more appropri-
ately, that the laser field is only on resonance with one h
state!, and thatai

h5dni and ȧn
h50. That is, the laser field is

weak in the sense that the amount of population excited
the conduction band is small, and scales linearly with
laser intensity. This is strictly true only at the very beginni
of the Rabi cycle, but experience shows that the approxim
tion is reasonable even for significant population transf
~up to ;25%!.29 Finally, the envelope function in the con
duction band can be written in the rotating-wave approxim
tion as

uFc~ t !&5(
n

ufn
c&e2 ivnct^fn

cumhcuf i
h&

3E
2`

t

dt Eopt~t!e2 i ~vnc2vhi!t. ~23!
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This expression, once the electron and hole eigenstates
been calculated, can be evaluated efficiently for any la
field. This is crucial for the optimization procedure, as d
cussed below.

To verify the validity of these approximations, we com
pare the time-dependent dipole moments computed by
theory as presented in Sec. II with the simplified vers
described in this section. The full theory includes the pro
number~as determined by the bandwidth of the excitati
pulse! of heavy holes, light holes, and electronick states. It
does not include Coulomb interactions. The results of a ty
cal test calculation are shown in Fig. 2, which compares
time-dependent dipole calculated with the simplified theo
and the more elaborate theory. In the simple theory, the o
contribution to the dipole is from the electrons. The mo
elaborate theory contains contributions from the electro
heavy holes, and light holes. In the case considered,
heavy-hole levels and one light-hole level are contain
within the frequency bandwidth of the excitation puls
Comparing the electronic dipoles in the two methods sho
that the integration overk affects mainly the initial rise of the
dipole. In general, the results of the two theories are qua
tively similar, indicating that the simplified theory provides
reasonable starting point for optimization of the laser pu
and interpretation of experiments. In particular, we note t
the dominant contribution to the total time-dependent dip
is from the electrons.

F. Optimal control theory

Equation~23!, or equivalently Eq.~14!, in the more com-
plete version of the theory, allows us to calculate the wa
function or density matrix produced by a specific laser fie
Here, we propose to ask the inverse question. That is, g
a specific target or objective that we wish the wave funct
to achieve, what is the laser field that best drives the sys
to that objective? To answer this question, we begin by c
structing a target operatorÂ, which specifies the desired ou

FIG. 2. Comparison of the time-dependent dipole moments
culated with the full theory and the simplified theory, as describ
in the text. The total dipole moment for the more elaborate the
contains contributions from the electrons, light holes, and he
holes. The dipole moment for the simplified theory~filled circles!
contains only contributions from the electrons. Results from the
methods have been scaled to the same electronic population.
ve
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come. In general,Â is a projection operator onto a set o
observables specified by the target. The objective is to m
mize the target yield, or the expectation value ofÂ at a
chosen target timet f ,

A~ t f !5^c~ t f !uÂuc~ t f !& ~24!

or

A~ t f !5TrÂr~ t f !. ~25!

To prevent the optimization procedure from discoveri
trivial, or nonphysical solutions, the yieldA must in general
be optimized with respect to a set of constraints. These c
straints can take many forms, including, for example, det
of the experimental apparatus and the system being m
sured.

In this work, we choose to impose a constraint on the to
intensity, or fluence, of the laser field, which prevents t
procedure from discovering solutions with zero or infin
field strength. To do this we write a control functionalJ,30–37

J5A2lE dtE~ t !2, ~26!

containing the yield and the constraint. In this particu
case, the Lagrange multiplierl has a specific interpretation
namely, the optimal yield with respect to the incident ener
of the laser field.36 Notice thatJ depends on the laser fiel
E(t) both explicitly via the constraint, and implicitly, via th
yield. To find the optimal fields, we perform a function
variation ofJ, and set the first-order variation equal to ze
The resulting equations must in general be solved iterativ
for the optimal fields.30–37

As a first example, consider the case in which the targe
an electronic state in the conduction band

Â5Âcuc&^cu. ~27!

For further simplicity, we assume thatÂc is a projection
operator onto a pure stateuFc&, or

Âc5uFc&^Fcu. ~28!

Then, in the perturbative regime as discussed above,
yield can be expanded in a power series about the opti
field. The lowest-order, nontrivial contribution to the yield
the second-order term,36,37

Ac
~2!~ t f !5E

2`

t f
dtE

2`
dt8Mc

S~t,t8!E* ~t!E~t8!. ~29!

The symmetrized control kernelMc
S(t,t8),

Mc
S~t,t8!5@Mc

S~t8,t!#* 5Mc~ t f2t,t2t8!, ~30!

for the target in Eq.~28! can be written as

Mc~ t2 ,t1!5^cc
0~ t2!uFc&^Fcucc

0~ t11t2!&, ~31!

where

ugwc
0~ t !&5(

n
ufnc&e

2 iEnit^fncumhcufhi&. ~32!

l-
d
y
y
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57 9029QUANTUM CONTROL IN QUANTUM WELLS
The optimal fields are then computed as solutions of
eigenequation by discretizing the control kernel onto a
merical grid, over a specified time interval,36,37

E
t0

t f
dt8Mc

S~t,t8!E~t8!5lE~t!. ~33!

The eigenvaluesl are the target yields, and the eigenvecto
are the optimal fieldsE(t). The eigenvector associated wi
the largest eigenvalue is the globally optimal field, in t
perturbative limit.

To determine how well a given field performs, we defi
an achievementa(t),37

a2~ t !5
u^Fcucc~ t !&u2

^FcuFc&^cc~ t !ucc~ t !&
, ~34!

which in this case is simply the normalized overlap of t
wave function with the target. The achievement is co
structed to range from zero~no control! to one~perfect con-
trol!.

In some cases, the above procedure for determining
optimal fields is inconvenient, either for computational re
sons, or because the control functional does not take
simple quadratic form of Eq.~26!. For these situations, a
alternative procedure can be applied. We assume that
laser fieldE(t) can be adequately described by a small nu
ber of parameters, and then vary the parameters to optim
the yield. For example, assume that the laser field can
written as

E~ t !5E0e2~ t2 t̄ !2/G2
e2 if~ t !, ~35!

whereE0 is the amplitude,t̄ is the center time, andGAln 16
is the temporal width~full width at half maximum!. As con-
ventionally, f(t), the time-dependent phase, can be
panded in a Taylor series,

f~ t !5f1v~ t2 t̄ !1 1
2 b~ t2 t̄ !21¯ , ~36!

where f is the ~irrelevant! phase constant,v is the center
frequency, andb is the linear chirp. In the perturbative limi
the amplitudeE0 is also irrelevant, since the yield simpl
scales linearly with the amplitude of the field. The four r
maining parameters,t̄, G, v, andb, are sufficient to charac
terize the laser field for a large variety of experimental co
ditions.

We have found that traditional methods for searching
the optimal parameters, such as conjugate gradient and
plex, are not adequate to determine the optimal laser par
eters, because these methods tend to get trapped in
minima. In this work, we adopt a genetic algorithm~GA!,
which rapidly discovers the optimal fields.38,39 The GA is a
general purpose functional minimization routine, and
quires as input an evaluation, or test function. In this ca
the test function is simply the achievement@Eq. ~34!#. Typi-
cally several thousand evaluations of the test function
required to maximize the achievement. This, however, is
difficulty in the simple, pure-state model discussed abo
and is the main reason for presenting and implementing
simplified theory.
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III. RESULTS

Figure 1 shows a schematic of the ADQW discuss
above. As a first example of control in quantum wells, w
choose a target consisting of a Gaussian distribution loca
in the narrow well. The object is to find the laser fieldE(t)
that creates a wave packet, initially in the narrow well, th
evolves to maximum overlap with the target at the tar
time t f . The field is constrained to the form in Eq.~36!; and
we use the genetic algorithm to optimize the parametersv, t̄,
G, andb.

The intensity envelopeuE(t)u2 of the optimal field discov-
ered by the GA for the target in Fig. 1 is shown in Fig. 3~a!.
A time/frequency~Wigner! distributionFW(t,v) of this field
is shown in Fig. 3~b!. The Wigner distribution is defined a

FW~ t,v!52 ReE
0

`

dte2 ivtE* ~ t1t/2!E~ t2t/2!W~t!,

~37!

whereW(t) is a Gaussian window function included to r
move self-interference. The advantage of this definition
the Wigner function is that integration over frequency giv
the field strengthuE(t)u2, and integration over time gives th
power spectrum,uE(v)u2. We note that the locally optima
field in Fig. 3 is nearly identical to the globally optimal fiel
calculated with Eqs.~28!–~33!. The optimal field contains

FIG. 3. Globally optimal field for the control scenario in Fig.
Panel~a! shows the intensity profileuE(t)u2, and panel~b! shows
the time-frequency~Wigner! distribution.
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very little chirp ~that is, the parameterb is very close to
zero!, and so control for this target is simply a timing pro
lem, provided that the laser pulse has the appropriate ce
frequency.

Figure 4 shows the achievement@Eq. ~34!# as a function
of time for the target shown in Fig. 1, with the optimal fie
depicted in Fig. 3. We can see that the target time in this c
~or, more precisely, the time duration over which the cont
field is allowed to act! is long enough that three oscillation
of the wave packet through the wide well can occur. T
achievement reaches its maximum value of 0.97 at the ta
time, indicating nearly perfect control. The achievement
Fig. 4 is closely related to the expected signal observed
for example, a transient absorption or emission experim
Note, though, that this model assumes no dephasing. In
ality, coherent oscillations would be damped in time
phase-breaking scattering events. We return to this issue
low.

With the observation that the parameters most impor
to control in this example are the frequency, delay time, a
the pulse width, we can construct control maps plotting
achievement of one parameter versus another. Two s
maps are shown in Fig. 5. Figure 5~a! shows the delay time
versus the frequency, and Fig. 5~b! shows the pulse width
versus the frequency. In both figures, the achievement sh
regions of nearly perfect control and regions of almost
control. The most sensitive parameter is the frequency, w
the other parameters show broad plateaus of nearly con
achievement. Such maps indicate that the experimenta
simply by varying an experimentally accessible parame
can exert a large degree of control on the dynamics of
electronic wave packet. This observation forms the basis
the design of an experiment, as discussed below.

Wave packet control is only one possible type of cont
in the ADQW. Another possibility is to control the TH
emission. To calculate the THz signal, we first compute
time-dependent dipole,

d~ t !}^c~ t !uzuc~ t !&. ~38!

The THz signals(t) is proportional to the second derivativ
of the dipole,

FIG. 4. Achievement~normalized overlap of the time-depende
wave packet with the target! of the optimal field in Fig. 2, for the
scenario in Fig. 1.
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s~ t !}
]2

]t2 d~ t !. ~39!

As one example of a possible control scenario, we choos
maximize the THz signal at a particular time. In this case,
procedure discussed above to determine the globally opt
field is much more complicated, because the control fu
tional is not quadratic. To overcome this difficulty, we u
the genetic algorithm to discover the optimal pulse para
eters. The results are shown in Fig. 6.

Figure 6~a! shows the intensity envelopes of two optim
fields. In both cases, the parameters are allowed to v
freely. However, in the first field~labeledA!, the center time
is not allowed to exceed 0.5 ps, and so the laser pulse ca
overlap the target time. In the second field~labeledB!, no
restriction is placed on the delay time. The fields in Fig. 6~a!
look fairly similar, but in fact they are not. The Wigner dis
tribution of these fields is shown in Fig. 6~b!, where it can be
seen that the first field is nearly transform-limited, with
slight negative chirp, while the second has a significant po
tive chirp ~visible as the overall slope of the contours!. The
THz signal resulting from these two fields is shown in Fig.
Both signals exhibit a maximum at the target time. In t

FIG. 5. Achievement as a function of various laser parameter
Eqs.~35! and~36!. Panel~a! shows the variation with respect to th
delay time between the pump pulse and the probe pulse, and
detuning of the center frequency of the probe pulse from the m
band center in the conduction band, and panel~b! is for the tempo-
ral pulse width versus the detuning.
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first case, the system times the oscillations so that a m
mum is achieved at the target time. In the second case, h
ever, the system discovers that using a chirped pulse
partially overlaps the target time creates an intense pea
the THz signal at the target time.

As a final example of control, we consider the case
which the laser pulse is assumed to be fixed, and the pa
eters of the well are optimized. In particular, we allow t
widths of the wide well, the narrow well, and the barrier
vary, along with the magnitude of the dc field~and hence the
splitting of the energy levels!. While these parameters cann
be varied in real time in an experiment~except, perhaps, fo
the dc field!, once designed, the optimal well can be grow
easily. Figure 8~a! shows the results of a calculation in whic
we choose a target located, as previously, in the wide w
We ~arbitrarily! restrict the parameters of the laser field
that the achievement is relatively low. The solid line sho
the wave packet at the target time produced by this field
this case the maximum achievement is only about 0.72.
lowing the parameters of the well to vary, however, produ
the final wave packet shown in Fig. 8~b!, with an achieve-
ment of 0.97. The optimized quantum well, and the origin
well, are compared in Fig. 9. As can be seen in the figu
fairly small variations in the parameters of the well~a change
of 16 Å in the width of the wide well, and217 Å in the

FIG. 6. Globally optimal fields for a target which specifies th
the THz emission should reach a maximum at a target time of
ps. For pulseA, the parameters in Eqs.~35! and~36! are allowed to
vary freely, except that the center time is restricted to be less
0.5 ps. For pulseB, all parameters are allowed to vary freely. Pan
~a! shows the intensity profilesuE(t)u2, for the two pulses, and
panel~b! shows the time-frequency~Wigner! distributions.
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narrow well! and the dc field bias (13.6 kV/cm) are suffi-
cient to dramatically enhance the achievement. In this c
the change in the dc field~about 34%! appears to have the
most important effect.

IV. DISCUSSION

The results in the previous section indicate that signific
control of carriers and THz emission is possible using app
priately tailored laser fields. The ADQW was chosen as
model heterostructure for its simplicity and for comparis
with experimental data. However, several simplifications a
approximations have been made in this work that, while
abling us to employ efficient optimization algorithms, n
glect some of the fundamental interactions of electron-h
dynamics in semiconductor, quantum-confined structu
We now examine to what extent these approximations
valid and how they might compromise our ability to contr
wave-packet dynamics in heterostructures.

Using a simplified perturbative theory, we have treat
the biased ADQW as a one-dimensional system in a sin
particle picture in which photogenerated electron and h
states act independently. We have not included scatte
mechanisms, which result in phase breaking and loss
wave-function coherence. Dephasing will ultimately place
upper limit on the time scale over which control can be e
erted. Coulombic effects~excitons! have also not been in
cluded, nor have we yet considered how the dynamics of
heavy holes and light holes affect the control. In the expe
ments done to date on ADQWs, excitonic wave packets h
been used because of their comparatively long depha
times. Our simplified, one-dimensional calculations inh
ently neglect nonzerok states, and the free-particle nature
the energy band dispersion perpendicular to the poten
profile. Any control pulse of finite bandwidth will certainly
create excitations away from zone center.

Loss of wave packet coherence represents a signifi
obstacle towards exercising quantum control in semicond
tor heterostructures. Any scattering~manifested as phase
breaking collisions! results in loss of wave-packet coheren
and places an upper limit upon our ability to manipula
coherent charge motion in these systems. In a typical exp
ment, loss of wave-packet coherence results in a reductio

FIG. 7. THz signals for the two pulses shown in Fig. 6. No
that both pulses achieve a maximum at the target time.
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the coherent signal~THz emission, four wave mixing
electro-optic detection, etc.! over time. Transverse relaxatio
times are governed by specific scattering mechanisms.
carrier dephasing can occur on time scales of 100 fs or
due to elastic intravalley and intervalley carrier-carrier sc
tering. Inelastic scattering of carriers with LO phonons, a
carrier-defect scattering occur on somewhat longer t
scales~100–500 fs!. Controlling coherent free carrier motio
will probably be difficult, since the oscillation period of th
wave packet (;550 fs) in the ADQW is many times th
carrier-carrier scattering time. Previous experiments h
circumvented this difficulty by creating excitonic wav
packets.6,9 Excitonic dephasing times~due to exciton-exciton
and exciton-phonon scattering! in quantum wells are typi-
cally a few picoseconds at low carrier densities (ne
;109 cm22) and temperatures (T,10 K). Defect and impu-
rity scattering also play important roles, since the homo
neity of the quantum well sample can influence dephas
times sensitively.

To first order, each scattering mechanism can be appr
mated by an exponential decay of the coherent signal, w
relevant scattering mechanisms represented by phenom
logical time constants. This approach has been used p
ously, for example, in solving the semiconductor Blo
equations for wave-packet dynamics in single quant
wells.28 One of the key issues to be addressed in future w

FIG. 8. Wave packet~solid line! at the target time vs targe
~dashed line!. Panel~a! shows the results for a laser pulse chos
arbitrarily, such that the achievement is relatively low. Panel~b!
shows the results when the parameters of the quantum well
allowed to vary, for the same pulse as in panel~a!. The achievement
is dramatically improved.
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is to what extent dephasing can be overcome by a suita
chosen control field. It may also be possible, or in so
cases desirable, to exert control in cases in which the ph
cal system is incoherent. Then, for some applications
target states, it may not be necessary to minimize depha
effects. For example, control of charge transport in devi
~incoherent charge motion! can be contemplated using TH
radiation as a time-varying bias source in double or multi
well structures to tune the electronic levels into or out
tunneling resonance.

The most serious approximation in the numerical e
amples presented in this work is the assumption that
excitation is from a single heavy hole state at zone cen
~i.e., k50!. In reality, confinement of the hole states in th
potential well lifts the heavy and light hole degeneracy
zone center and splits the energy levels. For the bia
ADQW considered here, the confinement results in a sp
ting of about 5 meV, which is smaller than the splitting
the conduction-band levels. Therefore, excitation by a bro
band pulse creates both heavy-hole and light-hole excit
that can undergo quantum beating and interference,6 and thus
modify the wave-packet dynamics. In addition, if the ban
width of the laser pulse is large enough, a superposition
hole states can be created in the valence band, which
also form a time-dependent wave packet. The presenc
both types of oscillating wave packets has been shown
contribute to coherent THz emission from ADQWs.7

We must also consider how nonzerok states affect the
coherent dynamics. A optical pulse with finite bandwid
creates a distribution of excitations away from zone cen
with slightly different energies. The observed dynamic sig
should then be computed as an integration overk. Since
these excitations are created coherently and have smal
ergy differences with respect to the mean energy of the
tribution, we do not expect the dynamics to be altered app
ciably, except while the field is on.

V. CONCLUSIONS

We have shown in this paper that electronic wave pack
and THz radiation in quantum wells can be controlled w

re

FIG. 9. Original quantum well potential~dashed line! vs opti-
mized potential~solid line!. The original potential, for a fixed lase
pulse, produced the wave packet in Fig. 8~a! at the target time,
while the optimized potential, for the same laser pulse, produced
final wave packet in Fig. 8~b!.
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57 9033QUANTUM CONTROL IN QUANTUM WELLS
simple, experimentally feasible laser pulses. The parame
of the pulses are optimized with a genetic algorithm t
rapidly discovers the optimal field for a chosen target. T
targets considered here are simple, but the method is q
general, and could be used, for example, to produce sha
THz pulses with complicated wave forms, from suitab
complex potentials. Such pulses have potential applicat
in spectroscopy and communication.

As a starting point for exploring coherent control in he
erostructures, the dc-biased ADQW structure conside
here has the advantage of dynamical and computational
plicity. As we have shown, appropriate laser pulses can
hance~or suppress! the magnitude of the coherent oscill
tions of the coupled conduction-band well levels and
resulting THz emission. However, the dynamical ‘‘pha
space’’ of the ADQW is quite limited since only two state
participate in the creation of the coherent superposition st
This constraint forces the wave packet to exhibit simple
cillatory behavior and defeats any attempts to coerce
wave packet to display more complicated dynamics.

From a control standpoint, quantum systems compose
multiple states offer much greater flexibility and than t
two-state ADQW. The dynamical behavior of the system
comes correspondingly more complex as the number
eigenstates available for coherent coupling increases. Fu
work will consider control in superlattices, dc-biased chirp
superlattices~an extension of the biased ADQW!, and single,
asymmetric quantum wells. These systems are ideal ca
dates for implementing quantum control, precisely beca
their complexity does not allow for simple, intuition-guide
experiments.
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The calculations discussed in this work make definite p
dictions for experiments, which can be tested immediately
the laboratory. Success in these simple, proof-of-princi
experiments will provide a framework for a number of add
tional studies. For example, samples with multiple wells~su-
perlattices! will allow studies of tunneling and exciton dy
namics in extended systems, where dephasing and Coul
interactions are expected to have significant effects. Con
of Bloch oscillations is also an intriguing possibility. T
overcome uncertainties in both the theory and the exp
ments, the experiments will employ a feedback loop ba
on a learning algorithm.38 This should enable a detaile
analysis of which aspects of the physics most sensitiv
affect the dynamics, and will undoubtedly lead to new o
portunities to better understand, and ultimately control,
trafast semiconductor dynamics.
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