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Connections between the electron-energy-loss spectra, the local electronic structure,
and the physical properties of a material: A study of nickel aluminum alloys

David A. Muller
School of Applied and Engineering Physics, Cornell University, Ithaca, New York 14853

and Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974

David J. Singh
Naval Research Laboratories, Code 6691, Washington, DC 20375

John Silcox
School of Applied and Engineering Physics, Cornell University, Ithaca, New York 14853

~Received 13 May 1997; revised manuscript received 4 December 1997!

The local electronic structure of a material can be determined from the energy-loss spectrum of a swift
electron beam scattered through it. When the electron beam is focused down to the width of an atomic column,
the electronic density of states~DOS! at an interface, grain boundary, or impurity site can be decomposed by
site, chemical species and angular momentum. Here we discuss the use of electron-energy-loss spectroscopy
~EELS! fine structure to provide insight into the origin of grain boundary and interfacial properties reported
earlier@D. A. Muller et al., Phys. Rev. Lett.75, 4744~1995!# for Ni 3Al. We examine the electronic structure
trends in Ni-Al compounds, both experimentally with the EELS measurements and theoretically, usingab
initio band-structure calculations. The conditions under which the band-structure calculations can quantita-
tively reproduce the EELS measurements~and in particular, the question of just which local DOS is being
measured! are addressed. Cyrot-Lackmann’s moments theorem provides a framework to explain the systematic
changes in the local DOS on alloying. The shape changes in the near-edge fine structure of both the Ni and Al
L edges are readily understood by the sensitivity of the fourth moment of the local DOS to the angular
character of the Ni-Al bonding. The language of bond-order potentials proved useful in linking shape changes
in the DOS to changes in cohesion. The consequences for formation energies and ordering trends in the
transition-metal–aluminum alloys are also discussed.@S0163-1829~98!04213-1#
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I. INTRODUCTION

The fine structure in core edges determined with electr
energy-loss spectroscopy~EELS! ~or x-ray absorption spec
troscopy! can be used for a study of the electronic structu
In particular, for metals, these spectra can be related1–6 to the
unoccupied local densities of states~LDOS’s! at the sites of
the excited atoms. Various physical properties can prov
insights into the electronic structure for extended cryst
but only recently have spatially resolved~3 Å! EELS mea-
surements determined the local electronic structure cha
that occur at the atomic scale at internal interfaces.7–9,1EELS
studies can measure an effective LDOS from grain bou
aries with structures that so far are too complex to simu
just as easily as for the bulk material. This opens up
experimental avenue for a determination of electronic str
tural features at extended defects such as grain bounda
interfaces, and dislocations. Interpretation of such spe
and the relationship of the observations at defects to imp
tant physical properties is now an important goal, and ind
the ultimate goal of the work presented here.

A systematic investigation of the bulk electronic structu
of the Ni-Al compounds is made. The comparison of t
measured EELS spectra with band-structure calculation
useful for identifying the limits of the single-particle inte
pretation of the EELS spectra. Previous work with x-ra
absorption spectroscopy~XAS!, which yields similar infor-
570163-1829/98/57~14!/8181~22!/$15.00
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mation ~although not with comparable spatial resolutio!
shows that the XAS spectra of Ni~Ref. 3! and NiAl ~Ref. 10!
closely resemble the calculated ground-state densities
states~DOS’s! for those materials. We would expect~and
indeed find! similar agreement for Ni3Al. The challenge is to
understand these changes sufficiently well that we can
dict and interpret the spectra from more disordered syste
such as grain boundaries, as well as we do for the bulk
terial.

The LDOS’s can be calculated either from real-space c
culations of clusters or from the band structures of perio
solids. All are equivalent in the appropriate limits, but it
often easier to obtain the fine details of the energy spect
from the band-structure methods.11 Many of the trends seen
in the present EELS measurements can be deduced
band-structure calculations already present in the literat
provided the LDOS’s, partitioned by site and angular m
mentum, have been published. There is, however, a dang
comparing LDOS’s calculated by different methods, or f
different basis sets as there is no unique way of dividing
the charge in any system more complicated than an isol
atom—and as a consequence, no unique definition o
charge transfer. By calculating the oscillator strength, wh
is the experimentally measured quantity, instead of
LDOS, the sensitivity to the basis set chosen in the calcu
tion is reduced.

The layout of this paper is as follows: A review of prev
8181 © 1998 The American Physical Society
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ous work is given in Sec. II. In Sec. IV, we lay out precise
which local density of states is measured in our EELS
periments, and how that may be connected to various e
tronic structure calculations. Section V deals with measu
ment and normalization of the EELS spectra. T
corresponding spectra are simulated withab initio calcula-
tions in Sec. VI A. We discuss the differences between
Kohn-Sham eigenvalues calculated with density-functio
theory ~DFT! and the measured quasiparticle excitatio
The calculated oscillator strength is found to be in go
agreement with experiment, suggesting that ‘‘many-bod
corrections are small. This allows us to make quantitat
measurements of the partitioned charges upon alloy
Rather than discuss the alloying trends in terms of cha
transfers, we find that changes in the shape of the EE
spectra can be far more readily understood with the aid
Cyrot-Lackmann’s moments theorem. This, and the conn
tion between the shape of the LDOS and changes in cohe
energy, are given in Sec. VI A. We pay particular attenti
to the role of the fourth moment in controlling the magnitu
of the hybridization pseudogap. Finally, in Sec. VIII, th
consequences for other transition-metal alloys conside
and simple rules of thumb for segregation and alloy heat
formation, are suggested.

II. BACKGROUND

L12 andB2 nickel aluminides have been the subject o
variety ofab initio calculations.12–22Both cohesive and elas
tic properties have been reported. The trends in electro
structure from Ni to NiAl3 were summarized in Hacken
bracht and Kubler.13 Calculated bulk and shear modulii ca
be found in Refs. 20 and 21. Tight-binding models also h
been used to model the Ni-Al phase diagram.23

There have been several previous electronic structure
culations of Ni3Al ~Refs. 13,17–19, and 22! and NiAl ~Refs.
12–16! in which densities of states can be found. The wo
of Hackenbrackt and Kubler13 provides a good overview o
the trends in cohesive energy from Ni to NiAl. While bu
Ni and Al have been well characterized,24,3,25 there have
been only a few studies of the unoccupied DOS of the Ni
alloys.15,10,26Of these, the most relevant to the present wo
is a comparison of the XAS fine structure of Ni and NiAl b
Pease and Azaroff,10 showing that the NiL edge in NiAl is
flatter and broader at the onset than than in pure Ni. Pe
also showed that the splitting ofL3 into two peaks could be
understood in terms of the single-particle density of sta
obtained from augmented-plane-wave calculations.27 EELS
measurements were made more recently by Botton
co-workers28,29 and D. A. Muller and co-workers30–32which
confirmed these trends.

C. H. Müller et al.33 compared measured x-ray emissi
spectra with band-structure calculations of transition me
aluminides from VAl to NiAl in theB2 structure. By keeping
the aluminum content and geometries fixed, they were a
to observe the changes in band filling as the atomic num
of the transition metal was increased. Similar work onB2 Fe,
Co, and NiAl was also performed by Bottonet al.29 using
EELS. Although these aluminides all have a similar ba
structure, differing mainly in the position of the Fermi leve
a strong nonrigid-band behavior is observed even for sm
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changes in stoichiometry and structure.34 Historically, these
alloys have been analyzed in terms of a rigid band picture~a
view that Mott cautioned against, even as he used it for
plaining the magnetic properties of the Ni-Al system35!. Cen-
tral to the rigid-band picture for the intermetallics is the co
cept of a charge transfer from Al to the transition met
gradually filling up a well-definedd band, with increasing Al
concentration. As simulations became more sophistica
and experimental probes of the local DOS became availa
it also became more difficult to reconcile these results w
the rigid-band picture. For lack of a comparably simp
model, much of the rigid-band language remained. Ev
early ab initio calculations of intermetallic compounds we
analyzed in terms of charge transfers and band narrow
with respect to the pure elements.12 However, different ex-
perimental and theoretical techniques led to different conc
sions: Moruzzi, Williams, and Janak12 found a charge trans
fer from Al to Ni and a Nid-band narrowing in NiAl. While
Lui et al.16 also concluded that the Nid band is narrower in
NiAl than pure Ni; they inferred a charge transfer of oppos
sign, from Ni to Al. Using a moments-based analysis of el
tronic structure calculations, Carlsson36 found the Nid DOS
to be broader in NiAl than pure Ni. Pease and Azaroff10 and
Botton and Humphreys28 preferred to describe the charg
transfer as being from Al to Ni. None of these analyses w
wrong; they simply used different definitions. Most of th
later works do mention thatsp-d hybridization is significant,
and it is in separating the effects of hybridization~i.e. bond-
ing! and charge transfers that most of the complicatio
arise.

Here we explore the consequences of changing both
concentration and structure of the alloys. In particular,
consider the systematic trends in the Ni-Al compounds fr
Al, NiAl, and Ni 3Al to Ni. In doing so we are able to mak
quantitative tests of concepts such as different definitions
charge transfers, the validity of the local charge neutra
~LCN! approximation,s-d hybridization, and the ability to
infer changes in cohesive energy from changes in the EE
spectra. Here we report quantitative tests of the LCN
proximation, and find, contrary to the claims of Botto
et al.,29 that it is indeed a good approximation for the Ni-A
system.~In fact, the LCN approximation allows a successf
prediction of the core-level shifts in the Ni-Al system, a r
sult which we show in a companion paper.37!

The ordering trends in Ni-Al alloys have been discuss
in terms of the strongsp-d hybridization between Ni and
Al.38,23. The preference for Ni-Al pairs over Al-Al neares
neighbors can be readily explained by the effect of thesp-d
hybridization on the fourth moment of the LDOS.36 The
fourth moment, in turn can be connected to changes in
cohesive energy through a bond-order formalism.39–41

Analysis of the EELS spectra in terms of the moments th
rem and bond-order expansions offers controlled approxi
tions for working back from the measured electronic stru
ture to the physical properties of a system. This approach
only avoids many of the ambiguities inherent in the descr
tions based on charge transfers, but also allows a quantita
discussion of cohesive energy differences based on the
served changes in EELS spectra, an issue which is addre
in a companion paper.42 In the following sections we discus
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the problems in defining a local charge~Sec. III!, and deter-
mining which local charge is measured with EELS~Sec. IV!.

III. LOCAL DENSITY OF STATES

The arbitrariness with which the charge in a solid can
divided up means there are many ways in which a~single-
particle! local density of states or a charge transfer betw
atoms can be defined. The more familiar concept of a t
~single-particle! density of states is, however, a unique qua
tity. The total density of states is given by

N~E!5(
n,kW

d~E2En,kW ! , ~1!

which measures the number of eigenstatesEn,kW betweenE
anddE throughout the entire crystal@so the contribution of
the eigenstate atE5En,kW is d(E2En,kW) wheren is the band
index andkW is the electron wave vector#. This is a useful for
a perfect, periodic solid, but in any real material there mi
be defects, surfaces, or impurities which do not resemble
bulk. If the local potential at a defect were lower than in t
bulk, an increased charge density might be expected in
vicinity. The total DOS gives no indication that such an e
fect might be occurring, or where in the material that chan
is.

We are, however, free to project the total density of sta
on to a local set of states and examine the overlap of e
eigenstateun,kW & with the local stateu i &. The probability of
finding an electron in the eigenstateun,kW & at site u i & is
u^ i un,kW &u2, so the local contribution to the density of stat
from site u i & is

ni~E!5(
n,kW

u^ i un,kW &u2d~E2En,kW ! , ~2!

and the charge associated with the local stateu i & is

r i52E
2`

EF
ni~E!dE, ~3!

whereEF is the energy of the highest occupied state and
factor of 2 is for spin degeneracy.43–47

Which local densities of states can be compared
to EELS measurements?

The choice of the local basis$u i &% set is not unique. Con
sequently, there is no unique way of determining the cha
associated with each local state. Since the local charges
not be uniquely defined, neither can the charge transf
Consequently, great care must be taken when comparing
ferent theoretical and experimental results to ensure tha
same definition is used throughout. In an EELS or XAS m
surement, the observable quantity is the oscillator stren
which defines the local basis set. This is not a basis set th
suitable for any electronic structure calculation, although
can be connected to some of the more commonly used b
sets~see Sec. IV!.

Much of the language of elementary chemistry48,45 as-
sumes that atomiclike orbitals can still be identified in s
tems more complicated than atoms~and it is only in a single-
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electron atom that they are eigenfunctions!. The concepts of
charge transfer, bonding, covalency, and ionicity are m
easily defined in terms of an atomiclike basis, for which th
were originally intended.49 The separation of these effec
~and their very meaning! are less clear with other choices o
basis sets. While it is always possible to project a more co
plete basis set on to an atomiclike basis~as do Sanchez
Portal, Artacho, and Soler for a plane-wave basis50!, the re-
sults are not always unique, as they depend on the shape
extent of the radial wave functions.~See Tables I and II of
Segallet al.51!.

It will be shown in Sec. IV that electron-energy-loss spe
troscopy of core-level excitations provides a measura
quantity that is proportional to a LDOS defined by an ato
iclike basis. Consequently, when charge and charge trans
are discussed in this paper, the atomic-orbital definitions
used.

However, theab initio calculations of Sec. VI B use an
augmented-plane-wave~APW! basis. In an APW calcu-
lation34,52 space is divided into nonoverlapping spheres c
tered on each atom and the remaining interstitial region
plane-wave basis set is chosen for the interstitial region
the basis functions inside the spheres are solutions of
radial Schro¨dinger equation~a radial wave function multi-
plied by spherical harmonics! which are matched at the
sphere boundary to the plane waves of the interstitial reg
Often, the LDOS associated with the atom is taken to be
total density of states projected onto its associated sp
~where it should be stressed that the choice of sphere ra
is largely a matter of computational convenience, provid
the spheres do not overlap!.

The main problem with this definition is that the charge
the interstitial region is ignored. In elemental Al, if th
sphere radius is chosen as 2.3a0 ~The Bohr radiusa050.529
Å!, then there are only 1.73 electrons per atomic sphere~see
Sec. VI B!. As Al has three valence electrons, the remain
1.27 electrons/atom are in the interstitial region. The cha
redistributions in the interstitial region can be just as imp
tant as changes inside the atomic spheres. For insta
Schultz and Davenport53 have shown that if the Ni and A
charges inB2 NiAl are compared with the correspondin
atomic charges in the pure elements~again using a radius o
2.3a0 for all spheres!, then both the Ni and Al spheres in
NiAl gain charge with respect to their elemental solids. T
Al sphere also gains slightly more charge than does the
sphere. On the other hand, if the reference systems are
sen to be the free, neutral atoms of Ni and Al, then in NiA
the Ni charge is increased and the Al charge is decrease20

Rather than this latter calculation being evidence of an A
Ni charge transfer, the results of Schultz and Davenpor53

and Fu and Yoo,20 taken together, suggest only that there
more charge in the interstitial region in elemental Al th
would be expected for the superposition of free, neutral
atoms.

Even if the spheres were expanded to fill all space~such
as in the atomic sphere approximation commonly used in
linear-muffin-tin method54!, there is still an ambiguity in
choosing the sphere size in an alloy. One possibility is
replace each Wigner-Seitz cell by a sphere of eq
volume.55 Another would be to assume the charge is u
formly distributed throughout the material and choose
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sphere radii so that the number of electrons in each sphe
equal to the ionic charge.56 Nautiyal and Auluck19 compared
the two choices for Ni3Al, and found that if equal spher
sizes are chosen then approximately 0.6 electron are tr
ferred from the Al to Ni spheres. However, if the sphere ra
are chosen using Anderson’s prescription then the cha
transfer is much smaller and in the opposite direction~0.02
electron are transferred from each of the Ni spheres to th
sphere!.

In short, in these atomic sphere approximations,
charge transfer can be defined to be almost anything, inc
ing no charge transfer at all. This ambiguity is illustrated
Fig. 1 where the charge transfer between Ni and Al is see
change sign as the sphere sizes are changed.

In a single-particle picture, the increased electron den
between the atoms is associated with the formations of
valent bonds~see, for instance, Refs. 45, 57, and 46!. The
electrons in the covalent bonds are understood to be sh
between the two atoms, which means the number of e
trons associated with each atom need not be altered wh
bond is formed. It is very important to separate the conce
of charge transfers and bond formation~as very different
simple models are used to describe each effect!, especially in
metals, where screening is very effective in reducing cha
transfers, but bond formation can be quite pronounced.

A Linear combination of atomic orbitals as a basis set

To model~and separate! the effects of covalent bondin
and charge transfers between atoms explicitly, the nat
choice of basis set is a linear combination of atomiclike
bitals ~LCAO!. The basis functions are atomiclike, as th
have same angular momentum dependence as the orbita
a free atom, although the radial dependence may be q

FIG. 1. The charge-transfer problem: Since there is no uni
definition of a local density of states, there is also no unique d
nition for charge transfers between local states. To emphasize
point, and to caution against directly comparing EELS ‘‘wh
lines’’ against calculated charges~Ref. 94!, we show the charge
transfer from an atomic sphere surrounding a Ni atom in theB2
NiAl compound, calculated in the LMTO-ASA approximation~Ref.
54!. The choice of the relative sphere sizes for the Ni and Al s
are a matter of computational convenience, rather than bein
physically measurable property of the system. By altering the r
of the Ni/Al sphere sizes we can change not only the magnitude
also the sign of the Ni-Al charge transfer.
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different. The LCAO definition is a more chemically intu
tive description of the charge per atom than dividing t
electrons into fixed regions of space. First, it assigns
same number of electrons per atom to an elemental solid
does to a free atom of the same species. Second, buildu
charge between atoms due to the formation of cova
bonds does not alter the number of electrons per atom in
definition. Only when there is an ionic character to the bon
ing doesr @of Eq. ~3!# change~This is not the case with
‘‘muffin-tin’’ charges!. When charge transfers are discuss
in later sections, the LCAO picture will be used, unless o
erwise noted.

Can experimental measurements be made of the LC
charges? As the definition involves possibly fictitious wa
functions, the answer must be1 ‘‘not exactly.’’ However, a
very good approximation can be made. In an electr
energy-loss measurement of a core excitation~see Sec. IV!,
the unoccupied densities of state are projected on to a l
basis defined by the initial core states. The resulting bas
localized close to the ion cores, where theshapesof the wave
functions are determined more by the boundary conditi
imposed by the ion core@rf(r )→0 asr→0] than by inter-
actions with neighboring sites. Instead, only the normali
tion coefficient of the wave function can change when
environment of the atom is changed. It is this property wh
makes the experimentally measured EELS oscillator stren
proportional to a LCAO density of states. The connecti
between the EELS oscillator strength and the LCAO LDO
will prove useful in analyzing the measured EELS spec
and in developing simple models of the local electron
structure. Although it is traditional to assume that the os
lator strength is proportional to a LDOS and some prefac
that is purely atomic in nature, it should be expected~and it
will be shown in Sec. IV! that this relationship cannot hol
for every choice of the LDOS.

IV. THEORY OF CORE-LEVEL SPECTROSCOPY

In the first Born approximation, the partial cross secti
for the inelastic scattering of an electron wave packet~with
initial group velocityv), undergoing a momentum transferqW
and losing energyE,58–60 is given by

d2s~E,q!

dEdq
5

8pe4

\2v2

1

q(i , f u êq•^ f urWu i &u2d~E2Ef1Ei !1¯

~4!

for small momentum transfers (q!1/r c , wherer c is a mea-
sure of the size of the core state! and u i & and ^ f u are the
initial and final states of the target. Hereêq is a unit vector in
the direction ofqW . The momentum transfer is a function o
the detector geometry and in our work is restricted to sm
enough scattering angles that the dipole contribution do
nates.

The comparable x-ray-absorption cross section is59,61

sabs~E!54p2av(
f

u ê•^ f urWu i &u2d~\v2Ef1Ei !, ~5!

with E5\v. The terms in the summation on the right-ha
sides of Eqs.~4! and ~5! are common to both EELS an
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XAS, once it is realized that in EELS the direction of th
momentum transferêq plays the same role as the polarizati
vector ê does in XAS. These terms are then a function o
of the specimen and not the probe used. As orientatio
effects in the bulk Ni-Al compounds are weak, the analy
can be simplified by assuming that the specimen is isotro
or polycrystalline, so all orientations to the beam are equ
sampled—this removes the polarization dependence, rep
ing ê•rW with 1

3. It is also convenient to factor out th
specimen-dependent information in a dimensionless fo
known as the~optical! ~Ref. 62! oscillator strengthF(E),
which is defined as

F~E!5
1

3

2m

\2
E(

i , f
u^ f ur u i &u2d~E2Ef1Ei !. ~6!

Once the scattering geometry is determined, the same
formation can be obtained from EELS as from XAS. The
is, however, a subtle difference in the energy dependen
of the EELS and XAS cross sections. If the EELS cro
section is integrated overq, then the ratio of the x-ray cros
section to EELS cross section~per eV, per atom! is63

sabs~E!

sEELS~E!
5

2pa0

\c
E0E lnS 4E0

E D . ~7!

The EELS cross section per Ni atom for an 860-eV e
ergy loss of a 100-keV electron is roughly 10 b/eV whi
corresponds to mean free pathl51/rs(E) of about 1 cm in
Ni. Using Eq.~7!, the mean free path for an 860-eV x ray
Ni is about 10 nm. While self-absorption effects are a seri
problem for transmission XAS experiments in Ni alloys, th
are not a problem for EELS measurements of core los
This does not, however, mean that transmission EELS
periments can be performed on a 1-cm-thick piece of
only that the multiple scattering corrections are different.
stead, the EELS cross section is strongly peaked at low
ergies, where the valence excitations provide the major c
tribution to the total inelastic cross section. The mean f
path for the low-energy valence losses is roughly 80 nm
it is multiple valence excitations that limit the usable thic
ness.~The elastic scattering is less of a problem at th
depths, as it is still strongly peaked in the forward directio!
A swift electron traveling through a thin film is likely to
experience both core losses and repeated valence losse
sulting in a convolution of the core edge with the low lo
region. This multiple valence scattering does not have a la
effect on the near-edge structure~see Fig. 4!, and is readily
corrected by deconvolution.64 The different energy depen
dencies of the EELS and XAS cross sections make the
techniques very complementary. The rapid decrease in
EELS cross section with energy makes it very difficult
perform measurements at more than a few keV, an ene
range where x-ray measurements become more practica

A. Core-level transitions

The simplest model of the core-level oscillator streng
~for both EELS and XAS! is to consider only single-particle
transitions.65,66,5 In all but the shallowest of core-shell exc
tations, many-body effects can be treated as correction
y
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the single-particle transitions, so that the excitations can
labeled by their single-electron counterparts. In this work
excitations of interest are theL2,3 edges in Al and Ni.67 The
initial states are (u i &5u2p1/2&,u2p3/2&). In a solid, the unoc-
cupied states will not have a definite angular momentu
because the potential is no longer spherically symmet
However the dipole selection rules (D l 561) restrict the
final states to be ofs-like ( l 50) or d-like ( l 52) symmetry.

For single-particle transitions the termsF(E) can be rec-
ognized as being proportional to a LDOS, where the loc
ized basis is determined by the shape of the core wave fu
tions, and has the formr ufc&5urfc& wherefc is the initial
core state,u i &:

F~E!}(
all f

u^rfcu f &u2d@E2~Ef2Ec!#. ~8!

Strictly speaking, Eq.~8! is a joint density of states. How
ever, the core states are sufficiently localized with no ba
dispersion or structure, so the only nontrivial summation
over the final states. There are two unusual features if Eq~8!
is considered a LDOS. First, the basis chosen is not c
plete, as the core states are far more localized than the
lence wave functions. As will be shown, this is less of
problem than might be expected. Second, the energies
measured with respect to the binding energy of the core s
This has the advantage for an experimentalist that the LD
on a Ni site can be measured separately from the LDOS o
Al site as the core-level binding energiesEc are different for
different elements.

Although the oscillator strength can be viewed as a LD
in its own right, the basis set determined by the experimen
not one used in any electronic structure calculations.
make contact with theory, it is still necessary to relate
EELS oscillator strength to the basis sets used in simulatio
such as either muffin-tin or atomiclike orbitals.

The approach taken in early work on x-ray-absorpti
spectroscopy2 was to assume that the oscillator streng
F(E) could be factored into the desired partial density
statesdi ,J(E) and a~hopefully! slowly varying transmission
functionT(E), which was a function of the probed atom, b
not its local environment, i.e.,

F~E!5T~E!di ,J~E!. ~9!

This has been the traditional starting point for the interpre
tion of the near-edge XAS.65,66 However, such a factoriza
tion is limited to a small number of special basis sets wh
the shapeof the wave function is a function only of energ
and angular momentum~see Appendix A!. It cannot, for in-
stance, be a function of crystal momentumkW ; otherwise there
will be cross-terms of the form̂ f ufkW&^fkW8u f &. More pre-
cisely, if the calculation is performed with a basis s
$uf i ,k,J(E)&% that depends on energy (E), angular momen-
tum J, a site in the unit cell (i ), and some other paramete
sayk, then the factorization of Eq.~9! is only possible if

uf i ,k,J~E!&5ckuf~E! i ,J&. ~10!

A tight-binding basis of atomiclike orbitals trivially satisfie
this condition. This is not the case for the basis sets of m
modern linear methods, such as LMTO or LAPW. Neverth
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less, if the core orbital is localized near the nucleus~as for
deep core levels such as the Ni 2p state! then the important
boundary conditions are the atomic ones, such as the ra
wave function vanishing at the nucleus or orthogonality
the core levels. Then the shape of the wave function is
termined only by the energy~and the electron density!, so
Eq. ~10! is a very good approximation in practice, and
widely used~e.g., Lerchet al.6!.

This factorization was obtained rigorously by Mu¨ller and
Wilkins4 for their APW method, since their basis satisfi
Eq. ~10! @Eqs. ~3.5b! and ~B4! in their paper#. It should be
noted, however, that the atomiclike termT(E) is a function
of the sphere size chosen to project out the LDOS.@A
smaller sphere size has a more slowly varyingT(E).# As the
oscillator strength is a physically measurable quantity
must be independent of the sphere size chosen in the c
lation. This implies that there is a compensating normali
tion factor in the LDOS which cancels the sphere size
pendence inT(E) ~by making the LDOS a function of the
sphere size as well!. A key point made by Mu¨ller and
Wilkins is that the band structure or ‘‘solid-state’’ contribu
tion is not given by the sphere-projected DOS, but rather
that DOS normalized by its single-atom DOS. This sing
atom DOS is calculated with the same electron configura
as the solid, not a free atom, so it is not, in general,
experimentally measurable quantity.

B. Oscillator strength as a LDOS

In short, although a calculated LDOS may qualitative
resemble an XAS or EELS signal, for quantitative compa
son withab initio methods, the oscillator strength itself mu
be calculated. The oscillator strength can be considered
LDOS @by using Eq.~8!#. It is also directly related to a
LCAO basis, of the type used in tight-binding calculatio
@through Eq.~10!#. The transmission functionT(E) is then
atomic in nature, and has the simple form

T5
1

3

2mE

\2
u^f i ,curWuf i ,J&u2. ~11!

For Müller and Wilkin’s APW method@or for any basis that
satisfies Equation~10!#, the transmission function has a mo
complicated energy dependence

T~E!5
1

3

2mE

\2
u^f i ,curWuf i ,J~E1Ec!&u2. ~12!

For the linear methods, where the oscillator strength
be exactly related to the sphere-projected DOS, an appr
mate transmission function can be obtained from

T~E!'
Fi ,J~E!

di ,J~E!
. ~13!

For the LAPW calculations used in this work, the core wa
functions are zero on the boundary of the muffin sphere
only the radial portion of LAPW wave functions is needed
a basis for the LDOS and matrix elements.

Figures 2 and 3 show the ‘‘atomic’’ transmission fun
tions obtained from Eq.~13! using the LAPW optical oscil-
lator strengths and the LAPW LDOS for Ni and Al in di
ial
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ferent environments. The functions are smoothly varying
energy, and do not contain any vestiges of the rapidly cha
ing band-structure features, showing Eq.~9! to be a good
approximation for the Ni and AlL edges. However, the
transmission function is different for different compoun
and not independent of the local environment, as is of
assumed. The differences in shape correlate more with
sphere radii chosen for the various calculations than chan
in charge redistributions. For instance, in Fig. 2,ur pd(E)u2
for Ni 3Al is peaked at a higher energy than for Ni or NiA
although the environment of Ni in Ni3Al is expected to be
intermediate between Ni and NiAl. The trend can be und
stood by noting that the sphere radius chosen for the Ni3Al
calculation was larger than those for Ni and NiAl, as w
mentioned earlier.

Why are the 2p→d transitions so much stronger tha
2p→s transitions in Ni? Here some insight can be gain
from studying the wave functions of a free atom. The 2p and
3d wave functions are nodeless, while the 3s or 4s wave
functions have nodes in the region of the 2p orbital leading
to large cancellations in the radial integralz^2puur uu4s& z. For

FIG. 2. Thes and d transmission functions,T2p,J5s,d(E), for
the Ni L2,3 edge obtained from Eq.~13! using the LAPW optical
oscillator strengths and the LAPW-projected LDOS for Ni and
in different environments. Notice how much weaker the 2p→s
transition is than the 2p→d transition.

FIG. 3. Thes andd transmission functionsT2p,J5s,d(E) for the
Al L2,3 edge obtained from Eq.~13! using the LAPW optical oscil-
lator strengths and the LAPW-projected LDOS for Al in differe
environments.
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theL edge in a free Ni atomur p,d /r p,su25129. This effect is
much less pronounced for anL edge in an Al atom, as nei
ther the 3d nor 4s states are bound. Instead, both resem
continuum Coulomb wave functions (ur p,d /r p,su250.5).

V. EXPERIMENTAL METHOD

Details of the specimen preparation, instrumentation,
processing of the recorded spectra are given in Sec. V.
nally, the bulk spectra from the Ni-Al compounds are p
sented. The trends seen in these Ni and AlL2,3 edges are the
motivation for Sec. VI on bulk electronic structure.

A. Specimen preparation

Electron spectroscopy in a scanning transmission elec
microscope~STEM! is performed in a transmission mod
usually with a small focused probe. The bulk specime
must be thinned to electron transparency~less than 100 nm
and usually 20 nm!. This is still much thicker than the ab
sorption length for Ni and AlL-edge x rays~see Sec. IV!.
This means self-absorption corrections are important
transmission x-ray measurements but not in EELS.68 The
overall inelastic mean free path for a 100-keV electron
'80 nm, with almost all of the additional scattering due
valence and collective excitations. This plural scattering
be easily corrected by Fourier ratio deconvolution.69 Elastic
scattering doesnot change the shape of the energy-loss sp
trum for the experimental conditions considered in this
per. It can only change the overall intensity. Consequen
the EELS signal from a ‘‘thin’’ film can be more represe
tative of the bulk than the corresponding XAS measurem
An additional advantage of spectroscopy in an electron
croscope is that the specimen can be imaged and reg
with obvious defects can be examined separately. The h
lateral spatial resolution~2–8 Å! means the specimen nee
only be defect free over distances as small as a few nan
eters. Of course, very much larger areas are used to a
finite-size effects.

Al thin films were deposited directly on to formvar grid
by magnetron sputtering. This meant only one surface of
film was exposed to atmosphere when the specimens w
transferred to the STEM. The nominal mass thickness
20 nm, but grains as large as 50 nm were observed. TheL
edges were recorded on these larger grains where the su
oxide accounted for less than 5% of the probed volume.
Ni, NiAl, and Ni 3Al specimens were prepared for transm
sion electron microscopy by jet polishing with a 10% sulf
ric acid solution in methanol.

B. Instrumentation

The Cornell VG-HB501A 100-kV STEM has a fiel
emission gun with a 0.3-eV energy spread and is fitted w
a McMullan style parallel electron-energy-loss spectrome
~PEELS!.70 This was installed as an upgrade to the stand
VG Serial EELS. The bending magnet of the spectrome
has a dispersion of 1eV/mm at the energy selection slits. B
adding three quadrupole lenses after the slits, the energy
persion can be increased by up to a factor of 100. The
persed beam strikes an yttrium aluminum garnet scintilla
which is optically coupled to a 5123512 pixel charge-
e
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coupled device~CCD!. The resolution of the spectrometer
'0.1 eV ~largely due to the spreading of the beam in t
scintillator to'80 mm!. As a large energy range was need
for recording the bulk spectra to allow accurate deconvo
tions, the effective energy resolution was reduced to 0.8
Since the spectrometer is not connected to the high-volt
supply of the microscope, it is sensitive to fluctuations in t
beam voltage. Core-level shifts between different specim
could be determined to within 0.5 eV. Absolute energy m
surements are accurate to about 1 eV as the low loss sp
must be recorded at a lower extraction voltage than the c
loss spectra to prevent saturation of the CCD and damag
the scintillator. More accurate, absolute measurements o
core-level shifts will be given in a subsequent paper.37

C. Recording and processing of spectra

As the specimens were prepared by jet polishing, a t
surface oxide layer could sometimes be detected. Depen
on the polishing conditions, and how long the specimen h
been exposed to atmosphere, the oxide layers could be
1 to 5 nm thick. This was a particularly severe problem
NiAl. Consequently many samples had to be rejected. O
specimens in which the 0-K edge could not be detected at
5-at. % level were used. The possible presence of a sur
oxide also limited the thickness of the sample studied to
more than 20 nm thick. This is one-fourth of the total inela
tic mean free path in these materials, which makes the
convolution of valence excitations from the core edges n
essary.

The effect of this plural scattering is to convolve the co
spectrum with the low-loss region of the energy-loss sp
trum. As the scattering events are independent and follo
Poisson distribution, they can be deconvolved using the F
rier ratio method,64,71 which was performed using a Wiene
filter.72 The Wiener deconvolution also corrects some of
differences in detector response and makes possible a c
parison of spectra recorded from films of differin
thicknesses.73 As the interband and collective excitation
peak at roughly 20-eV energy loss, plural scattering has li
effect on the shape ofL3 near-edge structure, although

FIG. 4. Measured NiL2,3 EELS edge from a 15-nm-thick N
film, before and after deconvolution. A power-law fit to the pr
edge intensity has been used to remove the background in the
data. A Wiener filter with a signal to noise ratio of 50 was used
deconvolve the loss-low plural scattering. The spectrum was
corded with serial EELS.
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8188 57DAVID A. MULLER, DAVID J. SINGH, AND JOHN SILCOX
does alter the background for theL2 edge~see Fig. 4!. The
deconvolution is more important for data recorded with
parallel EELS than the serial EELS as the PEELS po
spread function~PSF! has a significant fraction of its inten
sity in the tails of the central peak. The SEELS PSF ha
better apodization, but the lower count rates limit the reso
tion.

Another source of error is the background subtraction p
cedure. After the instrumental background and gain va
tions have been corrected, the remaining background is c
posed mostly of the tails of lower-energy edges and vale
excitations which are traditionally modeled as a pow
law59,69 ~this can be rigorously shown for a hydrogen
system59!. For energy losses larger than a few hundred
this is a reasonable approximation. However, care mus
taken to fit the background well before the edge onset, p
ticularly at large energy losses. The core-hole lifetime
large energy losses is very short, which has the appa
effect of convolving the spectrum with a Lorentzian. T
tails of this Lorentzian can extend well before the edge on
and change the apparent slope of the background. The
of the PEELS PSF has a similar effect. For this reason,
prefer to deconvolve the raw spectra before subtracting
pre-edge background~as this corrects the tails added by t
PEELS PSF!. The uncertainty in the background is sing
largest source of error in estimating the area and momen
a measured EELS curve. The larger the energy window
interest, the more serious the error.

D. Results of the EELSL -edge measurements
in Ni-Al compounds

Processing of the NiL2,3 edges is considerably simple
than for the AlL2,3 edges, as there are no nearby overlapp
edges. The background subtracted and low-loss deconvo
Ni L edges are shown in Fig. 5. There are two peaks in e
spectrum, as there are two nickelL edges, (L2 : 2p1/2

FIG. 5. Measured NiL2,3 edge~after deconvolution and back
ground subtraction! for the Ni12xAl x system showing the decreas
in height and broadening of the sharp peak~‘‘white line’’ ! at the
onset of theL2 andL3 edges with increasing Al concentration. Th
spectra are scaled to the atomic Ni cross section~see text!. The
statistical errors in the measured spectra are indicated by the pl
line thickness. There is also a 2%–5% systematic error in the b
ground subtraction.
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→d3/2 andL3 : 2p3/2→d3/2,d5/2) at 852- and 868-eV energ
losses, respectively, which select excitations from the nic
2p core orbitals to unoccupied states on the same nic
site.74 As discussed in Sec. IV, the observed intensity is p
portional to the LDOS withs-like ( l 50) or d-like ( l 52)
symmetry in the conduction band. Transitions tol 52 states
dominate by a factor of;100 ~Refs. 75, 76, and 4! ~see also
Figure 2!.

The uncertainties in film thickness and calibration of t
efficiency of the detector make it very difficult to measu
the cross sections on an absolute scale. These problem
shared with XAS, where knowledge of the film thickness a
uniformity is even more limited due to the lack of spati
resolution. However, as pointed out by Mu¨ller and Wilkins,4

well above the edge onset where the fine structure is dam
out, the overall magnitude of a particular transition~e.g., the
Ni L edge! is determined by its corresponding atomic tra
sition ~the extended fine structure oscillates about the ato
cross section!. The implication is that the cross-section~per
Ni atom! for a Ni L edge will always be asymptotic to th
same value, irrespective of the environment of the Ni ato
This makes it possible to compare the relative changes in
shape of the NiLedges recorded in different materials.

If the edges are scaled so that they all match at ener
well above the edge onset~see Appendix B!, then all the
spectra have the same intensity scale and thickness, an
tector effects have been factored out. Thus comparison
the relative cross sections per Ni atom can be made.
measurements can be placed on an absolute scale by n
that all the Ni spectra must match the atomic Ni cross sec
well beyond the edge onset.~The LAPW band structures
discussed in Sec. VI B do not cover a wide enough ene
range for a general comparison to be made.!

Figure 5 shows NiL edges from various Ni-Al alloys
after background subtraction and deconvolution of multi
scattering. The spectra are scaled to the Hartree-Slater~HS!
cross section for a Ni atom77 ~supplied by P. Rez!. The inte-
grated cross sections, normalized by Eq.~B2!, are given in
Table I. The absolute values should not be taken too s
ously as the atomic model is not appropriate close to
edge onset. However, it is very significant that although
shape of the spectra are very different for different alloys,
areas defined by Eq.~B2! are almost identical. As shown in
Sec. IV, this area is proportional to the number of holes
l 52 character near the core of the Ni atom. Section IV f
ther shows thatdsx(E)/dE is proportional to a tight-binding
LDOS. This means that in a tight-binding description, t
number of Ni d holes in the integration window does no

ted
k-

TABLE I. Ni L2,3 edge cross sections~in b per Ni atom! for the
Ni12xAl x system. The range of integration is25–35 eV from the
Ni L3 edge onset. The spectra are scaled to the Hartree-Slater
section for atomic Ni calculated by Peter Rez.

x Ix~b! I x /I Ni

Ni 514610 1.000
Ni 3Al 506610 0.98460.04
NiAl 508610 0.98860.04
Ni 3Si 508610 0.98860.04a

aNi 3Si spectrum from Ref. 114.
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57 8189CONNECTIONS BETWEEN THE ELECTRON-ENERGY- . . .
change by more than 2% upon alloying, and is the first h
that the alloying changes are not the result of intersite cha
transfers~between atomic-like orbitals!.

The Al L2,3 at 72 eV overlaps with the NiM edge at 67
eV ~Fig. 6!. The presence of a Fano resonance at the NM
edge in Ni~Ref. 78! and Ni3Al ~but not NiAl! complicates
the interpretation of theM edge, and makes the backgrou
subtraction more difficult. The AlL edge, however, is free o
a Fano resonance, and there is little structure in the NM
edge above 70 eV~i.e., near the AlL edge!. A background-
stripped AlL edge was obtained by first removing the pr
edge background from the NiM , edge and then linearly ex
trapolating the tails of the Ni M edge, as is actual shape
unknown ~although it contains no sharp features!. The ex-
trapolation is only a reasonable approximation near the e
onset. Consequently, a comparison of the measured and
culated Al L edge is restricted to within 6 eV of the edg
onset.

Figure 7 shows the background-stripped AlL2,3 edges for
the Ni12xAl x system. The key feature of the spectra is t
‘‘scooping out’’ of the density of states near the edge on
which becomes more pronounced with increasing Ni conc
tration. This trend is not affected by errors in the backgrou
extrapolation, and will be discussed later in terms ofs-d
hybridization.

E. Summary

General techniques and precautions pertaining to the
perimental measurement of EELS spectra have been gi
The recording and processing of the Ni and Al EELS spec
that will be used in later sections were also described.
following trends were observed: The AlL edge develops a
pronounced ‘‘scooping out’’ in intensity at the edge onset
the compounds become increasingly Ni rich. The NiL edge
became increasingly broader and flatter as the Al concen
tion is increased. However, the cross section per Ni atom
the near-edge region of the NiL edge is the same, within
experimental error, for Ni,Ni3Al and NiAl. Given the rela-
tionship between the EELS oscillator strength and the LC
basis established in Sec. IV@Eq. ~9!#, the lack of change of
Ni L-edge cross section also implies that the number

FIG. 6. Raw EELS spectrum of NiAl showing the overlap of t
Ni M2,3 edge with the AlL2,3. The dotted line shows the extrapo
lated background for the AlLedge.
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LCAO d holes per Ni site also does not change by more th
2% ~the experimental uncertainty!. In Sec. VI the electronic
origins of these trends are considered.

VI. BULK ELECTRONIC STRUCTURE

A. Theoretical approach

The starting point for most modern band-structure cal
lations is the density-functional theory of Hohenberg a
Kohn and Kohn and Sham.79,80 We briefly review this for-
mulation, to remind readers of the difference between
Kohn-Sham eigenvalues and the quasiparticle excitation
the real system~which we will be measuring!. Hohenberg
and Kohn79 showed that the total ground-state energy o
system of interacting electrons~and classical ions! could be
written exactly as a functional of the density. The function
is minimal at the true ground-state density and the value
the functional at the minimum is the total energy of t
ground state. Kohn and Sham80 proved that the functiona
could be minimized by self-consistently solving the on
particle Schro¨dinger equations

@2 1
2 ¹21Vext~r!1VH~r!1Vxc~r!#c~r!5e ic~r!, ~14!

whereVH is the Hartree potential,Vext is the classical exter-
nal electrostatic potential, andVxc is the exchange-
correlation potential. The fully interacting many-body pro
lem has been mapped onto a set of self-consistent equa
for noninteracting electrons. The theory does not provid
physical meaning for the single-particle eigenvaluese i and
the eigenfunctionsc(r), which are needed only to constru
the charge density on which the density-functional the
depends.

The occupied Kohn-Sham eigenvalues are often identi
with the energies required to excite electrons, and the un
cupied eigenvalues are identified with the excited single p

FIG. 7. Measured AlL2,3 edge for the Ni12xAl x system showing
the increase in hybridization ‘‘pseudogap’’ at the onset of theL3

edges with increasing Ni concentration. The spectra are aligne
the edge onset.
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8190 57DAVID A. MULLER, DAVID J. SINGH, AND JOHN SILCOX
ticles. There is no rigorous justification for doing this, as t
actual energies for adding or removing electrons from
system are determined by adifferentSchrödinger-like equa-
tion that contains a nonlocal, energy-dependent self-ene
in place of the exchange-correlation potential81. Formally,
the quasiparticle energies are the solutionsE of the Schro¨-
dinger equation81

F 2
1

2
¹21Vext~r!1VH~r!

1E S~r,r8,E!c~r8!dr8
G c~r!5Ec~r!. ~15!

Whereas the exchange correlation potential,Vxc(r) used in
the Kohn-Sham equations@Eq. ~14!# is both local and inde-
pendent of energy, the self-energyS(r,r8,E) is a nonlocal
energy-dependent operator. The eigenstates of this new e
tion @Eq. ~15!# are the energies of the quasiparticles of t
system. The quasiparticles are noninteracting particles w
move in an effective potential that is nonlocal and ene
dependent. The quasiparticle energies are generally com
reflecting the finite lifetime of excitations in the system. T
Kohn-Sham eigenvalues, however, are real. It is necessa
add finite lifetimes to the Kohn-Sham density of states
they are to be compared with measured excitation spect

The complicated structure of the self-energy opera
makes it very difficult to calculate the quasiparticle spectr
exactly. With the use of the local-density approximati
~LDA !, the Kohn-Sham equations are considerably easie
solve. Although the Kohn-Sham eigenvalues are not
tended to reproduce quasiparticle excitations of the syst
the two treatments should yield similar effective sing
particle spectra in cases where the many-body effects~from
the self-energy or exchange-correlation terms! are slowly
varying. Numerous calculations and experiments have sh
very good quantitative agreement between LDA electro
structures and experiment in well-hybridized transition m
als and compounds like the aluminides discus
here.82,4,15,16,29

In metallic systems at zero temperature, the chemical
tential~or the Fermi energy! is given by the highest occupie
Kohn-Sham eigenvalue.83 There is no exact relationshi
away from the Fermi energy. However the difference b
tween the quasiparticle and the LDA eigenvalues is~to first
order in @S2SLDA#) just the difference in self-energies
Near the Fermi energy, the self-energy in metals is expe
to be slowly varying, so the LDA and the quasiparticle DO
will have the same shape. As the excitation energy increa
so do the deviations between the calculated and meas
DOS’s.84,85

In Sec. VI C the excitation spectra measured with EE
are compared to the Kohn-Sham density of states calcul
within the local-density approximation using the mean AP
method~see Sec. VI B!. Good agreement between the me
sured spectra and the calculated DOS lends credence t
single-particle description of the EELS edges.

B. LAPW band-structure calculations

Self-consistent, full-potential, linear-augmented-plan
wave~LAPW! calculations for Ni, Ni3Al, NiAl, and Al were
e
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performed. The NiAl calculations are very similar to tho
previously reported.34 A general description of the metho
can be found in Singh.52 Plane waves are used to expand t
basis and potentials outside the spheres. Inside the sph
the basis is expanded up tol 58, and additional local orbita
extensions were used to avoid linearization errors. This
sufficient to ensure good convergence over the energy ra
of interest, roughly 2 Ry~see Ref. 11!. The sphere radii are
given in Table II.

As the Ni and Al 2p core states are well localized insid
these spheres, only the muffin tin portion of the wave fun
tion is used to calculate the partial DOS and EELS oscilla
strengths. The LAPW basis does not satisfy Eq.~10!, so the
factorization of the LAPW transition matrix elements into
radial matrix element and a LDOS is only approxima
However, as shown in Sec. IV B, it is a very good appro
mation for core levels.

Spin polarization was only included for the Ni calcul
tion. Although Ni3Al is thought to be a weak itineran
ferromagnet,86,87 its Curie temperature of 43 K is well below
the measurement temperature~'300 K!. For comparison
with experiment, Ni3Al is assumed to be paramagneti
Simulations of the magnetic properties of Ni3Al can be
found elsewhere.13,17–19The magnetic effects, even at 0 K
are very weak, and the error made in neglecting the
('0.003 eV! is much smaller than the energy scale of inte
est in this work ('0.1 eV!.

The ground-state crystal structures and the experime
lattice constants~see Table II! were used. A specialk point
set88 was used for the self-consistent calculation of t
charge density, while a uniform mesh including theG point
was used for the DOS. In Ni and Ni3Al the d band is sharply
varying near the Fermi energy, so largerk-point sets were
used than for NiAl or Al. In the calculation of the Ni charg
density a largek-point set~Table II! was needed to ensur
good convergence of the magnetic moment. The numberk
points in the irreducible1

48th wedge of the Brillouin zone for
each of the compounds studied are given in Table II.

1. Results

The total and partial DOS’s from the present calculatio
are shown in Figs. 8–11. The shapes of the DOS’s are qu
tatively similar to the previously mentioned works,13,17–19,22

although the fine features of the partial DOS’s do sometim
differ. The most noticeable difference is the presence o
small peak in the Ni3Al Al s DOS at 0 eV~Fig. 10!. This is
not present in the full-potential linear-muffin-tin orbital~FP-
LMTO! calculations of Sunet al.22 We doubled thek-point

TABLE II. Summary of parameters used in the LAPW calcul
tions. ~See text for more details on thek-point sets.!

Lattice
constant

(a0)

Sphere
radius
(a0)

No.of k points
for the

charge density

No. of k points
for the
DOS

Ni 6.650 2.31 408 145
Ni 3Al 6.743 2.38 120 165
NiAl 5.450 2.30 20 165
Al 7.651 2.30 60 413
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FIG. 8. LAPW calculated density of states for Al. The tot
DOS for the unit cell is given in the top panel. Below are the DO
decomposed by angular momentum inside the muffin-tin sph
The Fermi energy is taken as the zero of the energy axis. Note
resemblance to a free-electron DOS, especially at low energie

FIG. 9. LAPW calculated density of states for NiAl. The tot
DOS for the unit cell~solid line! and the Nid DOS ~dotted! are
given in the top panel~the energy axis is212 to 12 eV!. Below are
the DOS’s projected onto the Ni and Al spheres.
s
e.
he

FIG. 10. LAPW calculated density of states for Ni3Al. The total
DOS for the unit cell~solid line! and the Nid DOS ~dotted! are
given in the top panel~the energy axis is212 to 12 eV!. Below are
the DOS projected onto the Ni and Al spheres.

FIG. 11. LAPW calculated density of states for spin-polariz
Ni. The majority-spin states are plotted with a solid line and t
minority-spin states with a dashed line. Only the central portion
the states~the ‘‘d band’’! has a large exchange splitting. Notice al
the ‘‘scooping out’’ of thesDOS around thed band from the strong
s-d hybridization. The resulting hybridized states have piled up
24 and14 eV.
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TABLE III. Angular decomposition of the LAPW valence charge in the muffin-tin spheres.I is the charge
in the interstitial region~divided by the number of atoms in the unit cell to make comparison between
different compounds easier!. Both because of the large interstitial charge and the use of different sphere
the changes in muffin-tin charges cannot be directly interpreted as intersite charge transfers.

Ni s Ni p Ni d Ni f Al s Al p Al d Al f I

Ni 0.463 0.446 8.226 0.031 - - - - 0.834
Ni 3Al 0.502 0.508 8.423 0.028 0.706 0.820 0.220 0.039 0.70
NiAl 0.435 0.444 8.378 0.016 0.618 0.759 0.177 0.025 0.57
Al - - - - 0.676 0.615 0.111 0.006 1.592
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set for our LAPW calculations and saw no noticeab
changes in the DOS. As we were concerned that the fea
may be an artifact of the basis set chosen, we repeated
calculations using Anderson’s LMTO-ASA~atomic sphere
approximation! method54 with 286k points in the irreducible
Brillouin zone. This gave a remarkably similar peak, su
gesting that it may be a real feature and one worth inve
gating experimentally with a higher-energy resolution th
the 0.8 eV used in this study.

The LAPW Al DOS shown in Fig. 8 is included mainly t
emphasize the trends in the Al partial DOS when Al is
loyed with Ni. The overall shape of the Al DOS close
resembles that of a free-electron gas. Although atomic Al
only s and p electrons, the fcc Al crystal hass, p, and d
projected states. The overall shape of thes, p, andd partial
DOS’s again resemble the partial DOS of a free-electron g
The presence of the valenced states in the Al crystal should
serve as a warning that states withd symmetry in the solid
are not restricted solely to elements that have valenced elec-
trons as free atoms.

The cusps in the Al DOS arising from Van Hove sing
larities at the zone faces and zone edges89 are fully repro-
duced in Fig. 8. Thek-point sampling near the zone boun
aries would have to be increased to reproduce these feat
This is not a serious problem, as the main interest in th
calculations is to simulate core excitations where the int
sic core hole lifetimes broaden the spectra to a greater ex
than does the error in thek-point sampling.~A more densely
sampled DOS can be found in Szmulowicz and Segall,90 as
well as its comparison to a measured AlK edge.!

2. Bands and bonding trends

In the alloys, the free-electron band is common to both
and Al. This is most clearly illustrated in the Ni and Als
DOS’s of Fig. 9. Both bands start at the same energy
have theAE dependence typical of a free-electron gas at l
energies. However, strong departures from the free-elec
model occur for sites that are adjacent to ad resonance. The
free-electron states are ‘‘scooped out’’ around the resona
and redistributed to energies above and below thed band.
The effect is most pronounced for the Nis DOS in bulk Ni
~which has the most nearest neighbors withd resonances!.
The mixing is between nearest neighbors, not orbitals on
same site as can be seen by comparing thes DOS for Ni and
Al in NiAl ~Figs. 9 and 15!. In contrast to the above case, th
scooping out is more pronounced on the Al site which h
eight Ni nearest neighbors, than on the Ni site which has
Ni nearest neighbors. That there is a gap at all on the Ni s
re
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is due to the six Ni next-nearest neighbors which areA2
more distant. These trends are best understood in termss-
d andp-d hybridization~Sec. VIII!.

Notice that the Nid DOS accounts for a large portion o
the total DOS’s, especially in the Ni-rich compounds.
characteristic feature of the Nid states is the large, narrow
peak in the DOS from roughly 4 eV below the Fermi level
about 1 eV above the Fermi level. These states provide m
of the magnetic moment for pure Ni~Fig. 11!. It is this
narrow portion that is often identified with the width of thed
band.91,16 However, there are also states outside this reg
which haved symmetry. The LAPW calculations~and the
EELS experiments! do not offer any physical arguments th
distinguish between states in the peak and states in the b
background~other than perhaps a separation into magne
and nonmagnetic states!. Far from the narrow peak, thed
states start to resemble thed states of a free-electron con
tinuum ~as discussed above for the case of Al!. In a tight-
binding calculation, the peaked region is composed larg
of Ni 3d states. It is not, however, possible to uniquely se
rate the LAPWd DOS in to continuum and 3d states as these
features become mixed and altered in any real system.

The effects on the analysis of the DOS can be quite p
nounced. For instance, Liuet al.16 concluded that the Nid
band in NiAl is narrower than in pure Ni while Carlsson,36

using a different definition of the Nid band, found it to be
broader in NiAl than in pure Ni. Despite these ambiguities
is common for experimentalists to divide the measured E
and XAS spectra in to d holes and a continuum
background.76,91–93,26,25,94,95The danger in performing suc
fitting exercises is that they rarely allow for the states to m
or drastically alter their shapes~such as has occurred in th
Ni-Al alloys!.

3. Charge transfers and oscillator strengths

The valence charge, partitioned by site and angular m
mentum, is given in Table III. There are no clear trend
other than to note that the charge redistributions rarely
ceed 0.1 electron. The total charges in the Ni and Al cente
spheres are more sensitive to the sphere size~Ni 3Al has a
larger sphere than Ni, Al, or NiAl! than the type of neigh-
boring atoms. As the changes in interstitial charge are m
larger than the changes in charge associated with the N
Al spheres, these results should not be taken as evidenc
an intersite charge transfer.

A discussion of bonding is more easily dealt with using
atomlike basis set~see Sec. III!. As mentioned in Sec. IV, an
experimentally measurable quantity that is proportional to
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atomiclike partial DOS is the EELS oscillator strength. If t
oscillator strength@Eq. ~6!# integrated up to the Fermi energ
is used as a measure of charge, then the charges asso
with each site are seen to be very similar~Table IV! in all the
systems studied~Ni, Ni 3Al, NiAl, and Al !. As discussed in
Sec. IV, the oscillator strength provides a measure of cha
associated with a particular angular character that is not
sitive to the sphere radius used in the calculation, since o
charge density that overlaps with the core wave function
sampled. This makes the oscillator strength insensitive
charge redistributions that arise from bond formation. O
intersite charge transfers~i.e. from near the Al core to nea
the Ni core! can alter the oscillator strength. This is less th
2% for the Nid DOS in bulk Ni vs NiAl.

A similar analysis can be made for the unoccupied sta
The oscillator strength, integrated from the Fermi energy
14 eV above the Fermi energy, measures a quantity rou
proportional to the experimentally determined EELS cro
sections of Table I. The experimental data is integrated fr
the Fermi energy to 35 eV above theL3-edge onset, so as t
include theL2 edge as well. As a result of the~small! spin-
orbit couplings in the real system, bothL2 andL3 edges have
to be summed over to give equal weighting to all the fin
states.96,97The states are already equally weighted in the c
culations, so a smaller window of integration can be us
The integrated oscillator strengths are 2.03, 1.99, and 2
for Ni, Ni 3Al, and NiAl, respectively. The relative change
in the oscillator strength~as in the experimental data! are less
than 2%. This also implies that the number of holes od
character~per Ni atom! also does not change by more th
2% upon alloying Ni with Al.

C. Comparison of theory and experiment

So far the core hole and the excited electron have b
assumed to have infinite lifetimes. The core hole can de
by x-ray or Auger transitions, and the excited electron c
lose energy by emitting electron-hole pairs and drop to
Fermi level. These lifetimes broaden the initial and fin
states. The treatment of the lifetime effects closely follo
that of Müller and Wilkins,4 and are described in Appendi
C, as are corrections for the instrumental resolution. T
measured EELS spectra follow the broadened, calcula
ground-stated DOS ~Fig. 12!. If the spectra are normalize
at threshold then there is a roughly 10% discrepancy betw
the two at higher energies. For Ni, the calculated oscilla
strength is too large, while for Ni3Al and NiAl it is too small
for E.8 eV. There are also some small but systematic d
crepancies in the position of features away fromEF ; the

TABLE IV. Angular decomposition of valence oscillato
strength. Only the radial portion of the final-state wave function
used. While a good approximation for the Nid states, it leads to
large errors for the more delocalized Al wave functions.

Ni d Al s Al p Al d

Ni 7.13 - - -
Ni 3Al 7.20 0.196 0.16 0.07
NiAl 7.16 0.180 0.15 0.12
Al - 0.197 0.12 0.13
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energy splitting between the first and second peaks in
NiAl spectrum is 10% greater in the experiment than t
calculation. The zone-boundary divergence~the steplike fea-
ture! in the DOS at 7 eV above the Fermi level in the N
calculation24,3,98,84appears at 6 eV above the Fermi level
the measurement.

The agreement between the measured EELS spe
~which probe excited states! and the calculations~which are
approximations to the ground states of the different alloys! is
quite good. All of the features in the experiment can
found in the calculation, if slightly stretched or altered
intensity. The largest discrepancies are for the AlL edge in
Ni 3Al. This is the weakest signal of the AlL edges studied,
and where the uncertainties in the shape of the backgro
due to the NiM edge are largest. However, even account
for possible contributions from the background, the peak a
eV in the experiment is sharper than in the calculation. T
may be due to the limitedk-point set used in the calculation
Most of the other discrepancies can be attributed more to
LAPW and local-density approximations rather than to co
hole effects. For instance, the zone boundary at 6 eV in
Ni EELS measurement is also found at 6 eV in the brem
strahlung isochromat spectrum, where there is no core ho91

However the position of this steplike feature~identified as a
L1 ,K2 critical point by Szmulowicz and Pease24! varies from
calculation to calculation.24,3,98,84

FIG. 12. Comparison of the LAPW calculated and measu
Ni L3 EELS edges for the Ni12xAl x system. The oscillator strengt
~dark solid line! is calculated directly from Eq.~6!. Lifetime
broadening of the calculation~light solid line! is described in Ap-
pendix C.
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The trends in the calculated AlL edge closely follow
those measured with EELS~Fig. 13!. A more quantitative
comparison cannot be made due to the errors in the b
ground subtraction of the experimental data. Neverthel
the formation of a pseudogap and the subsequent scoo
out of the Al DOS away from energies of the Nid band are
seen in both theory and experiment.

The formation of pseudogaps in thes andp states, where
they cross thed band, is a central motif in the Ni-Al system
~good experimental examples can be found in Sarmaet al.15

and Liuet al.16!. The reduced density of states can be und
stood in terms ofs-d mixing ~or hybridization!, which
scoops states away from those energies where the b
cross. The importance of these gaps in the alloying of tr
sition metals with free-electron-like elements was emp
sized in Refs. 38 and 99. These trends in the local dens
of states are well suited to a moments-based analysis.100 In
particular, formation of the pseudogap can be understoo
terms of changes of the fourth moment of thes DOS. A
similar effect for thed DOS is also observed experimentall
and was previously discussed by Carlsson36 for the Ni-Al
system. The bond-order potentials of Pettifor a
co-workers,101,39,102Aoki,40 and Horsfieldet al.41 provide a
qualitative framework for connecting changes in the lo
moments to changes in cohesive energy. In Sec. VII we
view this in a formalism suitable for the analysis of th
EELS spectra.

VII. REAL-SPACE MODELS
OF ELECTRONIC STRUCTURE

Ab initio calculations have revealed some importa
trends in the bulk alloys, and have shown that the measu
EELS spectra can be accurately modeled with the L
DOS. This match so far is only a fingerprinting~i.e., a match
of the EELS fine structure!. What is still needed is a mode
that relates the changes in the measured LDOS at g

FIG. 13. Comparison of the LAPW calculated and measured
L2,3 EELS edges for the Ni12xAl x system.
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boundaries~such as in Mulleret al.1! and defects to the al
tered local mechanical properties.

Often the changes in the EELS spectra of alloys are
plained in terms of a rigid-band picture.94,10 It is assumed
that the shape of the bands~and hence the local DOS! do not
change upon alloying. Instead, only the Fermi level is
lowed to vary as the superimposed densities of states
filled with the electrons from the constituent atoms. For
stance, the decrease in the height of sharp peak at the o
of the Ni L edge as Al is added to the system would
described as a charge transfer from Al to Ni, filling the Nid
band. There are some problems with this interpretation. F
the total area under the measured NiL edge@as defined by
Eq. ~B2!# doesnot change appreciably upon alloying~Table
I!. Second, as seen in Secs. V and VI, the shapes of the
DOS change considerably upon alloying, whereas, in
rigid-band picture, the shapes of the local DOS are assu
to remain fixed and only the filling of the DOS is allowed
vary. Further, the assumed charge transfers on which
rigid-band picture is based, makes it very difficult to giv
any quantitative predictions for the heat of formation of t
alloys.

Instead, this section describes an alternative appro
based on modern tight-binding theory, which overcom
these obstacles. The moments of the LDOS may be de
mined from the geometry of the lattice, which is a real-spa
description that treats crystals and defects on an equal f
ing. In Sec. VII A this procedure will be used to connect t
shape changes in the measured EELS spectra to chang
the local geometry, as well as to simple rules for order
trends and alloy heats of formation. The connection betw
EELS measurements and cohesive energies was give
companion papers.42,97

Linking changes in the local densities of states to chan
in cohesive energy can be done with the use of the ‘‘fo
theorem’’ of Pettifor103 and Mackintosh and Anderson.104

This states that given a self-consistent solution to the Ko
Sham equations, the first-order change in total energydE is
given by

dE5dS (
i

nie i D 1dEes. ~16!

The first term is the change in the occupied one-elect
states of energye i and occupancyni , calculated using the
displaced~by the perturbation! but otherwise frozen one
electron potential.dEes is the change in the classical electr
static energy. If the cell defining the perturbed atom we
neutral and spherically symmetric, thendEes would be zero.
Otherwise it would be the change in the Madelung ener
When choosing to work with a charge neutral system, a fi
order change in the total energy is given simply by th
change in the Kohn-Sham single-particle eigenvalues.~Even
though the total energy itself is not given by the eigenva
sum!. The key result of the force theorem is that the dou
counting terms in the Coulomb energy have been canc
out. Although these exchange and correlation energies
make an important contribution to the total energy of t
solid, they do not contribute to a first-order change in t
total energy.

l
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The first term of Eq.~16! can be rewritten asEbond
1Eprom. The promotion energyEprom5( idnie i takes into
account the change in occupancy of the orbitals on form
the solid from the reference system. If the reference sys
is chosen as the free atom with orbitals at energies$e I%, then
the bond energy,Ebond5( inide i can be rewritten, using Eq
~2!, as

Ebond5(
I
E

2`

EF
~E2e I !nI~E!dE, ~17!

wherenI(E) is the I -projected LDOS andEF is the Fermi
energy ~for simplicity only metals at T50 K are
considered—a Fermi function must be introduced at fin
temperatures!. This describes the covalent bonding that o
curs when the solid is formed from the free atoms. Sta
lower in energy than those of the free atom are termed bo
ing states. States at higher energies than the free atom
antibonding. This is reflected in Eq.~17!, which changes sign
at E5e I .

If the charge transfers upon alloying are negligible~as the
EELS measurements suggest for the Ni-Al system! then the
bond energyEbond is the dominant contribution to the chang
in cohesive energy. As a caveat, this approximation is m
appropriate for normal metals, and is expected to break d
in ionic materials where the electrostatic contributions
important, or strongly correlated systems where higher-or
terms such as changes in the exchange and correlation
gies become comparable to changes in the bond energy

The force theorem explains the success of tight bind
and molecular-orbital theory in predicting structures a
heats of formation from eigenvalue sums, when the su
themselves are not good models of the total energy. For
work, the relevant feature of the force theorem is th
changes in the bond energy are directly related to change
the local density of states@through Eq.~17!#.

A. Moments theorem

The link between the shape of the electronic density
states and the local arrangement of atoms in a solid is
vided by the moments theorem of Cyrot-Lackmann.100,105As
we will be using the results of the theorem for analysis,
calculations, it will be stated in its simplest form, assumi
an orthogonal basis of atomic orbitalsuI &, whereI 5 ia la-
bels both the site and the orbital.~Using Anderson’s chemi-
cal pseudopotential theory, such a basis can always
constructed,106 although it need not be unique or particular
transferable.! The local density of states associated withI is

nI~E!5(
k

u^I uk&u2d~E2Ek!, ~18!

wherek5$n,kW% labels the eigenstates with eigenvaluesEk .
The diagonal matrix elements of the Hamiltonian in t
atomic basis arêI uHuI &5HII 5e I . These are used as th
reference energies for calculating thepth moment of the lo-
cal density of states:

m I
~p!5E

2`

`

~E2e I !
pnI~E!dE. ~19!
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The key result of the moments theorem was to show t
the pth moment of the LDOS on siteI can be calculated
locally, without knowledge of the eigenvalues of the ent
system, as

m I
~p!5^I u~H2e I !

puI &5@~H2e I !
p# II . ~20!

Expanding the powers ofp should make this more apparen

m I
~p!5 (

I 1 ,I 2 ,•••,I p21

@~H2e I !# I ,I 1

3@~H2e I !# I 1 ,I 2
•••@~H2e I !# I p21 ,I . ~21!

This links the moments of the local densities of states to
local geometry through all the hopping paths of lengthp
which start and end on the same site. As a conseque
atoms that are more thanp/221 hops away from siteI can-
not affect the lowestp moments of the LDOS on siteI .

The lower moments have simple physical interpretatio
The zeroth momentm I

(0)51 as there is only one orbital pe
label I . The first moment is the average energy measu
with respect to the center of the band, which is always 0

m I
~1!5@~H2e I !# I ,I5HI ,I2e Id I ,I50. ~22!

The expression form I
(2) can be simplified by noting tha

unlessI 85I 9, @(H2e I)# I 8,I 95HI 8,I 9. This means the secon
moment can be written as

m I
~2!5 (

I 1ÞI
uHI ,I 1

u2, ~23!

whereHI ,I 1
is the nearest-neighbor hopping integral which

a function of the distance between sitesI and I 1 ~see
Harrison107 for analytic models ofHI ,I 1

). The second mo-
ment is by definition the variance~the mean-square width! of
the local density of states, so Eq.~23! showsthe width of the
LDOS on a given atom is determined only by its near
neighbors. ~For a monoatomic material, the width of th
LDOS will vary as the square root of the number of near
neighbors.100,105,44!

The second moment is a natural unit of measure for
energy scale, and allows us to express the higher momen
dimensionless quantities. It is these higher moments that
termine theshapeof the LDOS. The dimensionless thir
and fourth moments areg35m I

(3)/(m I
(2))3/2 and g4

5m I
(3)/(m I

(2))2, respectively. The third-moment determin
the skewness of the DOS, and the fourth moment determ
whether the DOS is bimodal or unimodal. The exact meas
of the kurtosis is determined by the parameter

s5g42g3 . ~24!

A large parameter (s.1) implies a single peak, while a
small parameter implies that the spectrum has separated
two peaks. We will refer tos as the normalized fourth mo
ment. Worked examples of the calculation of the higher m
ments can be found in Sutton.46

The connection between the local moments of a DOS
the contribution of that DOS to the bond energy can be m
by expanding the bond integral of Eq.~17! into the bond-
order potentials developed by Aoki40 and Pettifor.102 Rather
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than expressing the bond energy in terms of the local den
of states as in Eq.~17!, Aoki showed that the bond energ
can be expanded directly in terms of the local moments

Ebond,I52dlAm~2!@x2~N!1x3~N!g31x4~N!~s22!

1•••#, ~25!

where l is the orbital quantum number and the degener
dl52(2l 11). The leading factor of 2 is from the assum
spin degeneracy.

The reduced susceptibilitiesxp are essentially functions
only of the number of electrons per orbital,N. A general
feature of the susceptibilities is thatxp changes signp21
times as the band is filled. Figure 14 showsxp calculated in
the ring approximation.39

The separation of the bond energy into contributions fr
band filling (xp) and local geometry~the moments! simpli-
fies the discussion as it makes clear the difference betw
the effects of charge transfers~changes inN! and rehybrid-
ization ~changes in the moments!. The results of Table I
suggest we should assume local charge neutrality for the
d states when alloying with Al. This implies thatxp for Ni
does not change much upon alloying with Al and is det
mined essentially by the number of electrons per orbita
the pure metals. The changes in the bond energy then r
from changes in the local moments, which do change
alloying ~as they depend on the local geometry and com
sition!. Thus Eq.~25! provides an explicit link between loca
changes in bond energy, electronic structure, and geome

B. Fourth moment and the hybridization pseudogap

Knowledge of the second moment alone is not suffici
to explain the behavior of the Ni and AlL edges upon alloy-
ing. Not only do the bandwidths change~which is a second-
moment effect!, but the shape of the edges also change~and
shape changes are determined by the higher moments!. This
is particularly apparent for the AlL edge series~Fig. 13!
where a pseudogap grows with increasing Ni concentrat
The formation of the pseudogap splits the Al DOS into tw
peaks, and this is essentially an effect described by cha
in the fourth moment. In part, the failure of the second m
ment to describe the bonding trend is because the se

FIG. 14. The reduced susceptibilitiesxp as a function of the
number of electrons per orbital,N. xp gives thepth moment con-
tribution to the bond energy.xp was calculated in the ring approx
mation ~Ref. 39!.
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moment contains no information about the angular inter
tions or the directionality of the bonding.36,108,109 ~Three
points are needed to define an angle, and only two are
vided in the evaluation of contributions to the second m
ment.!

The angular character of the bonding is important beca
the pseudogap is the result ofs-d hybridization. In a tradi-
tional bandstructure description,110,35 this can be understood
in two steps. First, the narrowd band is crossed by the broa
free-electron-likes band. Second, where the bands cross,
s and d states interact and mix~hybridize!. As we might
expect from second-order perturbation theory~or by diago-
nalizing the Hamiltonian!, the mixed states lie above an
below the original crossing. In other words, states
scooped out from the point where the bands would h
crossed, reducing the DOS and leading to the pseudoga
good example of this hybridization in NiAl can be found
Liu et al.16

The same effect also has a very simple explanation
terms of the local moments. The scooping out that is see
occur during s-d hybridization is essentially a fourth
moment contribution. This is particularly important a
Carlsson36 found the fourth-moment contribution to the he
of formation of a transition-metal–aluminum alloy to b
comparable to the second-moment term. He explained
the increase in the fourth moment of thed DOS as a transi-
tion metal is alloyed with Al can be understood as follow
The rapid angular variation ofd-d hopping matrix elements
leads to a phase cancellation in the normalized fourth m
ment g4, calculated in a pure transition metal~a graphical
example of the rapid oscillation ofg4 with bond angle can be
found in Moriarty108!. The s-s hopping parameters have n
angular variation, so systems with predominantlys electrons
will have much larger fourth moments (g4'4). In the limit
of a d-electron impurity embedded in a free-electron gas,
d DOS has a Lorentzian profile (g4'4) while a pure tran-
sition metal has a roughly rectangulard DOS (g452). This
suggests that the energy gain with the extent of hybridiza
is smoothly varying asg4 increases from 2 to 4.

That the energy change is a smoothly varying function
g4 ~and hences), is expected from Eq.~25!. A larger fourth
moment places more states in the tails of the distribution,
this gives a lower bond energy for nearly empty and nea
full bands. The trend from a close-packed structure to a
structure and back to a close-packed structure across
transition-metal series can be explained by the differenc
the fourth moment between a bcc and a close-packed~fcc or
hcp! structure.111

Returning to the Ni-Al alloys, as more Ni nearest neig
bors are placed around an Al atom, the increased phase
cellation ~from replacings by d states! will result in a re-
duced fourth moment. The reduced fourth moment on the
sites after alloying with Ni makes the Al DOS more bimod
~i.e. splits it into two peaks!—this is the ‘‘scooping out’’ due
to the s-d hybridization expressed in real-space terms. T
trend is best illustrated by examining the calculateds DOS
for the Ni-Al alloys ~Fig. 15!. The size of the gap increase
with the number of neighboring Ni atoms. The same dep
dence of the fourth moment on the number of Ni atoms a
determines the shape of the NiL edges~which measure the
Ni d states!. The central peak in the Nid DOS changed from
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a rectangular to a Lorentzian shape as the compounds
came increasingly Al rich. This results in an increased fou
moment for the Nid states. As the NiL edge is comprised
mainly of the tails of the Nid states, and an increase in th
fourth moment moves states from the central peak to the
of the distribution, the more Al neighbors around a Ni si
the more tails are added to the Nid DOS. Consequently the
Ni L edge loses intensity at the edge onset and changes
a sharp to a broad peak~Fig. 5!. This is a real-space argu
ment, as the fourth moment can be calculated from the lo
geometry, and applies equally well at grain boundaries a
perfect crystals.

Cohesive energy and fourth-moment trends

The trends in the heats of formation of transition-meta
aluminum alloys can also be understood in terms of the m
ments of the local DOS. The connection follows from Ao
and Pettifor’s expansion of the bond energy in terms of
local moments. As with the shapes of the LDOS, the do
nant contribution to the bond energy in the Ni-Al system
provided by the fourth moment. The bond energy term
proportional to both the fourth momentm (4), and a function
x4 which is determined essentially by the number of el
trons per orbital~and are fixed by charge neutrality in th
model!.

When more Al nearest neighbors are placed around a
atom, the fourth moment of the Nid DOS must increase. As

FIG. 15. s partial DOS for the Ni12xAl x system showing the
increase in hybridization ‘‘pseudogap’’ with increasing Ni conce
tration. Both the Ni and Als DOS’s are shown. Note that the size
the gap is more strongly affected by the number of neighboring
atoms, whether the central atom is Ni or Al.
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the Ni d DOS is almost full,x4.0, and this implies that the
bond energy per Ni atom is increased~Fig. 14!. For a metal
with a half-filled d band~such as Fe!, x4,0, and this will
result in a bond energy decrease. As more Ni nearest ne
bors are placed around an Al atom, the increased direct
ality of the bonding (s-d instead ofs-s or s-p) will result in
a reduced fourth moment for the Al site. However, thes and
p states on the Al atom are roughly half-filled, sox4,0, and
this will increase the cohesive energy. In short, there is
ways a bond energy gain for Al when alloyed with a tran
tion metal, but the energy change for the transition me
depends on the band filling. The overall bond energy g
will be less for metals in the middle of the transition seri
than at either end. This explains the large heat of formati
for the Ni,Co and Ti alloys with Al and the small heats
formation for Fe-Al alloys. The ordering trends also follow
Ni-Al and Co-Al should be strongly ordered~ there is a large
d DOS fourth moment when Ni and Al are nearest neig
bors! but a larged DOS fourth moment~which results from
Fe-Al nearest neighbors! is energetically unfavorable for th
Fe atoms, so the Fe-Al alloys are not as strongly ordere

VIII. DISCUSSION

The bulk EELS spectra from a series of increasingly A
rich Ni-Al compounds were examined and the following e
perimental trends were observed: The AlL edge develops a
pronounced scooping out in intensity at the edge onset as
compounds become increasingly Ni rich. The NiL edge be-
came increasingly broader and flatter as the Al concentra
is increased.

The LAPW calculations of the local densities of stat
were able to match quite well the measured EELS spectra
bulk Ni, Ni 3Al, NiAl, and Al at an energy resolution of 0.8
eV. This suggests that, for these materials, a single-par
description of the EELS spectra is appropriate, and that c
hole effects~which are not included in the LAPW calcula
tions! are minimal. The success~or the failure! of the single-
particle picture relies on two approximations to the man
body treatment~in this case density-functional theory!: First,
the excitation spectrum of the system should resemble
quasiparticle density of states~for DFT, this is generally true
only near the edge onset!. This assumes that core-hole exc
tonic and polarization effects are screened out, conditi
that are most readily satisfied for metals to the right of
periodic table. Second, in order to connect the LDOS to
hesive energy trends, the changes in the electron density
respect to some reference system are assumed to be s
When this holds, Anderson’s force theorem states that
changes in the total energy are given predominantly
changes in the single-particle eigenvalues, and the remai
many-body effects enter as higher-order corrections. Th
corrections are important in strongly correlated systems
ionic systems, the bond energies are smaller than the ele
static energies, and again, the single-particle picture is
complete.

The trends observed in the measured EELS spectra w
reproduced in the LAPW calculations:~i! The scooping out
of states at the onset of the AlL edge in the Ni-Al alloys is
seen more clearly in the Al partial DOS where both the o
cupied and unoccupied states can be studied. A similar tr

-
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was noted for the Nis DOS. As a general rule, the effect wa
stronger when the studied site had more Ni nearest ne
bors.~ii ! The central peak in the Nid DOS changed from a
rectangular to a Lorentzian shape as the compounds bec
increasingly Al rich. Trends~i! and ~ii ! can be summarized
by noting thatincreasing (decreasing) the number of Ni a
oms surrounding a given site increases (decreases)
fourth moment of the local density of states. ~iii ! The calcu-
lated EELS oscillator strengths, when integrated over eit
the valence band or the unoccupied states~0–14 eV above
the Fermi energy!, also did not change by more than 2% f
thed states in Ni, Ni3Al, and NiAl. As discussed in Sec. IV
the oscillator strength provides a measure of charge whic
not sensitive to the sphere radius used in the calculat
Only intersite charge transfers~i.e., from near the Al core to
near the Ni core! can alter the oscillator strength. This tran
fer is less than 2% for the Nid DOS in bulk Ni vs NiAl
when measured using the oscillator strength~which is pro-
portional to a LCAO basis!.

Direct comparison with tight-binding calculations is diffi
cult because a complete basis is never used in calculat
but is implied by the interpretation of the oscillator streng
as a LDOS. In other words, the EEL spectrum would cont
not only the 3d minimal basis of the calculation, but eve
state withl 52 symmetry. As a result we cannot answer su
questions as ‘‘How many 3d electrons are there?’’ We can
however, make an order of magnitude estimate of this qu
tity by comparison with the spectrum of Ni in a well-define
atomic configuration, where the 3d states can be separate
from the l 52 continuum. The spectrum of NiO roughly re
sembles that of a Ni atom in ad8 configuration. Normalizing
the NiO L edge in the same manner as was done for
alloys, the area roughly corresponding to the two 3d holes is
13865 b. Compared to the alloy cross sections given
Table I, this crude estimate suggests that changes in the n
ber of Ni d electrons from bulk Ni to the alloys is on th
order of 0.160.15 electrons/atom.

The single-particle discussion of Sec. VII gave a transp
ent explanation of the shape changes in the LDOS and
lated the shape changes to changes in cohesion. The k
both effects was the moments theorem, which relates
moments of the local densities of state to the geometry of
system. The shapes of the Al and Ni DOS in the Ni-Al allo
follow from changes in the fourth moment of the LDOS. T
reduced fourth moment on the Al sites with increasing
concentration makes the DOS more bimodal—this is
scooping out due to thes-d hybridization expressed in rea
space terms. The trend@number~ii ! above# in the Ni d DOS
is, by definition, also an increase in the fourth mome
which occurs as the number of neighboring Ni atoms is
duced.

The moments-based analysis also provides a simple in
pretation of the changes in the ‘‘white line’’~the sharp peak!
at the onset of theL edge in transition metals. In a tigh
binding calculation, thed band consists of a narrow centr
peak with broad tails. It is the unoccupied portion of th
narrow central peak which gives rise to the white line in t
Ni Ledges. The white line can be thought of as result
from the ‘‘unhybridized’’ d electrons which form onlyd-d
bonds. Strongs-d hybridization increases the fourth mome
of the Ni d DOS, removingd states from the narrowd band
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and mixing them with the broader free-electron-like band.
the same time, the central portion of the thed band is de-
formed from a narrow rectangle to a more rounded cen
peak with tails. This trend can be seen in the progress
from Ni to NiAl, where the area in the central peak, relati
to the tails of the peak, is a measure of the fourth mome
Strong hybridization implies a larger fourth moment a
hence more area in the tails of the distribution and con
quently less area in the central peak. As the white line are
the empty portion of the central peak, the smaller the wh
line, the larger the fourth moment and hence the larger
hybridization energy. This is a very different picture fro
that suggested by Pearson and co-workers93,94 where the
changes in the white line areas are interpreted as ch
transfers.

The interaction of the transition metald states with the
more free-electron-like states on neighboring atoms w
found to be central to an understanding of the Ni-Al alloy
This should also be true of a wider range of transitio
metal–aluminum and silicon alloys. Electronic structure c
culations for many of these alloys exist, but experimen
studies~especially of defects and boundaries! are still scarce.

IX. SUMMARY

We have described the conditions necessary to re
EELS spectra to calculated, electronic local densities
states~Sec. IV A!. By comparison toab initio LAPW calcu-
lations for a wide range of Ni-Al compounds, we find the N
and Al L edges closely resemble the ground-state local d
sities of states, partitioned by site, angular momentum,
chemical species. While there is wide range of choices
local densities of states in a calculation, the EELS oscilla
strength selects a unique basis set, which is also proporti
to a linear combination of atomiclike orbitals. Interpretin
the Ni L-edge oscillator strengths using such a basis set,
find, within experimental error, no measurable charge tra
fers involving the Nid states. Instead the pronounced sha
changes seen in the EELS fine structure can be understo
terms of hybridization~mixing! between the narrowd-like
states at the Ni sites and the more free-electron like state
surrounding atoms. Cyrot-Lackmann’s moments theor
proved a useful tool, offering a predictive, real-space ana
sis of the changes in the EELS spectra. Both the scoop
out of states at the onset of the AlL edge and the broadenin
of the sharp peak at the onset of the NiL edge could be
understood as changes in the fourth moments of the Ni
Al LDOS’s. These changes can be linked to alloy heats
formation and ordering trends with the use of the Force th
rem and bond-order potentials. The close links observed
tween the EELS spectra and the results of a tight-bind
bond model will be exploited in a following paper, to obta
quantitative estimates of cohesive energy differences fr
EEL spectra.42
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APPENDIX A: FACTORIZATION
OF THE OSCILLATOR STRENGTH

The separation of the oscillator strength in to a LDOS a
transmission function~which is ideally free from environ-
mental effects! cannot be made for an arbitrary choice
basis set. A general derivation and conditions for relatin
LDOS to the oscillator strength are given here. We start w
the general definition of a LDOS projected on to a basis
$uf i ,k,J(E)&% that depends on energy~E!, angular momen-
tum J, the site in the unit cell (i ), and some other paramete
k ~which might represent a quantity such as the crystal m
mentum!:

di ,J~E!5(
k, f

z^f i ,k,J~E!u f & z2d~E2Ef !. ~A1!

We now attempt to relate this LDOS to the oscillat
strength defined by Eq.~6!:

F~E!5
1

3

2m

\2
E(

c, f
z^ f ur ufc& z2d~E2Ef1Ec!. ~A2!

In comparing the oscillator strength with the LDOS, we mu
shift the origin by the core-level binding energyEc . To em-
phasize the similarity in information, we defineDEf[Ef
2Ec . As the core states,fc , are far more localized than th
valence states, the basis$uf i ,k(E)&% is assumed to be com
plete with respect to the core states, i.e.,

(
alli ,E,k

uf i ,k~E!&^f i ,k~E!u51. ~A3!

Substituting this identity into Eq.~A2! gives

F~E!5
1

3

2m

\2
E(

f
d~E2DEf !

3U(
k

^fcurWuf i ,k,J~Ef !&^f i ,k,J~Ef !u f &U2

.

~A4!

Further progress can only be made for the special case
the shape of the wave function has nok dependence; other
wise there will be cross-terms of the form̂f ufk&^fk8u f &.
This implies that the basis set must be factorizable as

ufk~E!&5ckuf~E!&. ~A5!

~The labelsi andJ have been omitted for clarity.! If the k-
independent portion is normalized aŝf(E)uf(E)&
5^fk(E)ufk(E)&, then ckck* 51, andck only introduces a
phase shift. Equation~A5! only need be satisfied in the re
gion of the core orbital.
n

d

a
h
et

-

t

at

If the core orbital is localized near the nucleus~as for
deep core levels such as the Ni 2p state! then the important
boundary conditions are the atomic ones, such as the ra
wave function vanishing at the nucleus or orthogonality
the core levels. Then the shape of the wave function is
termined only by the energy~and the electron density! so Eq.
~A5! can be a good approximation in practice.

If, and only if, Eq. ~A5! is satisfied~or approximated!
then Eq.~A4! can be rewritten as

F~E!5
1

3

2m

\2
E(

f
z^fcurWuf~Ef !& z2z^f~Ef !u f & z2

3d~E2DEf !, ~A6!

sinceckck* 51. This expression is nonzero only forEf5E
1Ec , so the first term can be taken outside the summatio

F~E!5
1

3

2m

\2
Ez^fcurWuf~E1Ec!& z2

3(
f

z^f~Ef !u f & z2d~E2DEf !. ~A7!

Equation ~A7! has factored the transition terms into a
atomlike term and a LDOS. The atomic term is

T~E!5
1

3

2m

\2
Ez^f i ,curWuf i ,J~E1Ec!& z2 ~A8!

~the labelsi ,J have been reintroduced!. The second term of
Eq. ~A7! can be recognized as the LDOS defined in E
~A1!. These definitions should make explicit the transform
tion between the EELS oscillator strength and a LDO
whose basis satisfies Eq.~A5!,

F~E!5T~E!di ,J~E!, ~A9!

which is the desired result.

APPENDIX B: NORMALIZATION OF THE NI LEDGES
TO ATOMIC CROSS SECTIONS

The uncertainties in film thickness and calibrating the
ficiency of the detector make it very difficult to make acc
rate measurements of the cross sections on an absolute s
However, as pointed out by Mu¨ller and Wilkins,4 well above
the edge onset where the fine structure is damped out,
overall magnitude of a particular transition~e.g., the NiL
edge! is determined by its corresponding atomic transiti
~as the extended fine structure oscillates about the ato
cross section!. The implication is that the cross section~per
Ni atom! for a Ni L edge will always asymptote to the sam
value, irrespective of the environment of the Ni atom. Th
makes it possible to compare the relative changes in
shape of the NiL edges recorded in different materials. Th
analysis is complicated by the possibility of core-level shi
in different systems. This is accounted for by making
measurements with respect to the core-level binding ene
defined by the inflection point at the onset of the NiL3 edge.
The systematic error made in this definition is at most
eV, which leads to an error in the measured cross-sectio
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5 b in the worst case.97,37 In the following analysis the edg
onset is chosen as the zero of the energy axis.

If the edges are scaled so that they all match at ener
well above the edge onset~a window between 30 and 40 e
above the edge onset is chosen for the NiL edges! then all
the spectra have the same intensity scale and thickness
detector effects are factored out. Thus comparisons of
relative cross sections per Ni atom can be made. The m
surements can be placed on an absolute scale by noting
all the Ni spectra must match the atomic Ni cross sect
well beyond the edge onset.~The LAPW band structures
discussed in Sec. VI B do not cover a wide enough ene
range for a general comparison to be made.!

After background subtraction and deconvolution of m
tiple scattering, the spectra are scaled to the HS cross se
for a Ni atom77 ~supplied by P. Rez!. The cross-section is
calculated for a 100-keV electron beam, a probe converge
angle of 10 mrad, and a collection angle of 16 mrad wh
are the same conditions used to acquire the measured sp
If the intensity of the measured spectrum after backgro
subtractions isI (E) and the free-atom differential cross se
tion is ds(E)/dE, then the measured spectrum is scaled b
factor

M5
*30 eV

40 eV~ds~E!/dE! dE

E
30 eV

40 eV

I ~E!dE

~B1!

to convert it to a cross section~theL3-edge onset at approxi
mately 852-eV energy loss is chosen as the zero of the
ergy axis in this analysis!. The integration window betwee
30 and 40 eV aboveL3-edge onset is chosen as it also li
sufficiently beyond theL2 edge so that the oscillations in th
EELS fine structure have been damped. The remaining
tended fine structure is slowly varying and oscillatory ab
the atomic cross section.4 This makes it possible to convert
measured spectrum to a cross section per Ni atom. Co
quently, thickness differences are corrected and any cha
in shape are measured relative to an isolated Ni atom
course, for this to work, multiple-scattering effects must fi
be removed and this is done using the Fourier ratio dec
volution mentioned earlier. An important point to note is th
the calculated HS cross section includes only transition
the free-atom continuum and not to the empty atomicd lev-
els. Thed levels broaden into bands in the solid which a
also not accounted for in the cross sections, which is why
normalization must be performed at high enough energie
be independent of thed bands.

The integrated cross sections obtained by applying
normalizing factor of Eq.~B1! to the measured spectra,

I x5E
25 eV

35 eVdsx~E!

dE
dE'ME

25 eV

35 eV

I x~E!dE, ~B2!

are given in Table I. The range of integration from25 to 35
eV beyond theL3-edge onset includes the near-edge regi
of both theL2 andL3 Ni edges. Theabsolutevalues should
not be taken too seriously as the atomic model is not ap
priate close to the edge onset. Howeverrelative differences
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between measurements for the same type of atom are sig
cant as the same systematic error has been made in
measurement.

APPENDIX C: CORE HOLE
AND QUASIPARTICLE LIFETIMES

In order to compare the calculated Kohn-Sham eigenv
ues to the experimentally measured EELS spectra, we m
account for the finite lifetimes of the excitations. These lif
times broaden the initial and final states. The treatment of
lifetime effects closely follows that of Mu¨ller and Wilkins.4

The broadening of the spectrum due to the core-hole w
Gc is

M ~E!5
Gc

2pE2`

1` M ~E8!dE8

~E2E8!21 ~1/4! Gc
2

, ~C1!

and the final-state lifetime adds an additional, ener
dependent broadening,GQ(E):

M ~E!5
1

2pE2`

1` GQ~E8!M̄ ~E8!dE8

~E2E8!21 ~1/4! GQ~E8!2
. ~C2!

The core-hole lifetimes for the Ni and AlL edges have been
tabulated.112 The quasiparticle lifetime is less well characte
ized, so it is estimated using the random pha
approximation113

GQ~E!5
p2A3

128
EpS E2EF

EF2E0
D 2

, ~C3!

whereEF is the Fermi energy,E0 is the bottom of the va-
lence band, andEp is the plasmon energy. The plasmon e
ergy is taken from experimental measurements of the die
tric function determined from the EELS valence spectra. T
Al densities of states have large peaks 10–20 eV above
Fermi energy, and a low DOS in the region of interest n
the Fermi energy. Equation~C3! is valid only for smallE
2EF and leads to large errors when applied to the Al DO
Consequently only the core-hole and instrumental broad
ings are applied to the Al DOS to simulate the experimen
spectra, while all three effects are used to simulate the NL
edges.

Finally the spectra are convolved with a Gaussian wh
width s I corresponds to the instrumental resolution af
Wiener filtering. For the NiLedges, the instrumental resolu
tion was 0.8-eV full width at half maximum, and, for the A
L edges, the resolution was 0.5 eV. The broadening par
eters are given in Table V. The broadened DOS and osc
tor strengths are shown in Figs. 12 and 13.

TABLE V. Broadening parameters for the Ni and AlL edges.
All values are in eV.

Ni L3 Gc Ni L2 Gc Al L2,3 Gc Ep EF2E0

Ni 0.5 1.4 - 4 9
Ni 3Al 0.5 1.4 0.004 5 9
NiAl 0.5 1.4 0.004 20 9
Al - - 0.004 - -
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