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Computer-simulation study of high-temperature phase stability in iron
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A pair-potential model describing interatomic interactiongirand &-iron based on the generalized pseudo-
potential theory is presented. This potential describes the temperature-dependent stability of different phases
and simulates forward and reverse transformations. This, together with the results obtained in the calculation of
the thermal expansion, the Gruneisen parameter, and the temperature dependence of the mean-square displace-
ments, for both the fcc and bcc phases, show the reliability of the potential for describing temperature-
dependent properties. The stability of fcc and bcc phases has been studied by molecular dynamics. It was found
that y-Fe is unstable for temperatures higher than 1820 K &Re is unstable for temperatures lower than
1400 K and higher than 1950 K. In perfect crystallites, when Parinello-Rahman and Nose mechanics are
applied, these instabilities lead to the febcc transformation via Bain distortions and to the-bdcc trans-
formation via a Burgers mechanism. The estimated phase-transformation temperature is about 1610 K, which
is in good agreement with the experiments. The important role of the vibrational energy in the phase stability
has been concluded. The melting temperature of the bcc-Fe was estimatekB88 K which is about 70 K
higher than the experimental or{&0163-18208)03002-1

I. INTRODUCTION at the atomic level and perhaps only computer simulation
methods can help in the understanding of the atomic scale

The phase stability and phase transformati@®$’s) of  details of phase transformations. However, the number of
metals and alloys play an important role in their manufacturecomputer simulation works devoted to the study of PT
and behavior at working conditions. There are a lot of worksmechanisms is rather small because of the lack of suitable
devoted to this problem and several phenomenological modpotentials. In fact, it is difficult to find a single interatomic
els have been reported. Any phenomenological model of Ppotential able to describe the stability of different phases for
is based on a particular atomic-level mechanism of transforelifferent temperatures.
mation from one lattice type to the other. Two mechanisms Actually, the main part of these works deals with the lat-
have been suggested for the befcc transformations. Bain  tice reconstruction under pressyeee, for example, Ref)5
proposed that an feebcc transformation is the appropriate while the literature on the modeling of the temperature-
axial deformation alone. Thus, the original fcc crystal ex-induced transformations is quite scarce. We found only a few
pands alond100] and[010] by about~11% and contracts works devoted to the feebcc phase transformatién® but,
along[001] by ~21%, so that these axes transfornj1a0], among them, no one reported the simulation of forward and
[110], and[001] in the bcc crystal. This mechanism is usedreverse transformations with the same potential.
in many theoretical models of martensitic PT for different One of the aims of this paper is to create a potential able
metals including Fesee, for example, a discussion in Ref. to meet the above-mentioned requirements, i.e., to describe
2). Burgers suggested a mechanism for the helpcc trans-  the temperature-dependent stability of different phases and to
formation in Zr that can be applied to the beécc transfor-  simulate forward and reverse transformations. The other ob-
mation as well. According to this mechanism the originaljective is to study the applicability of different techniques
(011, (011, and (100 planes of a bcc crystal transform to related to the molecular-dynam{#D) simulation of phase
the (111, (112, and (110, respectively, of the fcc crystal. transformations and phase stability.

During this transformation _the original bcc crystal oriented The metal chosen for this study is iron. It is well known
along[100], [011], and[011] is deformed~ —12, ~2, and that at low temperatures iron has a bcc structure of ferromag-
~8 %, respectively. The Burgers transformation is morenetic charactera-Fe) that changes to a paramagnetic fcc
complex than the Bain distortions because it demands shiftstructure(y-Fe) at about 1430 K. At 1610 K it changes again
of some atomic planes and lines. This mechanism was alstm a bcc paramagnetic structufé-Fe) up to the melting
used in many models of PT in metéls. point at 1811 K.

Although the above mechanisms for lattice transforma- Provided that magnetic transformations are out of the
tions are widely used, the kinetics of the structural transforscope of this paper we have studied the changes in structure
mations(both diffusional and diffusionless or martensjtis ~ at high temperature, where the magnetic contribution to the
still not understood at the atomic level. At present, the exstructural stability may be considered negligible. Therefore,
perimental methods are not able to follow such fast processege focused the work on thg— § stability and melting.
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Il. INTERATOMIC POTENTIAL 100
A. Construction

As in our previous work&™® we constructed the effective

potential for the Fe-Fe interaction within the pair approxima- 50
tion of the generalized pseudopotential theory by ~ ] x10
Moriarty*'12 e
f
o
= + + . :, TTTTRITTT TITT7Y LARRRBRARE] ARRRRRRSSY AR
d(r)=Vedr)+Vy(r)+Vo(r) (1) = TS 1\8\/2/'0
The first term of Eq(1) is the screened Coulomb interac- § i
tion which in the second-order pseudopotential theory has fec—Fe
the form:
v Z%e? 0?2 fx 32 1 1) q
d)= " g3% . (a) «@ sin(gr)da, :
2) -100
whereZ is the effective valences(q) is the dielectric func- FIG. 1. Effective pair interatomic potential for fcc-Fe.

tion, andV(q) is the Fourier transform of the pseudopoten-
tial. Here we used the approximation of Geldart-Ta}Ador
e(q) and the local pseudopotential of Heine-Animalu in the
form**

whereA andB are the model parameters.
The detailed description of the calculations of the total
energy, pressure, elastic constants, phonon spectra, and other

properties can be found in Ref. 16. Applying the formalism
2

- sin(gRy) described in Ref. 9 we fitted the potential to the equilibrium
V(q)=— ad codqRy) +Ugy| ——=——— cos{qRS)” lattice parameter, the shear modulus, and some points of the
q aRs phonon-dispersion curves irFe extrapolated to zero tem-
yg* perature.
Xex;{ — W) 3 For long-range potentials the cutoff radiug is another

important parameter. We chosg=2.07a, (a, is the lattice
where kg =(37%2/16Q)Y2 is the Fermi momentum of the parameter for fcc-Fe at 0 )X With this cutoff radius we
metal atT=0 K andRs, U, and vy are fitting parameters. ~ obtained a good convergence of lattice properties such as

The second term in Eq(1) describes the volume- Vvacancy formation and stacking fault energy. The potential
dependentd-electron interactions and consists of secondds plotted in Fig. 1 and the parameters are presented in Table
and fourth-order contributions accordingto I

We checked the potential by calculating different static

ro\ 2P properties of they- and &Fe model afT=0 K and for the
T) ' 4) atomic volumes(), and () s, corresponding to the experi-

mental temperatures for the— y transformation(1430 K)
where C; and C, are material-related parameters which as well as for the estimated temperature for the § trans-
mainly depend on thd-band filling and widthy g is taken as  formation (1610 K). The results of the elastic constants, un-
1.8Rys and Ry is the Wigner-Seitz radius. For transition relaxed vacancy formation energy, and stacking fault energy
metals the canonical-band calculation givep=5 and we are presented in Table Il. The phonon-dispersion curves for
used this value for Zr, Fe, and Cd%*®However, Moriarty?  both structures were calculated within the quasiharmonic ap-
showed that in the case of Mo the chofze 4 gives a better proximation for the same atomic volumés, and() ;. The
agreement with the corresponding first-principles calculatesults are presented in Figs. 2 and 3. We did not find any
tions. In the present work we chope= 4.5 for the Fe poten- data for the phonon dispersion #Fe, but the data calcu-
tial which is an intermediate value between that for the halfdated for y-Fe atT=1430 K are in good agreement with the
filled d-zone metals as Mo and the filled ones as Cu. experimental resultY. Besides, we calculated the-V de-

The third term in Eq.1) is a short-ranged overlapping pendence for fcc-Fe which is in good agreement with that
potential containing the electrostatic and exchangeobtained by using the universal equation of stéte.
correlation contributions. It is described by a Born-Mayer According to the accepted classification, the potential ob-
potential: tained is nonequilibrium. This means that the structural pres-

sure is not equal to zero and the electronic contribution has
Voi(r)=A exp—Br), (5)  to be added for the total pressure to be zero. Strictly speaking

ro| %P
Vy(r)=C, T -C;

TABLE |. Parameters for Fe potentials. Equilibrium atomic volumes arednthe other parameters are
in atomic units.

Metal Q z Rs Us y C: C, A B

Fe 11.86 1.60 090 —1.50 0.06 0.0150 0.0010 701 2.30




57
TABLE Il. Lattice parametersa (in A), elastic constants,
C'=(C41—C1)/2, Cyy (in GP3, unrelaxed vacancy formation en-

ergy Ef) (in eV), and stacking fault energy (in mJ/n?) in fcc and
bce iron phases for different atomic volumés (in A%). Q.
=13.18 for fcc-Fe corresponds td=1430K, Q4=13.37 for
bce-Fe corresponds 6= 1610 K (estimated phase transformation
temperaturg Elastic constants iny-Fe for T=1428 K are taken
from Ref. 33.

B c’ Cu Ef y
fcc: 0,=11.86, a9=3.62
Present calc. 198 23.4 141 2.12 110
fcc: 0,=13.18, a=3.75
Present calc. 113 16.1 89 1.19 72
Experiment 133 16 77
bcc: 0,=11.83, a,=2.87
Present calc. 271 23.2 210 2.15
bcc: ) 5=13.37, a=2.99
Present calc. 141 115 122 1.09

this potential describes the atomic interactions under conlate
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FIG. 3. Phonon-dispersion curves for bcc-Fe calculated in the
qguasiharmonic approximation fol=0 (dashed lines and T
=1610 K(solid lines.

the thermal expansion and the mean-square

stant volume and zero temperature. We used this potential @isplacementgSec. 1ll G. However, for the simulation of

calculate the Gruneisen paramet8ec. Il B).

B. Adaptation to MD simulations

processesrom nonequilibrium to equilibriunstates(phase
transformations at nonconstant volume conditions one
should change the potential every time step according to the
instantaneous pressure, temperature, and volume. In practice,

To use the potential in MD simulations under nonzeroit is not possible to include the change of potential in the

constant temperature and constant volume conditions

iholecular-dynamics scheme and we have used an approxi-

should be recalculated for the equilibrium atomic volumemation, controllinga posteriorithe error introduced in the

corresponding to the desired temperature so that the totaésults.

pressure would be zero.See the Appendix in Ref.

The method wused, Parinello-Rahman-Nose
(PRN),'*?°keep constant the temperature and pressure. This

9. Using this technique it is possible to simulate the evo-formalism was used in the simulation of both melting and
Iqtlon of a system at constant volume. When a property issce—fcc phase transformation§ecs. Il D and Il B. For
simulated along a range of temperatures, the volume changegample, in the case of melting simulated with PRN, the

(together with the potentigl from temperature to

inaccuracy was proved to be small provided the typical

temperaturé,although it is kept constant for every tempera- change in volume was found to #®/~0.9—-1.0 % and the

ture. This kind of simulation is denoted asmiconstant vol-

ume simulatiorhereafter. We applied this method to calcu-

r X r L
[1t00] _4. [110]
- AN

10+

Frequency (THz)

Reduced wave vector

changing in the electronic contributions of the total pressure
for this value of 6V was AP.,~1.5 Kbar (6P.,~1%). For
middle temperaturesabout 1500—1800 Kthis leads to a
temperature deviatiod T~30-60 K (6T~2-3 %).

C. Remarks

The most notable feature of the potential used here is that
the volume- and structure-dependent parts were calculated
separately. We ignored the details on the nature of the cohe-
sive energy which were included in the volume-dependent
part of the energy that is supposed to be constant for a given
atomic volume. As a result, we obtained an effective inter-
atomic potential formed by a pure volume-dependent term,
which describes the larger part of the cohesive energy, and a
relatively weak long-ranged oscillatory term which is re-
sponsible for the structural-dependent metallic character of
the interactions. Provided the potential satisfiesRR¥ de-
pendence given by the universal equation of state, it de-
scribes correctly the general tendency of the volume depen-

FIG. 2. Phonon-dispersion curves for fcc-Fe calculated in thedence of the cohesive energy.

guasiharmonic approximation folT=0 (dashed lings and T
=1430K (solid lineg. Experimental data folT=1428 K were
taken from Ref. 17.

Although the model has eight fitting parameters, the pos-
sible choice of their values is quite restrictéske, for ex-
ample, Ref. 9 Thus, we cannot reach a good agreement for
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FIG. 4. Enthalpy differences between bcc and fcc lattices. The
regions where fcc and bcc structures are dynamically stable are FIG. 5. Thermal expansion of the fcc- and bee-Fe. The linear

indicated. approximation at low temperature is shown.

the bulk modulus at high temperature and for the thermal B. Gruneisen parameter

expansion. In addition to the simplicity of the model, there A special case where the potential describing the atomic
are several reasons for these discrepancies. For example, ifijeractions under constant volume conditions can be used in
very difficult, in practice, to fit properties which are related \p simulations afT+0 is the calculation of the Gruneisen

to nonzero temperatures because every step of the fitting ingarameter ) that can be determined as follows:
plies a fit-back using a set of MD simulations to calculate

thermal expansion, elastic moduli, phonon spectra, etc. dpP vV [dP
Therefore, we limited our fitting to some properties extrapo- ve=V\4E ~3Nkg ﬁ) , (6)
lated toT=0 K which were calculated within the quasihar- V=const V=const

monic approximation and taking only into account changesyhereN is the number of atoms in the simulated system and
in the atomic volume but not other contributions related toy js the Boltzmann constant. We obtaingg by calculating
the anharmonic behavior at high temperatures. the dependence of the pressure versus temper&(ifé, for

We should underline that the obtained potential is moreyoth structures. These dependences were calculated for crys-
anharmonic than the image of Fe suggested by the expefia|lites made up of 1400—-1500 mobile atoms with the usual
mental data. Actually the calculated values of Gruneisen P&heriodic boundary conditions and constant volume during
rameters and thermal expantion are rather high. However it ig5_g0o ps depending on the temperature. We foundRtia)
a problem to compare the equivalent propertieyahd5Fe s |inear with high accuracy within 200 and 2000 K for both
because of the lack of experimental results. Moreover, thg.c and fcc structures. The resulting parameters weye
macroscopic experimental data cannot be straightforwardly 1 gg for fcc andye=1.96 for bcc. We have not found the
compared with the simulation results for microscopic perfemexperimental values of for y-Fe ands-Fe but our results

crystallites. are close to those for Nyz=1.9 (Ref. 21 and a-Fe
Summarizing, this potential can be described as an effec- 1 722 Yo =1.9 (Ref. 23 aTEYe

tive potential able to simulate the general behavior of phase
stability and some properties close to thand 6 Fe. _ _
C. Thermal expansion and mean-square displacemen{diSD)
The thermal expansion of thg and 5-Fe were studied in
ll. RESULTS crystallites containing 1400—-1500 mobile atoms under zero
. total pressure conditioisby MD (semiconstant volume
A. Phase stability at 0 K simulation. The simulation was carried out during 20—80 ps
We studied the phase stability of fcc and bcc structures alepending on the temperature. The results of the thermal
0 K by calculating the enthalpy differenceH ... for dif-  expansion for both structures are presented in Fig. 5. In the
ferent atomic volumes. Figure 4 shows that, in the rangdow-temperature region the equilibrium lattice parameter
from 0.8, to 1.3, (4 is the fcc equilibrium atomic vol- a(T) shows a linear dependence of the temperature. How-
ume given by the potentiglthe fcc structure is favored al- ever, forT=1200 K there is a noticeable deviation from lin-
though there is a perceptible drop in the enthalpy differencearity. Using the linear part o&(T) we estimated the
near 1.1),. We include in the figure the ranges of volumesthermal-expansion coefficients foy- and &Fe at low
where each structure is dynamically stable, they were detemperature—y,=2.2x10"° K™* and y;=2.0x107> K™%,
duced from the study by molecular dynamics and PRN techSince we do not know the experimental datafeland &-Fe,
niques of the phase stability at different temperatuse we have chosen for comparison Ni,;=1.5x10°K™!
Sec. Il B. (Ref. 23] and becca-Fe[y,re=1.2<10 °K ! (Ref. 24] as
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FIG. 6. Mean-square displacements versus temperature for fcc- gwso'
(O) and bcc-FgA) obtained in semiconstant voluntsolid lineg o
and in constant volumédashed linessimulations. E
£ 1825
being the closest metals for many other properties. It seems
that the calculated values are too high, emphasizing the an- 1700 berrrrrre U SN e Frrrr
harmonicity of the potential. However, it should be noticed 0 20 491‘ime6c()ps) 80 100
the difficulties in comparing directly the experimental data
obtained for polycrystals with different kind of defe¢tich FIG. 7. Mean-square displacemer® and mean crystallite

as grain boundaries, impurities, @taith the data calculated temperaturgb) versus time during a semiconstant volume simula-
for a microscopic perfect crystallite. Using the same crystaltion of the bcc-Fe melting.
lites and zero total pressure conditions we calculated the
MSD as a function of temperature in bce and fec Fe. :I'h_e Using semiconstant volume conditions the critical tem-
results are plotted in Fig. 6. One can see that the MSD'’s in for the bee-Fe i bility wis..~1950 K. Eor thi
the bcc phase are higher than in the fcc one and both curv erature for the bee-Fe insta ||tyw #s~1950K. For this
strongly deviate from linearity at high temperatures. For Smperature we observed melting after about 65 ps. After
aly i nearity 9 Pe! : melting we detected a decreasing of the crystallite tempera-
comparison we include in Fig. 6 the data obtained for con, ;
”» : . ; ture up to~1880 K. The temporal behavior of the MSD and
stant volume conditions which were obtained in the calcula; . L . -
! . temperature obtained in this simulation are shown in Fig. 7.
tion of the Gruneisen parametéec. Il B). . -
. .. At 33 ps we observed a local “melting” when few Frenkel
In general one can see that the anharmonic effects in the_. o .
. airs were formed and their migration led to an increase of
present model for Fe are quite strong as reflected by the lar . )
) - . e MSD. However, they annihilated soon and the final melt-
thermal-expansion coefficients and Gruneisen parameters as

X . g happened~32 ps later. After that, the increase of the
well as by the behavior of the MSD at high temperatures, MSD with time was almost linear, as corresponds to a diffu-

sion process in melted Fe. The decrease of the temperature
during melting is related to the increase in the potential en-
The bce-Fe melting was studied using two different meth-ergy of the system when it changes from solid to liquid.
ods. The former was a semiconstant volume simulation usingrovided that, when the whole simulated crystallite has
periodic boundary conditions. The secoBRN) was a melted, the temperature should B€l ,¢;, Wwe may estimate
simulation at constant temperature and pressure. the highest limit of the melting temperature as
An important difficulty for the simulation of melting is Ther=1880 K. Considering that we simulated the melting of
the Iarge differencéseveral orders of magnitu)jdaetween a perfect crystallite and the existence of lattice defects should
the duration of real processes and the interval that is possibRecrease the melting temperaté?é® our estimation com-
to simulate. Therefore, the crystal should be overheated bpares well with the experimental valdgh=1811 K.
AT = Tins— Tmelt to reach the desired instabilityf ;s is the For PRN conditions we obtained that the simulation time
simulated temperature when one obtain instability of thebefore melting of bcc-Fe depends on both the effective mass
crystallite andT o is the real melting temperatyrelt is  A; of the Nose thermostat and the effective crystallite mass
clear that, the larger the simulated time, the smaller the valué in the Parinello-Rahman simulation. In the present work
of AT,,, and therefore, the more correct melting temperaturave have studied only the effect df; and we usedA,
can be obtained. In the present study we were more inter=const=0.1IM (M. is the physical mass of the crystal)ite
ested in the qualitative aspects of phase stability than in the Thus, we found foiT;,;=~1950 K and for a high value of
accurate value of ;. Thus, we limited our simulation to a A;=10 p$ that melting starts at=50 ps, therefore earlier
time interval of about 100-120 fs=2.0x 1C° time stepy  than for the simulation at semiconstant volume conditions.
assuming that the temperature for which the lattice becomeBefore melting, a PRN simulation with such a grégtvalue
unstable is larger thal e is close to the pure PR conditions provided that the tempera-

D. Melting of bcc-Fe
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j where(R?(Tmen) is the MSD at melting temperaturd, is

0‘99‘; the nearest-neighbor distance, adids a parameter. Both
: theoretical and experimental estimationssdor bcc metals
] . 29
0.88 e e T prowdes a yalue of thg orQer of Ozﬁ,. wheree;g the result of
time (ps) the simulation of melting in bce-Zr i$~0.117" The analy-

sis of our MSD results for the estimated melting temperature
; _ Tmer=1880 K and using ordinary periodic boundary condi-
ume (b) versus time during a constant pressure and constant temy, o qiyess=0.12 which is close to the above estimations.
perature simulation of the bcc-Fe melting under temperafure Moreover, the value of should be slightly smaller for the
=1950 K. .
real melting temperature,g;-

ture and volume oscillations are small. However, after melt-
ing we observed large temperature fluctuations as response
of a Nose system with hig\; to the fast decreasing of
temperature after melting. Consequently, a highly distorted The procedure for the simulation of the beécc transfor-
system appears which is difficult to analyze. For a lowermations was as follows. The crystallite was heated up to the
valueAr=2 p<, the temperature oscillations after the phasechosen temperature and it was thermalized durir@®5 ps
transformation are small enough for the analysis of the strucunder the usual periodic boundary conditions. After, the sys-
ture to be feasible. In this case we found that melting occurgem was allowed to evolute under PRN conditions. The time
after ~110 ps which is greater than the time required in thegieps used were in the range of (0.1- X@p % s depend-
above simulations. In Fig. 8 we present the evolution withing on the temperature. The values Af in Parinello-

time of both the MSD and the volume of the crystallite for Rahman and\; in Nose techniques were O, and 0.1 p§
this case. Like in Fig. 7 there is one attempt to melt atrespectively T .

' 50 ps gnd after this time there are large volume fluctua' We modeledy-Fe in crystallites oriented alonfL00],
tions until the system becomes completely melted. We esti- L -~
. ) .[010], and[001] axes and containinijl,=256 to 1372 mo-
mate that the change of volume in the melting process is; :
SV~09%. ForA-—=05 b€ and the same temperature we ile atoms. It was found that the fcc structure is unstable for
A T=5-9 P b temperaturesT=1820 K and transforms to bcc following

did not observe melting during a smgla‘uon of 300 ps, al'%ain distortions. The temporal evolution of the edges of the
though we observed few attempts similar to those presente

in Figs. 7 and 8. parallelopipe(_jic c_rystallite oN,=500 atoms afl = 1829 K
In general, we could observe that melting becomes fastelf‘ tp\/r\/esentg(cjd N Fr:g. 9&“ gh;)uld bgtr?oted that tr&?og% angles
using the PR technique, at least for tAg that we used, etween sides show deviations within a rangetdr”. As a
while the Nose thermostat increases the time required forreS.UIt of this transformanon we obtained a perfect be crys-
melting. tallite. We found. that the I|m|t.for the PT temperature de-
pends on the size of crystallites. Thus crystallites Nof
=256-500 atoms transformed dt=1820K, while the
crystallite of N,=1372 atoms only transformed af
The MSD data obtained in Sec. Il C and the melting=1900 K. We simulated the feebcc transformation at tem-
temperature estimated in Sec. lll D have been analyzed ageratures up to 2000 K during:50 ps and we did not ob-
cording to the Lindermann criterion for meltifgThe Lin-  serve the melting of the secondary bcc lattice. We attribute
dermann law can be written as this result to the small value ok;=0.1 p$ used in these
simulations. We want to point out that the results in Fig. 4
(RA(T e ) = 6%- 02, (7)  show that the fcc structure is more favorabléat0. There-

FIG. 8. Mean-square displacemefdsand mean crystallite vol-

F. Simulation of the bce—fcc transformation

E. Lindermann criterion for melting
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1.15 7 tem before the transformation. But, once the transformation
] starts, large volume and temperature fluctuations appear and
ﬁfi;éff Nans )\, B5% the time required to restore the equilibrium necessary for the

1 T=1130K o T analysis of the transformed crystallite can be very large.
1.05 ! Therefore, to keep the temperature constant and to have a

M 2.5% mechanism for damping the fluctuations after the phase
NG transformation we have used the Nose thermostat.

1 T e It is accepted, and has been confirmed in previous
0.95 1 studies’*?that the effective crystallite mags, do not affect

the stability of phases but can affect to the time required for
the transformation process. Thus we chose a fixed value as

L/L,

s 12 explained in Sec. lll F. The effective masgs of the Nose
] thermostat affects the value of the temperature fluctuations
0.85 +rrrerrrrs TITIPrTTTT TTTTErTTTT [TTITFTTTT TTTTTIeTTT TrrerrreTs . . . . 0 .
0 2 4 6 8 10 12 and the time of its relaxation. To investigate the influence of
Time (ps) such a parameter we have simulated a melting process by

two different methods as explained in Sec. Il D.
Our tentative interpretation of the effect 8f is as fol-
lows. A system under Parinello-Rahman conditions is

fore, the paramagnetic bce structure is only stable at higr|]soenthalp|c. Hence, there is a correlation between the vol-

L ; ~ume and temperature fluctuations: when the volume in-
t?".“pefat“re.s when.t_he vibrational energy can contribute S'QEreases the temperature decreases and vice versa. Moreover
nificantly to its stability. : ’

The &Fe was modeled in crystallites oriented alongthere is a clear relationship between the amplitudes of the

Lo volume and temperature fluctuations. When a Nose thermo-
[100], [011], and[011] axes and conta|_n|ngla—384— 1296 tat is introduced it influences the temperature fluctuations,
mobile atoms. We found that the highest temperature

which the crystallite oN,= 384 atoms was transformed was © that it affects _the volume fluctuations, which, in turn,

y a . . modify the probability of the system to reach the new phase.
T.:. 1400 K. As fory-Fe, the temperature at which the Insta- |, general, we expect a stabilization effect due to the modi-
bility appears erends on the size of the crystaftie big- fication of phonons introduced by the Nose thermostat.
ger the crystallite, the I(_)wer the tempergtuv@es an example When the simulated system is close to the equilibrium a high
of bcc—fcc transformation, we present in Fig. 10 the tempo-

. i a value of A; can be used. In this case the periods of Nose
ral evolution of the edges O.f a crystallite b =700 at aT temperature fluctuations are much greater than those of the
=1123 K. The transformation follows the Burgers mecha-

. ) " Parinello-Rahman volume/temperature fluctuations and the
nism and the final structure depends on temperature, siz

. ) , . Etabilization effect should be small. However, when the
and the effective crystallite mass in the Parinello-Rahma

. . Alimulated system is far from equilibriuntsimulation of
method. In general, the transformed crystallite contains tW'n?)hase transformationshe value ofA; has to be reduced in
and stacking faults and the angle between the origibiil] T

4011 tak I ¢ 83° 10 94°. W i order to avoid large temperature fluctuations, but in this case
and[011] axes takes values from 0 - We can esliy,e siapilization effect of the Nose thermostat increases. The
mate the temperature for the— 6 phase transformation as

h b h i ¢ above results confirm that the interval of time required for
the mean between the maximum temperature for the phase transformation increases and it can even change
transformation Tpce_tec=1400 K) and the minimum tem-

: - the limit temperature for transformation. We relate the great
perature for fce-bee transformation Tice .bec=1820K).  jifference between the lowest temperature for the-fbcc
The resultT~1610 K compares reasonably with the experi-;..<formation and the highest temperature for -bfuc

FIG. 10. Temporal evolution of the crystallite sides during the
bcc—fee transformation following the Burgers mechanism.

mental one T3 ;=1667 K). transformation (Sec. IllH to the small value ofA;
=0.1 pg used. Therefore, because of the stabilization effect
IV. DISCUSSION of the Nose thermostat we should impose large overcools on
the bcc lattice and overheats on the fcc lattice in order to get
A. Effects of the simulation model on the results the corresponding transformations.

As described in Sec. lll, different techniques were used in
this study according to the specific characteristics of the pro- B. The mechanisms ofocc—fcc transformations
cesses. For instance, a constant volume simulation is suitable . A .
: : The analysis of the kinetics of the simulated transforma-
for the study of meltingdsee Sec. Il D provided the volume .. :
. L7 : tions shows that the forward and reverse transformations oc-
fluctuations necessary for the initiation of melting, that are . . .
! : cur following different mechanisms. In the bedcc Burgers
related to the Frenkel pair formation, are rather small. How- ; . .
' . transformation there is a stage of nucleation of an fcc embryo
ever, other phase transformations studied here demand mu%:#at rows anisotropically. whereas the febce Bain trans-
bigger fluctuations that cannot be reached if the volume iiormgtion happen zft they'same time in the whole crvstallite
kept constant. Then, other techniques, such as Parinellv\—lithout the cFr)epation of embrvos y
Rahman(PR) and Nose, are required although its application yos.
2emands the introduction of two extra parametéts,and 1. The Burgers mechanisms of the beefcc transformations
T .
For temperature-induced transformations, the PR tech- The nucleation of embryos was clearly observed in big

nique can be used successfully in the simulation of the syssrystallites. The fcc embryo has a lenticular shape with
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(111). habit plane and it grows faster in the habit planepending on the conditions. One of them was a Bain defor-
than in the perpendicular directions. As a result of such anation but the other was a deformation close to that of the
transformation we normally observed a number of twins andBurgers mechanism together with a rotation of the crystallite.
stacking faults. A minimum of two twins have to be formed  Thus, reliable conclusions on the phase stability can be
due to the periodic boundary conditions when the fcc-obtained from the simulations made in this work. However,
embryo growing in a(111l);. direction meets its image. tO study the phase-transformation mechanisms, the applied
Other twins and stacking faults can be created during thé&ethods should be modified to consider lattice defects and
transformation depending on the size of the crystallite andhe interactions of the new growing phase with the untrans-
the temperature. Similar features were observed in the modormed matrix. Moreover, the above transformations happen
eling of the bce-fcc transformation in CA. at high temperature and the diffusional contribution to the
For the nucleation stage it is necessary to have local voltransformation can be significant.
ume fluctuations. Once an embryo of the new fcc phase is
nucleated it can grow if either the model crystallite is big C. The dependence of the phase stability with the temperature
enough or ther.e are geomgtrical con(_jitions that accommo- |, gec._ i1 A it was found that the entalpy difference be-
date the result.lng defor.r‘r_latlons. In this work we IntrOducetween bcc and fcc structures calculated atO indicates that
these geometrical conditions through the Parinello-Rahmag . ¢« structure is stable in a wide range of volumes, while

”?ethOd althou_gh In Some spec_|al cases the Burgers mechﬁ'fe molecular-dynamic simulations in Sec. Il F indicate that
nism can be simulated without it. This is the case studied i h

Ref. 31 wh he boof ¢ . ¢ H C The fcc structure is unstable at temperatures higher than
ef. 31 where the beefcc transformation of a coherent CU _yg5q K Therefore there is a temperature-dependent con-

fr:ec'p't?tet!” a b%‘v‘":e ”;ﬁ‘”':f t\"l‘casfs'm“'a;ed- W? g_?ferv?{iribution to the bce-phase stability which should be signifi-
€ nucleation and growth of two 1cC embryos ot diflerent .5, iy order to provide a feebcc transformation in a rea-

orientations inside a spherical precipitate-e18 000 Cu at- sonable simulation time. We attribute this result to the

. . S - acalyntribution of the vibrational energy into the fcc-bcc phase
cles p_rewously trapped inside the precipitate, and the Ollﬁcerétability. The full free-energy calculation within such a
$odel is rather complicated and we did not do it. However,
we think that the MD results obtained are the evidence that
this model describes qualitatively the general temperature
o ] ] behavior of the vibrational spectra in both phases. Therefore,
Another qualitative picture was observed during the, feature of the potential used is that in order to describe the
fcc—bcc transformations. In this case the whole crystallltedepemence of the stability of fcc and bcc phases with the
transforms at the same time resulting in a perfect bcc Structemperature, it is not necessary to have two minima on the

ture. We found a correlation between the size of crystalliteygtential energy hypersurface as it is usually expetféd.
and the time necessary for the transformation, the larger the

crystallite the longer the time we have to simulate before the
transformation starts. This time is related to the appearance
of large enough fluctuations in volume, which are allowed in A pair potential describing interactions in the and &

our simulation by the PR conditions, and permit the transforiron is presented. The potential is based on the generalized
mation to start. As in the case of bedcc transformation, it pseudopotential theory and fitted to the lattice parameters,
was found that the larger the crystallite the higher overheatphonon data and the elastic constantg-afon.

ing and the longer time we have to apply. However unlike This potential describes the atomic interactions under
the bce—fcc case we could not simulate Bain transforma-constant volume conditions and zero temperature, but its ap-
tions in crystallites larger thas 3000 mobile atoms. For this plicability has been extended to more general cases including
system we observed only volume fluctuations uptt6%. MD simulations under nonzero constant temperature and
The reason is that, unlike in Burgers mechanism, no embryosonstant volume.

were ever created to trigger the mechanism in large systems. For the simulation of the evolutiofrom nonequilibrium
Bearing in mind the large deformations that are related to théo equilibrium states(phase transformationswhere the po-
Bain mechanism, we suspect that the transformation obtential should be changed at every time step according to the
served in the present work is an artifact of the application ofnstantaneous conditions of pressure, temperature, and vol-
Parinello-Rahman conditions to a microscopic perfect sysume, only approximate methods could be used controbing
tem. The lack of embryos can be attributed to the difficultiesposteriori the error introduced in the results. The methods
to accommodate an embryo transformed via Bain mechanismsed keep constant either the volufosual periodic bound-

in an fcc untransformed lattice. In other words, the Bainary condition$ or the temperature and pressuyRarinello-
mechanism is the easiest way to go from an fcc lattice to &ahman-Nose In the last case the effect of the effective
bcc one if no boundaries constrict the deformation of thethermostat mass in the Nose mechanics to the melting pro-
crystal and the whole system can transform at the same timeess has been studied. It was found that small values;of
without the need of an embryo. lead to the stabilization of the lattice.

In previous simulations we found some evidence that Some properties of fc€y) Fe and bcdd) Fe has been
other fce—bcc transformation mechanisms can exist. So, thestudied. The thermal expansion, Gruneisen parameters, and
fcc—bcc transformation was studied using a similar potentiamean-square displacements show a high level of anharmo-
for a-Fe and PRN technique in Ref. 9. It was found that thenicity of the potential.
fcc—bcc transformation can follow two mechanisms de- It was found that fcc-Fe is unstable far>1820 K. At

deformations created during the transformation.

2. The Bain mechanisms of the feebcc transformations

V. SUMMARY
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these temperatures the bcc structure is more stable despiteat the Burgers mechanism is physically feasible whereas
that the enthalpytaD K is higher than that of the fcc struc- the Bain transformation is unlikely to happen in a real sys-
ture. This fact emphasizes the important role of the vibratem and it can be an artifact of the computational model, in
tional energy in the phase stability. bcc-Fe is unstable aparticular of the Parinello-Rahman conditions.

temperatures below 1400 K and above 1950 K. The esti-
mated temperature for beefcc transformation is<1610 K
which is in coincidence with the experimental valu‘é‘;’i‘j,S

=1667 K). The estimated melting temperature for a perfect The authors gratefully acknowledge Professor V. G. Vaks
crystallite was found to be=1880 K and is in satisfactory and Dr. N. E. Zein for their help in the development of the
agreement with the experimental valuEf}=1811 K). potential and Professor D. J. Bacon and Professor J. A Padro

In our simulation the bce-fcc transformation was pro- for helpful discussions. Part of this work was made during
duced via Burgers mechanism through the creation andur visit to the Liverpool University in the frame of the
growth of fcc embryos. In the feebcc transformation the INTAS-93-3454 project. It was also supported by a grant
whole crystallite was transformed at the same time by a Baifrom CIRIT (Yu.N.O,) and Project No. PB93-0971-03 of
deformation without the creation of bcc embryos. We thinkD.G.I.C.Y.T. (A.S)).

ACKNOWLEDGMENTS

1E. C. Bain, Trans. Am. Inst. Min. Metall. Pet. Eng0, 25(1924.  7J. Zaretsky and C. Stassis, Phys. Rev3®1 4500(1987).
2F. Milstein, H. E. Fang, and J. Marschal, Philos. Mag7@® 621  '8J. H. Rose, J. R. Smith, F. Guinea, and J. Ferrante, Phys. Rev. B

(1994. 29, 1833(1984.
SW. G. Burgers, PhysicéJtrech) 1, 561 (1934. 19M. Parinello and A. Rahman, J. Appl. PhyE2, 7182(1981).
4D. A. Porter and K. E. Easterlinghase Transformations in Met- 2°S. J. Nose, J. Chem. Phy&l, 511 (1984).
als and Alloys(Chapman & Hall, London, 1993 210. P. Gupta and H. L. Kharoo, J. Chem. Phy4, 3577 (1981).
SPerspectives in Condensed Matter Physieslited by M. 22K. A. Gschneidner Jr., irfSolid State Physics: Advances in Re-
Ronchetti and G. Jacuc&luwer, New York, 1990, Vol. 3. search and Applicationsedited by F. Seitz and D. Turnbull
5p. C. Clapp, J. Rifkin, J. Kenyon, and L. E. Tanner, Metall. Trans.  (Academic, New York, 1964 Vol. 16, p. 275.
A 19, 783(1988. 2W. D. Callister, Materials Science and Engineeringnd ed.
7Z.Yu and P. C. Clapp, Metall. Trans. 20, 1617(1989. (Wiley, New York, 199).
8K. S. Cheung, R. J. Harrison, and S. J. Yip, Appl. Phys. A: Solids?*Y. S. Touloukian, R. K. Kirby, R. E. Taylor, and P. D. Desai,
Surf. 71, 4009(1992. Thermodynamical Properties of MattéPlenum, New York,
9Yu. N. Osetsky, A. G. Mikhin, and A. Serra, Philos. Mag.78, 1975.
361(1995. 253, R. Phillot, S. Yip, and D. Wolf, Comput. Phy&. 20 (1989.
10A, G. Mikhin and Yu. N. Osetsky, J. Phys. Condens. MaBier 2®Yu. N. Osetsky, M. Victoria, A. Serra, S. |. Golubov, and V.
9121(1993. Priego, International Workshop on Defect Production, Accumu-
13 A Moriarty, Phys. Rev. B8, 3199(1988. lation and Materials Performance in Radiation Environment, Da-
125 A Moriarty, Phys. Rev. B2, 1609(1990. vos, Switzerland, 1996,J. Nucl. Mater.(to be publishegd.
13p. J. W. Geldart and R. Taylor, Can. J. Ph§s2429(1970. 27X. X. Gilvary, Phys. Rev102, 308 (1956.
V. G. Vaks, V. G. Kapinos, Yu. N. Osetsky, G. D. Samoluk, and 28C. G. Killean and E. J. Lisher, J. Phys.823540(1975.
A. V. Trefilov, Sov. Phys. Solid Statg1, 139 (1989. 29A. Cho, J. Phys. A2, 1069(1982.
5yu. N. Osetsky, A. G. Mikhin, and A. Serra, J. Nucl. Mater. *°E. Willaime and C. Massobrio, Phys. Rev.48, 11 653(1991).
212-215 236 (1994. 3lyu. N. Osetsky and A. Serra, Philos. Mag.75, 1097(1997.

6B, A. Greenberg, M. I. Katsnelson, V. G. Koreshkov, Yu. N. %2F. Gao, R. L. Johnston, and J. N. Murrell, J. Phys. Chei.
Osetsky, G. V. Peschanskih, A. V. Trefilov, Yu. F. Shemanaev, 12 073(1993.
and L. I. Yakovenkova, Phys. Status SolidilB8 441(1989.  ¥3N. Singh, Phys. Status Solidi B56, K33 (1989.



