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Computer-simulation study of high-temperature phase stability in iron
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A pair-potential model describing interatomic interactions ing- andd-iron based on the generalized pseudo-
potential theory is presented. This potential describes the temperature-dependent stability of different phases
and simulates forward and reverse transformations. This, together with the results obtained in the calculation of
the thermal expansion, the Gruneisen parameter, and the temperature dependence of the mean-square displace-
ments, for both the fcc and bcc phases, show the reliability of the potential for describing temperature-
dependent properties. The stability of fcc and bcc phases has been studied by molecular dynamics. It was found
that g-Fe is unstable for temperatures higher than 1820 K andd-Fe is unstable for temperatures lower than
1400 K and higher than 1950 K. In perfect crystallites, when Parinello-Rahman and Nose mechanics are
applied, these instabilities lead to the fcc→bcc transformation via Bain distortions and to the bcc→fcc trans-
formation via a Burgers mechanism. The estimated phase-transformation temperature is about 1610 K, which
is in good agreement with the experiments. The important role of the vibrational energy in the phase stability
has been concluded. The melting temperature of the bcc-Fe was estimated as'1880 K which is about 70 K
higher than the experimental one.@S0163-1829~98!03002-1#
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I. INTRODUCTION

The phase stability and phase transformations~PT’s! of
metals and alloys play an important role in their manufact
and behavior at working conditions. There are a lot of wo
devoted to this problem and several phenomenological m
els have been reported. Any phenomenological model of
is based on a particular atomic-level mechanism of trans
mation from one lattice type to the other. Two mechanis
have been suggested for the bcc↔fcc transformations. Bain1

proposed that an fcc→bcc transformation is the appropria
axial deformation alone. Thus, the original fcc crystal e
pands along@100# and @010# by about'11% and contracts
along@001# by '21%, so that these axes transform to@110#,
@11̄0#, and@001# in the bcc crystal. This mechanism is us
in many theoretical models of martensitic PT for differe
metals including Fe~see, for example, a discussion in Re
2!. Burgers3 suggested a mechanism for the hcp→bcc trans-
formation in Zr that can be applied to the bcc↔fcc transfor-
mation as well. According to this mechanism the origin
~011̄!, ~011!, and ~100! planes of a bcc crystal transform t
the ~111!, ~112!, and ~110!, respectively, of the fcc crystal
During this transformation the original bcc crystal orient
along @100#, @011#, and @011̄# is deformed'212, '2, and
'8 %, respectively. The Burgers transformation is mo
complex than the Bain distortions because it demands s
of some atomic planes and lines. This mechanism was
used in many models of PT in metals.4

Although the above mechanisms for lattice transform
tions are widely used, the kinetics of the structural transf
mations~both diffusional and diffusionless or martensitic! is
still not understood at the atomic level. At present, the
perimental methods are not able to follow such fast proce
570163-1829/98/57~2!/755~9!/$15.00
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at the atomic level and perhaps only computer simulat
methods can help in the understanding of the atomic s
details of phase transformations. However, the number
computer simulation works devoted to the study of P
mechanisms is rather small because of the lack of suita
potentials. In fact, it is difficult to find a single interatom
potential able to describe the stability of different phases
different temperatures.

Actually, the main part of these works deals with the la
tice reconstruction under pressure~see, for example, Ref. 5!,
while the literature on the modeling of the temperatu
induced transformations is quite scarce. We found only a
works devoted to the fcc↔bcc phase transformation,6–9 but,
among them, no one reported the simulation of forward a
reverse transformations with the same potential.

One of the aims of this paper is to create a potential a
to meet the above-mentioned requirements, i.e., to desc
the temperature-dependent stability of different phases an
simulate forward and reverse transformations. The other
jective is to study the applicability of different technique
related to the molecular-dynamic~MD! simulation of phase
transformations and phase stability.

The metal chosen for this study is iron. It is well know
that at low temperatures iron has a bcc structure of ferrom
netic character~a-Fe! that changes to a paramagnetic f
structure~g-Fe! at about 1430 K. At 1610 K it changes aga
to a bcc paramagnetic structure~d-Fe! up to the melting
point at 1811 K.

Provided that magnetic transformations are out of
scope of this paper we have studied the changes in struc
at high temperature, where the magnetic contribution to
structural stability may be considered negligible. Therefo
we focused the work on theg↔d stability and melting.
755 © 1998 The American Physical Society
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756 57YU. N. OSETSKY AND A. SERRA
II. INTERATOMIC POTENTIAL

A. Construction

As in our previous works9,10 we constructed the effectiv
potential for the Fe-Fe interaction within the pair approxim
tion of the generalized pseudopotential theory
Moriarty11,12

f~r !5Vsc~r !1Vd~r !1Vol~r !. ~1!

The first term of Eq.~1! is the screened Coulomb intera
tion which in the second-order pseudopotential theory
the form:

Vsc~r !5
Z2e2

r
2

V2

8p3e2r E
0

`

q3V2~q!S 12
1

e~q! D sin~qr !dq,

~2!

whereZ is the effective valence,e(q) is the dielectric func-
tion, andV(q) is the Fourier transform of the pseudopote
tial. Here we used the approximation of Geldart-Taylor13 for
e(q) and the local pseudopotential of Heine-Animalu in t
form14

V~q!52
4pZe2

Vq2 Fcos~qRs!1UsS sin~qRs!

qRs
2cos~qRs! D G

3expS 2
gq4

16kF
4D , ~3!

where kF5(3p2z/16V)1/2 is the Fermi momentum of the
metal atT50 K andRs , Us , andg are fitting parameters.

The second term in Eq.~1! describes the volume
dependentd-electron interactions and consists of secon
and fourth-order contributions according to12

Vd~r !5C2S r 0

r D 4p

2C1S r 0

r D 2p

, ~4!

where C1 and C2 are material-related parameters whi
mainly depend on thed-band filling and width,r 0 is taken as
1.8RWS and RWS is the Wigner-Seitz radius. For transitio
metals the canonicald-band calculation givesp55 and we
used this value for Zr, Fe, and Cu.9,10,15However, Moriarty12

showed that in the case of Mo the choicep54 gives a better
agreement with the corresponding first-principles calcu
tions. In the present work we chosep54.5 for the Fe poten-
tial which is an intermediate value between that for the h
filled d-zone metals as Mo and the filled ones as Cu.

The third term in Eq.~1! is a short-ranged overlappin
potential containing the electrostatic and exchan
correlation contributions. It is described by a Born-May
potential:

Vol~r !5A exp~2Br !, ~5!
-

s

-

-

-

-

-
r

whereA andB are the model parameters.
The detailed description of the calculations of the to

energy, pressure, elastic constants, phonon spectra, and
properties can be found in Ref. 16. Applying the formalis
described in Ref. 9 we fitted the potential to the equilibriu
lattice parameter, the shear modulus, and some points o
phonon-dispersion curves ing-Fe extrapolated to zero tem
perature.

For long-range potentials the cutoff radiusr c is another
important parameter. We choser c52.07a0 ~a0 is the lattice
parameter for fcc-Fe at 0 K!. With this cutoff radius we
obtained a good convergence of lattice properties such
vacancy formation and stacking fault energy. The poten
is plotted in Fig. 1 and the parameters are presented in T
I.

We checked the potential by calculating different sta
properties of theg- and d-Fe model atT50 K and for the
atomic volumesVg and Vd , corresponding to the experi
mental temperatures for thea→g transformation~1430 K!
as well as for the estimated temperature for theg→d trans-
formation ~1610 K!. The results of the elastic constants, u
relaxed vacancy formation energy, and stacking fault ene
are presented in Table II. The phonon-dispersion curves
both structures were calculated within the quasiharmonic
proximation for the same atomic volumesVg andVd . The
results are presented in Figs. 2 and 3. We did not find
data for the phonon dispersion ind-Fe, but the data calcu
lated forg-Fe atT51430 K are in good agreement with th
experimental results.17 Besides, we calculated theP-V de-
pendence for fcc-Fe which is in good agreement with t
obtained by using the universal equation of state.18

According to the accepted classification, the potential
tained is nonequilibrium. This means that the structural pr
sure is not equal to zero and the electronic contribution
to be added for the total pressure to be zero. Strictly spea

FIG. 1. Effective pair interatomic potential for fcc-Fe.
e
TABLE I. Parameters for Fe potentials. Equilibrium atomic volumes are in Å3, the other parameters ar
in atomic units.

Metal V0 Z Rs Us g C1 C2 A B

Fe 11.86 1.60 0.90 21.50 0.06 0.0150 0.0010 701 2.30
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57 757COMPUTER-SIMULATION STUDY OF HIGH- . . .
this potential describes the atomic interactions under c
stant volume and zero temperature. We used this potenti
calculate the Gruneisen parameter~Sec. III B!.

B. Adaptation to MD simulations

To use the potential in MD simulations under nonze
constant temperature and constant volume condition
should be recalculated for the equilibrium atomic volum
corresponding to the desired temperature so that the
pressure would be zero.~See the Appendix in Ref
9.! Using this technique it is possible to simulate the ev
lution of a system at constant volume. When a property
simulated along a range of temperatures, the volume cha
~together with the potential! from temperature to
temperature,9 although it is kept constant for every temper
ture. This kind of simulation is denoted assemiconstant vol-
ume simulationhereafter. We applied this method to calc

TABLE II. Lattice parametersa ~in Å!, elastic constantsB,
C85(C112C12)/2, C44 ~in GPa!, unrelaxed vacancy formation en
ergy Ev

f ~in eV!, and stacking fault energyg ~in mJ/m2! in fcc and
bcc iron phases for different atomic volumesV ~in Å 3!. Vg

513.18 for fcc-Fe corresponds toT51430 K, Vd513.37 for
bcc-Fe corresponds toT51610 K ~estimated phase transformatio
temperature!. Elastic constants ing-Fe for T51428 K are taken
from Ref. 33.

B C8 C44 Ev
f g

fcc: V0511.86, a053.62
Present calc. 198 23.4 141 2.12 110
fcc: Vg513.18, a53.75
Present calc. 113 16.1 89 1.19 72
Experiment 133 16 77
bcc: V0511.83, a052.87
Present calc. 271 23.2 210 2.15
bcc: Vd513.37, a52.99
Present calc. 141 11.5 122 1.09

FIG. 2. Phonon-dispersion curves for fcc-Fe calculated in
quasiharmonic approximation forT50 ~dashed lines! and T
51430 K ~solid lines!. Experimental data forT51428 K were
taken from Ref. 17.
n-
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late the thermal expansion and the mean-squ
displacements~Sec. III C!. However, for the simulation of
processesfrom nonequilibrium to equilibriumstates~phase
transformations! at nonconstant volume conditions on
should change the potential every time step according to
instantaneous pressure, temperature, and volume. In prac
it is not possible to include the change of potential in t
molecular-dynamics scheme and we have used an app
mation, controllinga posteriori the error introduced in the
results. The method used, Parinello-Rahman-N
~PRN!,19,20 keep constant the temperature and pressure. T
formalism was used in the simulation of both melting a
bcc↔fcc phase transformations~Secs. III D and III F!. For
example, in the case of melting simulated with PRN, t
inaccuracy was proved to be small provided the typi
change in volume was found to bedV'0.9– 1.0 % and the
changing in the electronic contributions of the total press
for this value ofdV was DPe'1.5 Kbar (dPe'1%). For
middle temperatures~about 1500–1800 K! this leads to a
temperature deviationDT'30– 60 K (dT'2 – 3 %).

C. Remarks

The most notable feature of the potential used here is
the volume- and structure-dependent parts were calcul
separately. We ignored the details on the nature of the co
sive energy which were included in the volume-depend
part of the energy that is supposed to be constant for a g
atomic volume. As a result, we obtained an effective int
atomic potential formed by a pure volume-dependent te
which describes the larger part of the cohesive energy, a
relatively weak long-ranged oscillatory term which is r
sponsible for the structural-dependent metallic characte
the interactions. Provided the potential satisfies theP-V de-
pendence given by the universal equation of state, it
scribes correctly the general tendency of the volume dep
dence of the cohesive energy.

Although the model has eight fitting parameters, the p
sible choice of their values is quite restricted~see, for ex-
ample, Ref. 9!. Thus, we cannot reach a good agreement

e

FIG. 3. Phonon-dispersion curves for bcc-Fe calculated in
quasiharmonic approximation forT50 ~dashed lines! and T
51610 K ~solid lines!.
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758 57YU. N. OSETSKY AND A. SERRA
the bulk modulus at high temperature and for the therm
expansion. In addition to the simplicity of the model, the
are several reasons for these discrepancies. For example
very difficult, in practice, to fit properties which are relate
to nonzero temperatures because every step of the fitting
plies a fit-back using a set of MD simulations to calcula
thermal expansion, elastic moduli, phonon spectra,
Therefore, we limited our fitting to some properties extrap
lated toT50 K which were calculated within the quasiha
monic approximation and taking only into account chang
in the atomic volume but not other contributions related
the anharmonic behavior at high temperatures.

We should underline that the obtained potential is m
anharmonic than the image of Fe suggested by the exp
mental data. Actually the calculated values of Gruneisen
rameters and thermal expantion are rather high. However
a problem to compare the equivalent properties ofg andd Fe
because of the lack of experimental results. Moreover,
macroscopic experimental data cannot be straightforwa
compared with the simulation results for microscopic perf
crystallites.

Summarizing, this potential can be described as an ef
tive potential able to simulate the general behavior of ph
stability and some properties close to theg andd Fe.

III. RESULTS

A. Phase stability at 0 K

We studied the phase stability of fcc and bcc structure
0 K by calculating the enthalpy differenceDHbcc-fcc for dif-
ferent atomic volumes. Figure 4 shows that, in the ran
from 0.8V0 to 1.3V0 ~V0 is the fcc equilibrium atomic vol-
ume given by the potential!, the fcc structure is favored al
though there is a perceptible drop in the enthalpy differe
near 1.1V0 . We include in the figure the ranges of volum
where each structure is dynamically stable, they were
duced from the study by molecular dynamics and PRN te
niques of the phase stability at different temperatures~see
Sec. III F!.

FIG. 4. Enthalpy differences between bcc and fcc lattices. T
regions where fcc and bcc structures are dynamically stable
indicated.
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B. Gruneisen parameter

A special case where the potential describing the ato
interactions under constant volume conditions can be use
MD simulations atTÞ0 is the calculation of the Gruneise
parameter (gG) that can be determined as follows:

gG5VS dP

dED
V5const

5
V

3NkB
S dP

dTD
V5const

, ~6!

whereN is the number of atoms in the simulated system a
kB is the Boltzmann constant. We obtainedgG by calculating
the dependence of the pressure versus temperature,P(T), for
both structures. These dependences were calculated for
tallites made up of 1400–1500 mobile atoms with the us
periodic boundary conditions and constant volume dur
15–60 ps depending on the temperature. We found thatP(T)
is linear with high accuracy within 200 and 2000 K for bo
bcc and fcc structures. The resulting parameters weregG
51.98 for fcc andgG51.96 for bcc. We have not found th
experimental values ofgG for g-Fe andd-Fe but our results
are close to those for NigG51.9 ~Ref. 21! and a-Fe gG
51.7.22

C. Thermal expansion and mean-square displacements„MSD…

The thermal expansion of theg- andd-Fe were studied in
crystallites containing 1400–1500 mobile atoms under z
total pressure conditions9 by MD ~semiconstant volume
simulation!. The simulation was carried out during 20–80
depending on the temperature. The results of the ther
expansion for both structures are presented in Fig. 5. In
low-temperature region the equilibrium lattice parame
a(T) shows a linear dependence of the temperature. H
ever, forT>1200 K there is a noticeable deviation from lin
earity. Using the linear part ofa(T) we estimated the
thermal-expansion coefficients forg- and d-Fe at low
temperature—gg52.231025 K21 andgd52.031025 K21.
Since we do not know the experimental data forg- andd-Fe,
we have chosen for comparison Ni@gNi51.531025 K21

~Ref. 23!# and bcca-Fe @ga-Fe51.231025 K21 ~Ref. 24!# as

e
re FIG. 5. Thermal expansion of the fcc- and bcc-Fe. The lin
approximation at low temperature is shown.
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57 759COMPUTER-SIMULATION STUDY OF HIGH- . . .
being the closest metals for many other properties. It se
that the calculated values are too high, emphasizing the
harmonicity of the potential. However, it should be notic
the difficulties in comparing directly the experimental da
obtained for polycrystals with different kind of defects~such
as grain boundaries, impurities, etc.! with the data calculated
for a microscopic perfect crystallite. Using the same crys
lites and zero total pressure conditions we calculated
MSD as a function of temperature in bcc and fcc Fe. T
results are plotted in Fig. 6. One can see that the MSD’
the bcc phase are higher than in the fcc one and both cu
strongly deviate from linearity at high temperatures. F
comparison we include in Fig. 6 the data obtained for c
stant volume conditions which were obtained in the calcu
tion of the Gruneisen parameter~Sec. III B!.

In general one can see that the anharmonic effects in
present model for Fe are quite strong as reflected by the l
thermal-expansion coefficients and Gruneisen paramete
well as by the behavior of the MSD at high temperatures

D. Melting of bcc-Fe

The bcc-Fe melting was studied using two different me
ods. The former was a semiconstant volume simulation us
periodic boundary conditions. The second~PRN! was a
simulation at constant temperature and pressure.

An important difficulty for the simulation of melting is
the large difference~several orders of magnitude! between
the duration of real processes and the interval that is poss
to simulate. Therefore, the crystal should be overheated
DTm5Tinst2Tmelt to reach the desired instability~Tinst is the
simulated temperature when one obtain instability of
crystallite andTmelt is the real melting temperature!. It is
clear that, the larger the simulated time, the smaller the va
of DTm , and therefore, the more correct melting temperat
can be obtained. In the present study we were more in
ested in the qualitative aspects of phase stability than in
accurate value ofTmelt. Thus, we limited our simulation to a
time interval of about 100–120 ps~'2.03105 time steps!,
assuming that the temperature for which the lattice beco
unstable is larger thanTmelt.

FIG. 6. Mean-square displacements versus temperature for
~s! and bcc-Fe~n! obtained in semiconstant volume~solid lines!
and in constant volume~dashed lines! simulations.
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Using semiconstant volume conditions the critical te
perature for the bcc-Fe instability wasTinst'1950 K. For this
temperature we observed melting after about 65 ps. A
melting we detected a decreasing of the crystallite temp
ture up to'1880 K. The temporal behavior of the MSD an
temperature obtained in this simulation are shown in Fig
At 33 ps we observed a local ‘‘melting’’ when few Frenk
pairs were formed and their migration led to an increase
the MSD. However, they annihilated soon and the final m
ing happened'32 ps later. After that, the increase of th
MSD with time was almost linear, as corresponds to a dif
sion process in melted Fe. The decrease of the tempera
during melting is related to the increase in the potential
ergy of the system when it changes from solid to liqu
Provided that, when the whole simulated crystallite h
melted, the temperature should be>Tmelt, we may estimate
the highest limit of the melting temperature a
Tmelt'1880 K. Considering that we simulated the melting
a perfect crystallite and the existence of lattice defects sho
decrease the melting temperature,25,26 our estimation com-
pares well with the experimental valueTmelt

exp 51811 K.
For PRN conditions we obtained that the simulation tim

before melting of bcc-Fe depends on both the effective m
AT of the Nose thermostat and the effective crystallite m
Ac in the Parinello-Rahman simulation. In the present wo
we have studied only the effect ofAT and we usedAc
5const50.1Mc ~Mc is the physical mass of the crystallite!.

Thus, we found forTinst'1950 K and for a high value o
AT510 ps2 that melting starts at'50 ps, therefore earlie
than for the simulation at semiconstant volume conditio
Before melting, a PRN simulation with such a greatAT value
is close to the pure PR conditions provided that the temp

c-

FIG. 7. Mean-square displacements~a! and mean crystallite
temperature~b! versus time during a semiconstant volume simu
tion of the bcc-Fe melting.



el
on
f
te
e
s

ru
u

th
ith
or
a

ua
s

s
e

al
nt

st

f

ng
a

f

ure
i-
s.

the

ys-
me

for

the

les

ys-
e-

-
-
ute

. 4

te
e

he

760 57YU. N. OSETSKY AND A. SERRA
ture and volume oscillations are small. However, after m
ing we observed large temperature fluctuations as resp
of a Nose system with highAT to the fast decreasing o
temperature after melting. Consequently, a highly distor
system appears which is difficult to analyze. For a low
valueAT52 ps2, the temperature oscillations after the pha
transformation are small enough for the analysis of the st
ture to be feasible. In this case we found that melting occ
after '110 ps which is greater than the time required in
above simulations. In Fig. 8 we present the evolution w
time of both the MSD and the volume of the crystallite f
this case. Like in Fig. 7 there is one attempt to melt
'50 ps and after this time there are large volume fluct
tions until the system becomes completely melted. We e
mate that the change of volume in the melting proces
dV'0.9%. ForAT50.5 ps2 and the same temperature w
did not observe melting during a simulation of 300 ps,
though we observed few attempts similar to those prese
in Figs. 7 and 8.

In general, we could observe that melting becomes fa
using the PR technique, at least for theAc that we used,
while the Nose thermostat increases the time required
melting.

E. Lindermann criterion for melting

The MSD data obtained in Sec. III C and the melti
temperature estimated in Sec. III D have been analyzed
cording to the Lindermann criterion for melting.27 The Lin-
dermann law can be written as

^R2~Tmelt!&5d2
•d2, ~7!

FIG. 8. Mean-square displacements~a! and mean crystallite vol-
ume ~b! versus time during a constant pressure and constant
perature simulation of the bcc-Fe melting under temperaturT
51950 K.
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where^R2(Tmelt)& is the MSD at melting temperature,d is
the nearest-neighbor distance, andd is a parameter. Both
theoretical and experimental estimations ofd for bcc metals
provides a value of the order of 0.1,28,29whereas the result o
the simulation of melting in bcc-Zr isd'0.11.30 The analy-
sis of our MSD results for the estimated melting temperat
Tmelt51880 K and using ordinary periodic boundary cond
tions givesd50.12 which is close to the above estimation
Moreover, the value ofd should be slightly smaller for the
real melting temperatureTmelt.

F. Simulation of the bcc↔fcc transformation

The procedure for the simulation of the bcc↔fcc transfor-
mations was as follows. The crystallite was heated up to
chosen temperature and it was thermalized during'0.5 ps
under the usual periodic boundary conditions. After, the s
tem was allowed to evolute under PRN conditions. The ti
steps used were in the range of (0.1– 1.0)310215 s depend-
ing on the temperature. The values ofAc in Parinello-
Rahman andAT in Nose techniques were 0.1Mc and 0.1 ps2,
respectively.

We modeledg-Fe in crystallites oriented along@100#,
@010#, and @001# axes and containingNa5256 to 1372 mo-
bile atoms. It was found that the fcc structure is unstable
temperaturesT>1820 K and transforms to bcc following
Bain distortions. The temporal evolution of the edges of
parallelopipedic crystallite ofNa5500 atoms atT51820 K
is presented in Fig. 9. It should be noted that the 90° ang
between sides show deviations within a range of61°. As a
result of this transformation we obtained a perfect bcc cr
tallite. We found that the limit for the PT temperature d
pends on the size of crystallites. Thus crystallites ofNa
5256– 500 atoms transformed atT51820 K, while the
crystallite of Na51372 atoms only transformed atT
>1900 K. We simulated the fcc→bcc transformation at tem
peratures up to 2000 K during'50 ps and we did not ob
serve the melting of the secondary bcc lattice. We attrib
this result to the small value ofAT50.1 ps2 used in these
simulations. We want to point out that the results in Fig
show that the fcc structure is more favorable atT50. There-

m-

FIG. 9. Temporal evolution of the crystallite sides during t
fcc→bcc phase transformations following the Bain mechanism.
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57 761COMPUTER-SIMULATION STUDY OF HIGH- . . .
fore, the paramagnetic bcc structure is only stable at h
temperatures when the vibrational energy can contribute
nificantly to its stability.

The d-Fe was modeled in crystallites oriented alo
@100#, @011#, and@011̄# axes and containingNa5384– 1296
mobile atoms. We found that the highest temperature
which the crystallite ofNa5384 atoms was transformed wa
T51400 K. As forg-Fe, the temperature at which the inst
bility appears depends on the size of the crystallite~the big-
ger the crystallite, the lower the temperature!. As an example
of bcc→fcc transformation, we present in Fig. 10 the temp
ral evolution of the edges of a crystallite ofNa5700 at aT
51123 K. The transformation follows the Burgers mech
nism and the final structure depends on temperature,
and the effective crystallite mass in the Parinello-Rahm
method. In general, the transformed crystallite contains tw
and stacking faults and the angle between the original@011#
and @011̄# axes takes values from 83° to 94°. We can e
mate the temperature for theg→d phase transformation a
the mean between the maximum temperature for bcc→fcc
transformation (Tbcc→fcc51400 K) and the minimum tem
perature for fcc→bcc transformation (Tfcc→bcc51820 K).
The resultT'1610 K compares reasonably with the expe
mental one (Tg→d

exp 51667 K).

IV. DISCUSSION

A. Effects of the simulation model on the results

As described in Sec. III, different techniques were used
this study according to the specific characteristics of the p
cesses. For instance, a constant volume simulation is sui
for the study of melting~see Sec. III D! provided the volume
fluctuations necessary for the initiation of melting, that a
related to the Frenkel pair formation, are rather small. Ho
ever, other phase transformations studied here demand m
bigger fluctuations that cannot be reached if the volume
kept constant. Then, other techniques, such as Parin
Rahman~PR! and Nose, are required although its applicati
demands the introduction of two extra parameters,Ac and
AT .

For temperature-induced transformations, the PR te
nique can be used successfully in the simulation of the s

FIG. 10. Temporal evolution of the crystallite sides during t
bcc→fcc transformation following the Burgers mechanism.
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tem before the transformation. But, once the transforma
starts, large volume and temperature fluctuations appear
the time required to restore the equilibrium necessary for
analysis of the transformed crystallite can be very lar
Therefore, to keep the temperature constant and to ha
mechanism for damping the fluctuations after the ph
transformation we have used the Nose thermostat.

It is accepted, and has been confirmed in previo
studies,9,19 that the effective crystallite massAc do not affect
the stability of phases but can affect to the time required
the transformation process. Thus we chose a fixed valu
explained in Sec. III F. The effective massAT of the Nose
thermostat affects the value of the temperature fluctuati
and the time of its relaxation. To investigate the influence
such a parameter we have simulated a melting proces
two different methods as explained in Sec. III D.

Our tentative interpretation of the effect ofAT is as fol-
lows. A system under Parinello-Rahman conditions
isoenthalpic. Hence, there is a correlation between the
ume and temperature fluctuations: when the volume
creases the temperature decreases and vice versa. More
there is a clear relationship between the amplitudes of
volume and temperature fluctuations. When a Nose ther
stat is introduced it influences the temperature fluctuatio
so that it affects the volume fluctuations, which, in tur
modify the probability of the system to reach the new pha
In general, we expect a stabilization effect due to the mo
fication of phonons introduced by the Nose thermos
When the simulated system is close to the equilibrium a h
value of AT can be used. In this case the periods of No
temperature fluctuations are much greater than those of
Parinello-Rahman volume/temperature fluctuations and
stabilization effect should be small. However, when t
simulated system is far from equilibrium~simulation of
phase transformations! the value ofAT has to be reduced in
order to avoid large temperature fluctuations, but in this c
the stabilization effect of the Nose thermostat increases.
above results confirm that the interval of time required
the phase transformation increases and it can even ch
the limit temperature for transformation. We relate the gr
difference between the lowest temperature for the fcc→bcc
transformation and the highest temperature for bcc→fcc
transformation ~Sec. III F! to the small value of AT
50.1 ps2 used. Therefore, because of the stabilization eff
of the Nose thermostat we should impose large overcools
the bcc lattice and overheats on the fcc lattice in order to
the corresponding transformations.

B. The mechanisms ofbcc↔fcc transformations

The analysis of the kinetics of the simulated transform
tions shows that the forward and reverse transformations
cur following different mechanisms. In the bcc→fcc Burgers
transformation there is a stage of nucleation of an fcc emb
that grows anisotropically, whereas the fcc→bcc Bain trans-
formation happen at the same time in the whole crystal
without the creation of embryos.

1. The Burgers mechanisms of the bcc̃fcc transformations

The nucleation of embryos was clearly observed in
crystallites. The fcc embryo has a lenticular shape w
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(111)fcc habit plane and it grows faster in the habit pla
than in the perpendicular directions. As a result of suc
transformation we normally observed a number of twins a
stacking faults. A minimum of two twins have to be forme
due to the periodic boundary conditions when the f
embryo growing in a^111& fcc direction meets its image
Other twins and stacking faults can be created during
transformation depending on the size of the crystallite a
the temperature. Similar features were observed in the m
eling of the bcc→fcc transformation in Cu.9

For the nucleation stage it is necessary to have local
ume fluctuations. Once an embryo of the new fcc phas
nucleated it can grow if either the model crystallite is b
enough or there are geometrical conditions that accom
date the resulting deformations. In this work we introdu
these geometrical conditions through the Parinello-Rahm
method although in some special cases the Burgers me
nism can be simulated without it. This is the case studied
Ref. 31 where the bcc→fcc transformation of a coherent C
precipitate in a bcc-Fe matrix was simulated. We obser
the nucleation and growth of two fcc embryos of differe
orientations inside a spherical precipitate of'18 000 Cu at-
oms. The nucleation of embryos was enhanced by the va
cies previously trapped inside the precipitate, and the dif
ent orientation of embryos allowed the compensation of
deformations created during the transformation.

2. The Bain mechanisms of the fcc̃ bcc transformations

Another qualitative picture was observed during t
fcc→bcc transformations. In this case the whole crystal
transforms at the same time resulting in a perfect bcc st
ture. We found a correlation between the size of crystal
and the time necessary for the transformation, the larger
crystallite the longer the time we have to simulate before
transformation starts. This time is related to the appeara
of large enough fluctuations in volume, which are allowed
our simulation by the PR conditions, and permit the transf
mation to start. As in the case of bcc→fcc transformation, it
was found that the larger the crystallite the higher overhe
ing and the longer time we have to apply. However unl
the bcc→fcc case we could not simulate Bain transform
tions in crystallites larger than'3000 mobile atoms. For this
system we observed only volume fluctuations up to65%.
The reason is that, unlike in Burgers mechanism, no emb
were ever created to trigger the mechanism in large syste
Bearing in mind the large deformations that are related to
Bain mechanism, we suspect that the transformation
served in the present work is an artifact of the application
Parinello-Rahman conditions to a microscopic perfect s
tem. The lack of embryos can be attributed to the difficult
to accommodate an embryo transformed via Bain mechan
in an fcc untransformed lattice. In other words, the Ba
mechanism is the easiest way to go from an fcc lattice t
bcc one if no boundaries constrict the deformation of
crystal and the whole system can transform at the same
without the need of an embryo.

In previous simulations we found some evidence t
other fcc→bcc transformation mechanisms can exist. So,
fcc→bcc transformation was studied using a similar poten
for a-Fe and PRN technique in Ref. 9. It was found that
fcc→bcc transformation can follow two mechanisms d
a
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pending on the conditions. One of them was a Bain def
mation but the other was a deformation close to that of
Burgers mechanism together with a rotation of the crystall

Thus, reliable conclusions on the phase stability can
obtained from the simulations made in this work. Howev
to study the phase-transformation mechanisms, the app
methods should be modified to consider lattice defects
the interactions of the new growing phase with the untra
formed matrix. Moreover, the above transformations hap
at high temperature and the diffusional contribution to t
transformation can be significant.

C. The dependence of the phase stability with the temperature

In Sec. III A it was found that the entalpy difference b
tween bcc and fcc structures calculated atT50 indicates that
the fcc structure is stable in a wide range of volumes, wh
the molecular-dynamic simulations in Sec. III F indicate th
the fcc structure is unstable at temperatures higher t
'1820 K. Therefore there is a temperature-dependent c
tribution to the bcc-phase stability which should be sign
cant in order to provide a fcc→bcc transformation in a rea
sonable simulation time. We attribute this result to t
contribution of the vibrational energy into the fcc-bcc pha
stability. The full free-energy calculation within such
model is rather complicated and we did not do it. Howev
we think that the MD results obtained are the evidence t
this model describes qualitatively the general tempera
behavior of the vibrational spectra in both phases. Theref
a feature of the potential used is that in order to describe
dependence of the stability of fcc and bcc phases with
temperature, it is not necessary to have two minima on
potential energy hypersurface as it is usually expected.7,32

V. SUMMARY

A pair potential describing interactions in theg- and d-
iron is presented. The potential is based on the general
pseudopotential theory and fitted to the lattice paramet
phonon data and the elastic constants ofg-iron.

This potential describes the atomic interactions un
constant volume conditions and zero temperature, but its
plicability has been extended to more general cases inclu
MD simulations under nonzero constant temperature
constant volume.

For the simulation of the evolutionfrom nonequilibrium
to equilibriumstates~phase transformations!, where the po-
tential should be changed at every time step according to
instantaneous conditions of pressure, temperature, and
ume, only approximate methods could be used controllina
posteriori the error introduced in the results. The metho
used keep constant either the volume~usual periodic bound-
ary conditions! or the temperature and pressure~Parinello-
Rahman-Nose!. In the last case the effect of the effectiv
thermostat mass in the Nose mechanics to the melting
cess has been studied. It was found that small values oAT
lead to the stabilization of the lattice.

Some properties of fcc-~g! Fe and bcc-~d! Fe has been
studied. The thermal expansion, Gruneisen parameters,
mean-square displacements show a high level of anhar
nicity of the potential.

It was found that fcc-Fe is unstable forT.1820 K. At
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these temperatures the bcc structure is more stable de
that the enthalpy at 0 K is higher than that of the fcc struc
ture. This fact emphasizes the important role of the vib
tional energy in the phase stability. bcc-Fe is unstable
temperatures below 1400 K and above 1950 K. The e
mated temperature for bcc↔fcc transformation is'1610 K
which is in coincidence with the experimental value (Tg→d

exp

51667 K). The estimated melting temperature for a perf
crystallite was found to be'1880 K and is in satisfactory
agreement with the experimental value (Tmelt

exp 51811 K).
In our simulation the bcc→fcc transformation was pro

duced via Burgers mechanism through the creation
growth of fcc embryos. In the fcc→bcc transformation the
whole crystallite was transformed at the same time by a B
deformation without the creation of bcc embryos. We thi
-

ns

id

nd

r.

.
ev
ite

-
at
ti-

t

d

in

that the Burgers mechanism is physically feasible wher
the Bain transformation is unlikely to happen in a real s
tem and it can be an artifact of the computational model
particular of the Parinello-Rahman conditions.
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