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Quantum fluctuations in the incommensurate phase of CsCuGlin a transverse magnetic field
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In zero magnetic field, the stacked, triangular antiferromagnet CsChe a helical structure incommen-
surate(IC) in the chain directionnormal to the plangs A magnetic field applied transverse to the chains
distorts the helix, but the IC structure persists up to at least 0.43 times the saturation field. The IC wave number
g (from neutron-diffraction experimentdecreases with increasing field, but then it has an unexpected plateau.
Classical theory explains the behavior at small fields, including the temperature dependence, but it fails to
explain the plateau, which we ascribe to quantum fluctuations. We find that linear spindu&w8 theory
also fails to explain the plateau; in fact, LSW theory fails more severely than classical theory in describing the
IC phase. We introduce a phenomenological treatment of quantum fluctuations. After verifying that it describes
well some known results, we apply the phenomenological theory to the IC phase of Gs@uihg that it
yields a plateau at approximately the observed valug ahd the observed fields; in addition, it predicts a
transition to the commensurate phase so far not observed. Results depend sensitively on a weak anisotropy: A
deviation of less than 1% from isotropy in the intrachain ferromagnetic exchange changes the phase diagram
completely at fields above about half the saturation vdl86163-18208)08409-4

[. INTRODUCTION reasons: The Cu spin is sma$£ 1/2), the system is almost
one dimensionalthe intrachain interaction is significantly
Compounds of thé\BX; family (A=Rb, Cs;B=Mn, Fe, larger than the interchain interactjoithe interchain interac-
Co, Ni, Cu, V;X=ClI, Br, I) figure prominently in the study tion is frustrated, the exchange interactions are nearly isotro-
of phase transitions in low-dimensional systems. Much of thepic, and the structure is incommensurate. Experiments in
interest in the magnetic-field behavior of compounds likemagnetic fieldgdifficult becauseH =30 T) indeed find ma-
CsCuClk arises because they are physical realizations ofor effects due to fluctuations, both quantum and thermal.
models related to the triangular antiferromagGeAFM).  The quantum effects in CsCuglare very large; to our
Unlike the ground state of the square-lattice AFM, that of theknowledge, they are exceeded in magnetic systems only by
TAFM is both continuously and discrete(ywofold) degen- integer-spin vs half-integer-spin effects in nearly one-
erate, even in the presence of a magnetic fi¢l(vith mag-  dimensional materialéncluding members of th& B X; fam-
nitude H less than the saturation fields); the continuous ily).
degeneracy is nontrivial because it is not due to a symmetry CsCuCk in a longitudinal field H|c) appears to be well
of the Hamiltonian. In a field, thermal fluctuatidndin clas-  understood at low temperaturds but the transition afly
sical TAFM models, and also quantum fluctuatidfifireak  has puzzling featuré$. The discontinuity® *°in the low-T
the continuous degeneracy in the same way, both selectingyagnetization atH~0.4Hg was shown by Shiba and
for example, the colinear structure ldt=H /3. Nikuni*®'’to be a novel, fluctuation-induced phase transition
The magnetic properties of CsCuCl(with a Neel  from the umbrella structur¢optimal at smallH due to a
temperaturé Ty=10.7 K) arise from the C@* ions; to a small, easy-plane anisotraSyin the intrachain exchangyéo
good approximation, these form a triangular lattice of parala coplanar structurdoptimal at largerH due to quan-
lel chains, the other ions serving to define the structure. Theum fluctuations  Further experiment®~2® including
major interactions, all nearest neighbor, are a ferromagnetioeutron-diffractio* and specific-heat measureméftsear
exchange interaction in the chaiw)(direction, a weaker, Ty, confirmed their analysis.
frustrated, antiferromagnetic exchange interaction within the Properties for a field transverse to the chaihls €) are
a-b planes, and a Dzyaloshinskii-Morf/&DM) interaction  not well established; such fields deform the helix, increasing
also in thec direction; both exchange interactions are nearlyits period. Classical theofy?® predicts that the IC wave
isotropic. Recent studigd® of the structure and of the phase numberq decreases quadratically Hsincreases and that the
transition giving rise to the DM term cite earlier literature on curvature increases withT, both in agreement with
these topics. In the simplified structural model, the classicalexperiment!?* 1t predicts also a transition to a commensu-
zero-temperature, zero-field structure is a three-sublatticeate (C) phase(a stacked TAFM phaseat H~0.5Hg. Ex-
+120° TAFM structure in eacl-b plane; the spins lie in  perimentally, CsCuGl is IC (Ref. 21 for H<0.43Hg; its
the planes and rotate from plane to plane, forming an incomstructure is unknown at largeét. Classical theory, which is
mensuratélC) helical structur&' with a pitch of ~5.1°. sufficient for many materials, fails, however, to describe ex-
Fluctuation effects are likely large in CsCudbr several  perimental results at fields neb/3 where structure is ob-
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served in the magnetizatibim, in the 13Cs NMR shift?®in ~ whereS,, is the spin operator at thi¢h site in thenth a-b

q (Ref. 21 finds a plateauand in electron spin resonance plane,z andx are unit vectors in the anda directions, and
(ESR measurements. The structure inm (only loosely @  the k sum is over the six, in-plane, nearest neighbors of the
plateay appears to result from quantum ﬂU_Ct“ag'O”S? as f0rsjte in. The first term 6J,) is the isotropic, ferromagnetic
the TAFM,>® linear spin-waveLSW) theory find$® that the exchange interaction between spins in nearest-neighbor

ﬁ:-s:atet. magnet|zat|o|n has a pbli':ltea:u r}b@‘t:;’] Qluatmtum planes, the second is an anisotropic correctafreasy-plane
uctuations are surely responsioie also for the piateay, in t%/pe) to the first, the third ¢D) is the interplane DM inter-
but this remains to be demonstrated. Recent specn‘u:—heaattion the fourth J,) is the isotropic, antiferromagnetic
magnetization, and neutron-diffraction measurentérmtear ’ . AN pic, an gnet
ngchange interaction between nearest-neighbor spins in the

Ty suggest major effects due to thermal fluctuations as wel b Dl d the fifth is the 7 inat
Ty increases with fielglas in the TAFM(Refs. 1, 3, and 23 a-b planes, and the fifth IS the zeeman energy in a transverse
field H. The coefficients have been estimated

and a new phase appears. . 730,31 18.32

This article develops the theory of the IC phase ofPreviously,=*"=""we use Jo=28 K, 7Jo=0.24 K,
CsCuCk in a transverse field, with emphasis on the fieldJ1=4.9 K, andD=5K. We omit the dipole-dipole interac-
dependence of. We show that the natural, standard meth-tion (which can induce an IC state modulated in the
ods used to study such systems, namely classical theory af$anes?), the anisotropy of the interchain interaction, and
LSW theory (which adds the leading quantum correclion several small, related effectsamely, the displacement of
both fail to explain observed properties of CsCyClwe  the Cu ions from the axis, the component of the DM vector
know of few other systems for which both fail so badly. We perpendicular to the axis, and thez component of the
introduce a phenomenological method to treat quantum flucmagnetizatior’d®3. The saturation fieldHg, above which
tuations, establish its validity, show that it explains the pla-each spin is aligned with the field, is 30 T; for the isotropic
teau, and find that it predicts an+&C transition. model (p=0), Hs=18J,S/(gug).

Section Il A describes the Hamiltonian. Section 1l B de- At the classical level, the intrachain exchange tet) (
scribes the classicdmean-field theory, whose results are fayors states with spins parallel in adjacer planes while
needed also for both the LSW and the phenomenologicghe smaller DM term favors states with spins in the planes
analyses. We include explicitly a smak( %) anisotropy in 54 rotating bym/2 per plane. The small anisotropy tefin

the intrachain exchange and we extend Ref. 25 also by exyegnonsiple for the phase transition in longitudinal fid)
amining out-of-plane solutions. We find that results are un-

redlv hiahl tive 1o th isot d that talso favors spins in the planes. The result at zero field is a
g;(_g?:ni syolult?oné ?:?al:]SIblt\a/eop?im;I 2?';?;)“%6;?{2 . E(;SOU helical s‘Fructyrez_ The spins lie in the planes, and the wave
found also by Jensé®. Section Il C, which appears to be a NUMPET iSGoz with qo=arctanb/(23y)]~2m/71. At H=0,
technical advancét describes LSW theory for a highly non- the continuous degeneracy of the classical TAFM ground
sinusoidal IC phagefinds that LSW theory not only fails to state correspo_nd; to amere shift in the origin of the coordi-
explain the plateau, it even worsens agreement with expernate _sys'gem; '_t will be important later that §h|s_deg¢neracy
ment. Going beyond LSW theory, to higher order ig,lis  'eMains in a _f|elc{as '°f?9 asH<Hyg). A Iongltu_dlnal field
out of the question. Section Il introduces a phenomenologi(H”C) mamtamsf th(la7'aX|aI' symmetry. Of zero field; a layer-
cal treatment of quantum fluctuations and shows that it dedePendent rotatidfi’in spin space eliminates the DM term,

scribes some known properties of the TAFM and of the cproducing an easy-plane anisotropy. In contrast, a transverse

states of CsCuGl The same approach applied to the IC statefield (HLc) breaks the symmetry, and the DM term comes

yields a plateau img (at approximately the observed value, Nt full play.

over approximately the observed fieldsllowed by an IC

—C transition (at a field well below the saturation field,

likely below 0.5Hg). See the note added at the end of the

paper. In the classical approximation, the spin operat§fsbe-
The failure of both classical theory and LSW thedty  come classical vectors of leng8+ 1/2, and the Hamiltonian

describe the IC phaseand more generally the large fluctua- of Eq. (1) becomes the energy functioB,({S,}). As

tion effects (both quantum and thermal promise that found*?*at smallH, the three-sublattice structufmdexed

CsCuCl will reward further experimental and theoretical by j=1,2,3) is assumed for @l <Hg. The classical energy

investigation. of the N spins is then

B. Classical analysis

Il. HAMILTONIAN AND ANALYSIS 5

L
I N
A- Hamiltonian Ea{Sih) =30 2 2 [~ 23081 S 1+ 203087 SF. s
The Hamiltonian corresponding to the simplified structure j=11=t

is o
—Dz- (S5, XS +6J,S,-S
H=§ — 230Sn-Snr1+2 7308254, 1 (S¢S + 6150

—gusHX- Sy 1, )
—Di(snxs,mwlg’ Sin- Scn— 9ueHX- S |,

wherel=1,... L is the layer index. The corresponding
(1) Euler-Lagrange equations are
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—23:(S | +S +273(S? . +52 5 The main questions asked of the classical theory(&re
o(S1-1F S0+ 273( ST i+1) does a C state intervene between the IC stat@wn to be
—D(S .1 —S | IXZ+6I(S_. +S stable forH=0) and the aligned statgknown to be stable
(S S-0) US-u+ ) for H>Hyg), and(2) do the spins lie in tha-b planes at all
—18\]18r§<—2 \jiS;=0, (3a) H in the IC state? The answers depend crucially on the size

of the anisotropy parametef, a deviation of less than 1%
from isotropy changing results dramatically.

For isotropic exchangén=0), the structure is incom-
mensurate up tblg. For h=<0.38, there are many solutions
S-S —S*=0. (3D (as befor®), but they are well separated in energy; the op-

timal (in-plane solution evolves continuously from the zero-

These equations have many solutions. In the simplesfield solution®® For 0.38sh<1, out-of-plane solutions are

each layer has the same structure: The aligned state, Wifg\ptigr?gi;healncd ?:%Seigs d\éigigggqgjscaﬁiéh?w?nﬁi tg? the
Si =S¥, is stable forH=Hg, and commensurat¢C) states PP ' g y

i : range.
(stacked TAFM states, with three sublatticesxist for The easy-plane anisotrofy 7=8.6x10"3 favors of

H<Hs. These states and their energies are easily obtainegyse in-plane solutions; it changes the phase diagram sub-
the C states are continuously degenerate at the classical |eV§{antiaIIy, opening a large window for the C phase and de-
as for the TAFM. In contrast, the study of incommensuratestroying the glassy phase, but it is too weak to destabilize
(IC) states requires, in general, numerical solution of Bl.  out-of-plane solutions entirely. In more detail, the same in-
the Appendix provides details. plane IC solution is optimal for €h=<0.41 (it extends to
The simplest IC state occursdt=0: The spins lie in the |argerh because of the anisotropya simple, out-of-plane,
planes ;L c), forming the 120° structure; the spins on the IC solution is optimal for 0.4& h=<0.50 (but other solutions
three sublattices rotate uniformly in tieedirection. Many are close in energyand the C state is optimal at larderall
other IC states exist, particularly at intermedibteBecause transitions are second order. Likely anvalue only slightly
the classical results are needed for the LSW analysis, whiclarger would destroy out-of-plane solutions atfallgiving a
is possible only in wave number space, we retain the discreteecond-order 16:C transitio® at h~0.47 .
model for the layerl() dependencéavoiding the continuum . . )
approximatio”® which is nonetheless validWe use peri- C. Linear spin-wave analysis
odic boundary condition§;,, =S, with the IC-state pe- To our knowledge, the following LSW analysis of the IC
riod L limited to values=2000. In principle, the periodic phase of CsCuGlis the first study of quantum fluctuations
discrete model may miss some features of IC states, givingn highly nonsinusoidal IC states. Of course spin waves in IC
perhaps pinned structures and spurious energy gaps. We findre earth®*®have been studied for many years, and there is
however, that the structures are not pinrftere are many a large literature(Refs. 37—40 and references thejean
degenerate solutions with the same peyiaahd that the spin- quantum effects in more general models of helimagnets.
wave energies are gaplesskat 0. This degeneracy is not Much of the latter literature deals with the role of quantum
the trivial one corresponding to a translation alongdlaxis,  fluctuations in breaking a classical degeneraty our
which in the discrete model corresponds to incrementing th&nowledge, this role was first demonstrated by Shetijen
layer indexl. the axial next-nearest-neighbor Heisenberg model, for ex-
For the IC states, it is natural to assuffhiat the spins lie  ample, a degeneracy with respect to the IC wave numgber
in the planes at all fields, because then each term in thexists in regions of parameter space, and quantum fluctua-
classical energy is either optimizd®M and »J, terms tions (first examined in this context in Ref. B7act to
or neutral[Jo term and the sum of the interchaid;} and selectq. Quantum fluctuations play a very different role in
field termg; that is, one assumes that the DM term CsCuCk. The IC states of CsCuglare not classically de-
confines the spins to the planes atHll(as it does at small generate irg and therefore no quantum selection among IC
H) and ignores the anisotropy term. These in-plane solutionstates occurs. In CsCug;lquantum selection occurs instead
were studied previousK?, in the continuum approximation; for the C states, as in the TAFM. Part of the difficulty in
in the simplest, either two or all three of the sublattice phasereating CsCud] is then that LSW theory, which finds the
wind through 27 in one period, but there exist many other leading correction¢S') to the classical energy<S?), does
solutions which are composites of elementary solutfdns. not determine the IC-state and C-state energies to the same
The solutions are sinusoidal at smidlland solitonic at large. accuracy. We argue below that the major effect of quantum
In an effort to understand some LSW resufec. 11 Q, we  fluctuations in the IC phase of CsCudk to reconfigure the
investigated also out-of-plane IC solutions; surprisingly,spins; this effect lies outside the scope of LSW theory.
these exist and can even be optimal at intermedibteas We limit the analysis to in-plane spins and isotropic ex-
found also in a study of the mean-field equations @t>0.  change ¢=0), and so the field is limited th=<0.38. LSW
The Appendix argues that the out-of-plane solutions resultheory is so unsatisfactory that a more general quantitative
from the frustration, and indeed we verified that in-planeanalysis is unwarranted; qualitatively,>0 favors in-plane
solutions are optimal for aH in a modet* with a ferromag-  spins and so results foj==8.6x 10~ 2 would not differ sub-
netic interchain interaction. Of course the anisotropy termstantially.
favors in-plane solutions, as do quantum fluctuati¢®sc. A Holstein-Primakoff transformatidfi to boson operators
lll), and out-of-plane solutions appear to have no consefsing a local coordinate systéthand an expansion about
guences for CsCuG] at least aff=0. the classical solutions give the Hamiltonian as

where the\; are Lagrange multipliers for the constraints
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H=Ey+Hy+Hy+O(\S); (4)

the classical spins are not colinear, and so the expansion

parameter is 1/S (rather than 19), in previous
studies’®3#402>%The classical angleg; between the spins

and the field are determined by minimizing the classical en-

ergy Eq («S?):

N
EC|=823—L E > [- 2Jocog ¢ 1+1— ¢j1) —Dsin(¢; 1
j=11=1

— i)+ 6J.c04 ¢ 1, — ¢;)—18J;hcosp;]. ()

The termH; (<S*?) is linear in the boson operators; it van-
ishes for the classical anglés, and so is omitted. The LSW

Hamiltonian?, (= S) has the standard forfguadratic in the
boson operatorb andb™)

2: 2 3L2 C]|

Ek: ZI 2, 1A (k)
X[b]i(K)bjy (k) + by (— k)b, L= K)1+Bj jri0 (k)
(6)

Thek sum in the second term runs over tRg 3L) points in
the first Brillouin zone; the BX 3L Hermitian matricesA,

B, and(, the last diagonal; j/,=Cj 8;;,6y+) and inde-
pendent ok, are

X[bli(k)b], (—K)+by(—k)bj (k) ]}

[A(K)+B(k)—=Clji 1

= —2Jocos ¢ji — j1) 5jrj (€528, 1+ *28), )
—Dsin(¢j— ¢;1) 8ri(€%28), |11 —e %28, 1)
+6J,c08 djri— ;1)
X8 n(vebjr jr1t vk 6jr j-1), (7)
[AK) = B(K)=Clj jr1r="—2308:;(e%25/ 1 1

+87 26|’,|f1)+6J15|’|(Vk6j’,j+l

+V: 5]’,j71)1 (8)
Cj=2Jo[cod ¢ 11— j)tcod ¢ — b 1-1)]
+D[siN(¢j 11— ¢j) +SiN(dj— oy, -1)]
—6J,[coq )1~ @j) +coL dj_1;— D) ]
+18J;hcosp; , 9
where v, is the in-plane structure factor,
ye=3{explik,) +exd 3 i(— ket V3ky)]
+exl 51 (—ke—3ky)1}. (10

Note that?, is determined by the classical angleés . A

standard transformatiéf** to creation and annihilation op-

erators;/;rI and y; for the spin-wave excitations gives

H2=E2+S§ ,E. €1 (K) v} (K) v (K), (11)
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FIG. 1. Dependence of the reduced wave nundley, on the
reduced fieldh. The solid circles are the experimental results of
Ref. 21. Both the classical resifkolid line, from Ref. 25 and the
linear spin-wave resulfdiamond$ were found for in-plane spins
and isotropic exchangen=0); the latter were obtained only for
h=<0.38, as described in the text.

where the ground-state vallig=(0|#,|0) is

SN
E2: 2 3L2 2 2 €]|

The excitation(spin-wave energiese (=0) are found from

12

def (A—B)(A+B)—€1]=0; (13

this eigenvalue problem fo&’ 1 (k) is Hermitian, but the re-
sult for € (k) can be |mag|naryas when in-plane solutions
become unstable at intermediate figlds

The LSW analysis of quantum fluctuations in the C state
is straightforward™ of course the antisymmetric DM term
does not appear, and so quantum selection occurs just as in
the TAFM® For the IC statgthe 111 state of Ref. 25the
total energyE .+ E, was found as a function of the periad
and minimized with respect th to give the optimal wave
numberqg=2=/L; the Brillouin-zone integration in Eq12)
was performed using 500—1000 points. In the relevant field
region, the optimalL ranged from~70 a-b plane spacings
to ~150, large enough to justify use of the discrete model
and small enough that the diagonalization was practicable.

Figure 1 shows that LSW theofike classical theorsp)
fails to describe the experiment res@ttor q, although the
LSW results may flatten slightly with increasing field. Far
more seriously, LSW theory predicts an unobserved transi-
tion to the C phase dt~0.32, and so its predictions at larger
h are irrelevant. That is, LSW theory provides a worse de-
scription than does classical theory, by predgtanC phase
to exist for fields where experiment finds, and classical
theory predicts, an IC phase.

The failure of LSW theory to describe the IC phase of
CsCuCk at intermediate fields deserves further comment.
There are two points here. First, LSW theory predicts the
premature |G- C transition(at h~0.32) because it finds the
C-state energy more accurately than it does the IC-state en-
ergy. The C-state energy is found by choosing the classical
configuration (for example, the colinear state at=1/3)
which minimizes the total enerdy,,+ E,, but such a choice
is not possible for the IC state. Second, LSW theory fails for
the more profound reason that the classical IC state is a poor
approximation to the quantum IC state: LSW theory does not
take into account the breaking of the continuous degeneracy
in determining the spin structure of the IC phase. Conven-
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tional IC phases have domain walls where the order param- H H H
eter passes rapidly through commensurately forbidden val-
ues, from one commensurately allowed value to another. The

classical, in-plane IC structure of CsCuClis very
different?® it can be described instead as a sequence of de- ﬂ;‘
generate C statedoosely, a “spatially varying commensu-

rate state’); domain walls are well defined only very close to
the IC-C transitiorf®> But quantum fluctuations destroy the
continuous degeneracy and so the quantum IC state at even
small fields will have the conventional IC structure described
above. The quantum structure is very different from the clas-
sical one, and thus is difficult to obtain by the perturbative
approach of the ¥ expansion.

We believe that extension of the analysis to higher order
(including the spin rearrangement due to quantum fluctua-
tions, as in Refs. 38, 40, and ¥@ould be futile; for ex-
ample, it would still be difficult to find the two energies to
the same accuracy. Further, the extension is computationally
out of reach, entirely without appeal, and even not possible if
7=0 (the classical ground state cannot be found for d ©
h=0.38).

A very different approach is required.

(@ (b) ©

FIG. 2. The five states, the umbrella stés¢ and the four co-
planar stategb)—(e), used in the examination of the phenomeno-

logical energyEq -
Ill. PHENOMENOLOGICAL TREATMENT

OF QUANTUM FLUCTUATIONS S=7/2 system GEu), and Ref. 6 pointed out that such a
term may have the same consequences as quantum fluctua-
tions. More to the point, a biquadratic coupling term
has appeared explicitly in analytical treatments of quantum
(and thermal fluctuations*'#7-51
The following tests the phenomenological theory by com-

paring its predictions with those of theSléxpansion, for the

AFM. We minimized the total phenomenological energy

The most important effect of quantum fluctuations in this
problem is the breaking of the TAFM classical degeneracy
The TAFM part of the Hamiltonian of Eq1) contributes to
the energy at both the classical leyptevious sectionand
the quantum level. The following describes an innovative
method to treat the quantum contribution, establishes its v
lidity, and applies it to CsCuGlin transverse field.

The innovation is to represent the quantum contribution 3

henomenologically by the term
P glealy by Eoa=N2, (2315811~ ueH- §/3- (85 ) ¥S]

Js (15
Ene=— 2y 2 (Sn*Sin)?, (143 _ S _
Sy n to determine the spin configurations and the energies for the
plane spinsEj, simplifies to y deg '

respect to the direction ¢1. We omit the expressiorigasily

NS b obtained for the energies, quoting only the following results.
Epuer= — 322> >, coX(bisq1—by). (14b) (a) The umbrella state: The angfebetween the spins and
LiZi =1 e the field is found from
The total energy, a function of the classical vectSts, is 18J,Scosp— 9 J,Scosp(3cop—1)=gugH. (16)

Eiota= Eat Efuct- The classical energl, is proportional to

§%; the fluctuation energyEq, contains, in principle, all This state exists for ab<Hsg: it is optimal at no field>0.

higher-order terms in the $/expansion. The coefficied}, is (b) The coplanar statey; =1, ¢3=— ¢, With sing,#0:
positive (quantum fluctuations reduce the energy of, say, therhe angleg, is found from

colinear state nedr=1/3 in the TAFM and is essentially a
free parameter, although it can be estimated as describeds 3,5(2cosp,— 1) 6 J,Scosp,(1+2c0s2p,) = gugH.
below; it vanishes as $/asS—oe, but contains in principle (17)
higher-order terms as well.

Note that we do not add a biquadratic coupling term to theThis  state exists, and is optimal, for <H<H;
Hamiltonian; such a term cannot contribute foBa 1/2 sys- =6(J;—3J,)S/gug.
tem like CsCuCl}, and its appearance in the expression for (c) The colinear statep;=m, ¢,= ¢$3=0. This state is
the total energy is therefore at the phenomenological leveloptimal at intermediate fieldsH;<H<H,=6(J;+J,)S/
Of course such terms appear in the Hamiltonians of system@ug; the magnetization is one-third the saturation value.
with S>1/2; they have been studied previoughs in the (d) The coplanar staté;= ¢, with sing,#0: The angles
classical theo? of the plateaff in the magnetization of the ¢, and ¢, are determined by
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123, Ssin( 1 — ) —6 J,SsiN(2¢1 — 2¢p) =gupgHsing, 0.04

(183 0.02

- 0.00

sing, + 2sing,=0. 180 5 -0.02

b1+ 25ings (180) g 0%

This state exists, and is optimal, foH,<H<Hg ®  -0.06

(e) The coplanar state);=0, ¢3=— ¢, with sing,#0: -0.10
The angleg, is found from 01%0 02 04 06 08 1.0

6J,S(2cosp,+1)—6 J,Scosp,(1+2c0s2h,) =gugH. h
19 FIG. 3. Comparison of the linear spin-wave redtjt (squares

. . L . . and the phenomenological energy, (lines, with J,=0.2 K, to
This state exists for aH <Hs; it is optimal at no field>0. st order inJy) for the five commensurate CsCuGitates corre-
The phenomenological theory then predicts the followingsponding to the states of Fig. 2. The figure gives the energies
phase sequence &b is increased: statéh) — state(c) —  E,—E,, etc., of statega)—(d) relative to that of statée); the energy
state(d) — aligned state ¢;=0); it predicts also a plateau of state(b) is plotted only forh<1/3, that of(c) only for h=1/3,
in the magnetization foH ;<<H<<H,. These results agree in and that of(d) only for h>1/3.
all respects with those of the microscopic $)Ltheory for
guantum fluctuations in the TAFM. There are some differ- _ : : (2) (2) \5_ :
ences with respect to the transition fields, H,, andHg: 230(S1-1% S0 F2030(Sii 1+ S ) 27 D(S;

First, quantum fluctuations do not renormafiz¢ég, which —S |_)XZ+ 6J31(S_1;+S11)—gusHX—2 1S,
remains 18,S/(gug) in the isotropic model. Second, the b R ™
phenomenological theory givés$, /Hgs~(1—2J,/J,)/3 and — 63,5 (S-1-S0S -1+ (S+1)- S+ 1,1=0,
H,/Hg~(142J,/,)/3, whereas LSW theoby gives 20)

H,/Hg~(1-0.0845)/3 and H,/Hg~(1+0.215K)/3; the

first are symmetrical about 1/3, the second not. Comparisoplus the constraints of Eq3b); for in-plane spins, these
of the expressions foH; andH, gives the rough estimate simplify to

2SJ3,/J,~0.1-0.2, but comparison of the energies may give

a different value; in any case, these estimates apply to the 2 JoS[Sin(¢j — ¢j-1) +SIN(¢j — @j1+1)]— DS coq ¢,
TAFM only, and the value appropriate to other models may

be significantly different. = #j1+1) ~COL Py~ ¢y 1-1) ]+ 6,9 sin(¢
Having shown that the phenomenological theory provides —¢j_1)) +Sin( b — ;1)) ]1— gueHsing;,
a good qualitative description of quantum fluctuations in the . .
TAFM, we next test it quantitatively for the energies of the — 31,9 siN(2¢j; =26 1)) +SIN(2¢j—2¢}41))]=0.
five C states of CsCuGlderived from the TAFM states of (21)

Fig. 2. The phenomenological energieg,.; are the same as
for the TAFM and are independent &f. The LSW energies Scores of solutions of these equations were studied, as de-
E, («S), which depend onl,, were found’ by standard scribed in the Appendix. We usk=0.13 K, as discussed
methodg see Eq(12)] using the parameter valudg=28 K,  below, and define the reduced field las gugH/(183,S);
7=0,J,=4.9 K andS=1/2 ; a separate comparison should note that saturation occurs slightly beldw=1. The phe-
really be made forp=8.6x10"2 but this seems unwar- nomenological term has no effect Ht=0 and only weak
ranted. To make a fair comparisoi4 is only the leading effects at smallH, but major differences are found for
qguantum correction we foundEg, to only first order inJ,; H=HJ3.
this means, for example, that epsh=gugH/181,S for the For isotropic exchanger(=0), the ground state is incom-
umbrella state. Figure 3 plots the two energies for statemensurate up téls. The in-plane solutiof? is optimal for
(a)—(d), relative to state(e) (which exists over the entire 0<h<0.38; above this field, two out-of-plane solutions
range O<H<Hgand so makes a convenient reference state compete, their energies crossing several times. That is, quan-
Good agreement is obtained fdy=0.2 K (253,/J,~0.04)  tum fluctuations destroy the glassy phase of Sec. Il B.
and so we expect that the phenomenological tEg; cap- More appropriate for CsCugGlare results for the experi-
tures well enough the breaking of the classical degeneracy bipental anisotropy #=0.0086). Including quantum fluctua-
quantum fluctuation¥? Our previous investigatidn of the  tions at the best level presently possible, by means of the
C-state spin configurations gave the resits/Hs~0.31  phenomenological theory, we find the results of Fig. 4 for the
andH,/Hg~0.37; these correspond t®2,/J;=0.03 and IC wave numberg. The agreement with experiméhtis
0.05;, respectively, in reasonable agreement with the abovenoderately good: The plateau occurs at about the observed
value (0.04). BecauseE, is only the first-order correction, a value of g/qy and over about the correct field range; al-
moderate adjustment df, is acceptable; in fact, an effective though measurements are available onlyHe=13T or
J, smaller than 0.2 K is suggested by the next correcfiah  h=0.43, it appears, however, that the theoretical value drops
fields just belowHg. prematurely. As befor& the IC—C transition (here at

The phenomenological approach was then applied to the=~0.44) occurs because in-plane spins must pass through
IC phase of CsCuGl in a transverse field. The Euler- high-energy(commensurately forbiddenconfigurations as
Lagrange equations for the total energy+ Eq, are they wind; out-of-plane spins are disfavored by the aniso-
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method used to solve the Euler-Lagrange equations; it is un-

1.0 necessary when the energy is minimized directly. Because
0.8 the period is discretel(is an integey, the accuracy to which

< 0.6 the energy and the wave numbgr27/L can be deter-

= mined is limited, but better values are easily found by inter-
0.4 polation or by generating composite solutiofjigin two or
0.2 more identical solutions to get a new solution and minimize
0.0 its energy with respect to the new perjiod

00 01 02 03 04 05 In general, the number of out-of-plane IC solutions in-

h creases enormously foh=0.4, and the question arises
whether one can be reasonably confident that the optimal
_(lowest-energysolution has been found; guides are whether
‘the solution is simple, whether it is optimal for a reasonably
large range of field, and whether other solutions are well
g‘eparated in energy. Too often we found the optimal solution
to be neither simple nor obvious, and so it was necessary to
generate and investigate scores of solutions. These were gen-
:?ated at various values df and L as follows: Random

[

FIG. 4. Dependence of the reduced wave nuniey on the
reduced fielch. The circles are the experimental results of Ref. 21
the structure is unknown beyotid=0.43. The line gives the theo-
retical results based on a phenomenological treatment of quantu
fluctuations (,=0.13K), for weak easy-plane anisotropy
(7=8.6x10%); the commensurate state is stable lior0.44 .

tropic exchange and the quantum fluctuations, as well as
the DM term. The magnetization is moderately rounded ne

?agvlég'.'rﬁ: '\?aﬁl)g;eigiiﬁ‘? %ggecﬁggiin&rgjsgoittqlf\?m" energy; refined_ solutions were obtair_1ed _from the Eule_r-
s 2~ gives aLagrange equations. A solution found in this way was opti-
plateau inq, bu.t ne_|ther the _Ievel_of the plateau nor the field mized with respect tt, at fixedh. It was then followed as a
range over which it occurs is adjustable; no plateau is foungnction ofh, the solution at one period and reduced field
for significantly smallerd;, andq is ”0”210”0"0”'0 for sig- K peing used as a trial solution at the satmend a field
nificantly largerJ, (0.17 K for examplg™* In more detail, [+0.01; at eacth, the energy of the solution was minimized
the in-plane IC solutiof? is optimal forh<0.42, and the C \jth respect ta._.
phase is optimal froth=0.44 up toH=Hg; an out-of-plane For isotropic intraplane exchange € 0), and without the
IC solution is optimal over a small field rangAli<0.013)  term representing quantum fluctuations, the IC phase is
abouth=0.43, but we consider that it should not be takenglassy in most of the rangke>0.38; the optimal solution
seriously, given the sensitivity to the value pf cannot be identified with any confidence. The solutions are
Note addedSix months after submitting this manuscript, far more numerous than at smaller fields; they differ only
we were informed that neutron-diffraction experiménts slightly in energy for the most part; the solution optimal at
(with both pulsed field and pulsed neutrpive observed one field is often not optimal at nearby fields; solutions
the IC—C transition predicted by the phenomenologicalstable at one field are often unstable at nearby fields; the
theory; differences are that, experimentally, the wave numenergies of solutions often cross as the field is changed; at a
ber drops less precipitously, and the transition occurs a@iven field, the optimal solution is often complicated; and
H~0.58Hs, “well below the saturation field”(as in the =~ Many new solutions are found with additional random start-

Introduction, but larger than our 0.4 or “likely below N9 configurations at different values bfandL.
0.5Hs.” Likely the phenomenological theory can be im- The existence of out-of-plane IC solutions, and that they
p.rove%. can be optimal, can be traced, it appears, to the classical

degeneracy of the TAFM. Recall that the TAFM condition
>3 | S=3SH/Hg for H<Hg gives only three conditions
=1 S S
ACKNOWLEDGMENTS for the six variables needed to specify the spins on the three
We are grateful to H. Shiba, U. Schotte, A. V. Chubukov, Sublattices; some of this great freedom may carry over to the
H. Nojiri, and C. L. Henley for discussions and correspon-classical IC structure of CsCuglThis interpretation sug-
dence. This research was supported by the Natural Sciencg€sts that spins should remain in the planes if the interchain

alues were assigned to the phase angles; approximate solu-
ons were found by conjugate-gradient minimization of the

and Engineering Research Council of Canada. interaction is not frustrated; we verified this for a particular
model** Because quantum fluctuations in the TAFM favor
APPENDIX coplanar stategwith the spins and the field in the same

plang over noncoplanar statésuch as the umbrella state

The following provides details regarding the solution of the interpretation suggests also, as found by the phenomeno-
the Euler-Lagrange equatiol8) and the extensiof20). logical treatment of Sec. I, that quantum fluctuations

For given period. and reduced fielth=H/Hs, the 12 (treated at the proper level—this means going beyond LSW
equationgfor S and\;;) were solved by linearization about theory for the IC phase of CsCug)lshould disfavor out-of-
trial solutions and solution of the resulting linear equationsplane solutions. The anisotropy and quantum fluctuations
repeated to convergence; the trial solutions were obtainegombine to eliminate out-of-plane solutions almost entirely.
from solutions at nearby fields, by interpolation in solutionsfFinally, we mention that the argumef®ec. Il B for in-
at nearby periods, and by other means. Because the IC solgtane solutions fails because the in-plane IC structure forces
tions are not pinnedand the equations have many nontrivi- the spins to wind through high-energy configurations when
ally degenerate solutionsan additional condition such as h>1/3: for out-of-plane solutions, some spins can instead
)7-811:0 must be imposed; without it the linear equationsoscillate about a commensurate value, giving a rippled com-
are indeterminate. The extra condition results from themensurate state.
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