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Martensite-austenite transition and phonon dispersion curves of Fe ,Ni, studied
by molecular-dynamics simulations
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We have done molecular-dynamics simulations of EBli, employing a semiempirical model. We present
a phase diagram of the martensite-austenite transition temperatures as a function of the Ni concentration which
is in good agreement with experimental observations. In addition to this we have calculated the phonon
dispersion curves of Fe and Ni from the model. Results show that the vibrational properties of the metals are
well reproduced by the embedded-atom-method potentials. Finally, we have derived the phonon dispersion
relations of bcc FgNiyg. We find rather low energies of tHd10]-TA; phonons with a strong temperature
dependence which we attribute to instabilities of Ni in the bcc phase. We do not find any indications of a soft
mode at the martensite-austenite transition ip_EHi, . [S0163-182@8)01206-3

I. INTRODUCTION cal structure factor. We present the phonon energies at room
temperature along five high-symmetry lines. Special atten-
Although martensitic transformations have been studiedion has been paid to the dispersion of fi¢0]-TA; modes
for more than a century, the atomistic processes leading tehich we have calculated at several temperatures beyond the
the structural transition are still a subject of debate. Whileaustenite transition temperature. The results show a strongly
most studies of martensitic phenomena concentrate on tHémperature-dependent softening of f14.0]-TA; phonons
austenite to martensite transition, only little effort has beeryvell below the martensite-austenite transition temperature.
put into investigations of the reverse transformation. This is! Nis behavior is similar to experimental findings in the mar-
particularly true in the case of Fe,Ni, alloys exhibiting a tensitic transformation of some nonferrous all8ydn order
martensitic transformation from fcc austenite to bce martentC Understand these effects we have calculated the spectrum
site with decreasing temperatufgee, for instance, Ref)1 ©f Pure bce Niand Fe, using the lattice constant GjdNey

For these alloys only few data in the martensitic phase exist® obtal_n_ed in our simulations. Fr_om the resulting spectrum
. N, . : of bce Ni it can be seen that there is a general tendency of Ni
since there are big difficulties in the preparation of single

. . to destabilize the bcc structure.
crystals with bcc structure. Under such circumstances

molecular-dynamics simulation can be a powerful tool which
allows us to study the properties of the martensitic phase Il. DETAILS OF THE COMPUTATIONS
even beyond its stability boundaries. But, in order to obtain A. EAM potentials

physically relevant results, great care has to be taken in

choosing the model used for the description of the system in In our molecula}r-dynamlcs simulations we have em-
the simulations. ployed a model which has recently been constructed for the

) .__simulation of the austenite transition in ;FgNi, alloys?®
~In this work we present results of molecular-dynamicsy.c" 046l relies on the embedded-atom metkBAM),
simulations of Fe_,Niy alloys employing a recently devel- 54y ced by Daw and Baskésyhich allows for a better
oped semiempirical modéf’ Although bcc Fe_Niy alloys escription of the elastic properties of metals and alloys than
show ferromagnetic order at low temperatures, this mOdegrdinary pair potentials do. For details concerning the EAM

does not consider magnetism in an explicit way, but rathe(Ne refer to Refs. 6, 7. The potential enef§yof the system
only through the fitting of the potentials to some low-

. . . Is written as
temperature properties of the metals Fe and Ni. Despite this
shortcoming the model reveals a transformation from a bcc Z:(ri)Z:(r)
structure to a closed-packed structure with increasing tem- E=> F(p)+> % (6h)
i % ij

perature. We have studied the concentration dependence of
the transition temperatures and the orientational relatlonsh|p\ﬁhere the summations run over all atoms apds the dis-

of this transition with molecular-dynamics simulations. In . . ;
i . . . tance between the atomisand j. The embedding charge
order to see whether the model used in our simulations give : " . X
- e . ensity p; at the position of atom is approximated by a
a reasonable description of the vibrational properties of the . o
perposition of element-dependent contrlbutlorpia

pure metals, we have calculated the phonon spectra of Fe aritt a at -

Ni resulting from the potentials by diagonalization of the — PFe:Pni Of the surrounding atoms

dynamical matrix. Finally we have derived phonon spectra of

FesoNiy from molecular-dynamics simulations by calcula- pi=> p(ri). @)
tion of the velocity autocorrelation function and the dynami- A
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TABLE I. Parameters used for the calculation of the embedding TABLE IIl. Parameters determining the effective charge func-

charge densities. tions Zg, and Zy; . Charges are given in units ef , distances in
units of the appropriate equilibrium lattice constaats=5.42 a.u.
N, Nys R. (a.u) and 6.65 a.u. for Fe and Ni, respectively.
F_e 8 0.57 8332 r/age Zre Zte rlay Zyi Zy
Ni 10 0.85 8.777
0.0 26.0 0.0 0.0 28.0 0.0
0.70 1.4403 0.60 0.9874
Like Daw and Baskéswe use the appropriate douhjavave 0.87 0.2452 0.71 0.1596
functions ¥ of Clementi and Roettifor the calculation of 0.94 0.1491 0.85 0.0 0.0
the atomic contributions 1.00 0.0734
1.20 0.0 0.0

Pat(r):N4s|\I’4s(r)|2+(Nv_N4s)|q,3d(r)|2_Pc- ©)

HereN, andN, are the numbers of valence asdymmetry ~ these configurations, simulations were done in the NTP en-
electrons. In order to get a finite interaction rang&r) is ~ semble generated by the Nesleover thermostat
truncated at a cutoff raditR, between the third- and fourth- method®*’combined with the Parrinello-Rahman scheffe.
nearest-neighbor shells and the constant ghifs appliedto 1€ latter method had to be used in order to be able to

obtain a continuous behavior of the embedding charge dergMulate a structural phase transition with a volume change.
sity atr=R,. The values oN, , N ., andR, used for Fe tarting about 300-500 K below the transition temperatures
C* v S C

and Ni in this work are summarized in Table 1. the temperature was increased in steps of 100 K well below

. X . . the (estimatedl transition temperatures and in steps of 25 K
The first term in Eq(1) is a sum of the embedding ener- near the transition. At each temperature 5000 simulation

gies of the atoms, while the second term represents a pa'E'teps(?.S ps were performed until the structural transition
M5ccurred. At the structural transition deviations from the cu-

bedding functionsF;= Fr, Fn; and the effective charged
=Zre,Zyni @re cubic spline functions. The parameters of TABLE IV. Experimental data and the corresponding calculated
these functions have been determined by a fit to experimentaplues used in the fit of the parameters of the potential. Phonon
data of the lattice constants,, sublimation energie€,, ~ frequencies are given in THz.

elastic constant€,,, C;,, andC,,, vacancy formation en-

ergiesk, , and some selected phonon frequencies of pure Fe Fe Ni
and Ni. The parameters of the potential are summgrized in Expt. Calc. Expt. Calc.
Tables Il and lll. In Table IV we compare the experimental
data used for the fit and the theoretical values, calculated, (a.u) 5.42 5.42 6.65 6.65
from the EAM potentials. Additionally the energy differ- E (Ry) 0.315 0.315 0.327  0.327
ences between the bcc and the fcc structure of the metals ag (Ry) 0.110 0.109 0.110 0.109
reported. Epec— Eree (MRY) -366 —279 44® 339
Cy; (10% dyn/cn) 2.43fF 2510 2618 2279
B. Molecular-dynamics simulations Cy2 (10% dyn/cn) 1.38T 1.304 1-503 1.563
. . . : : Cy4 (10* dynicn? 1.219 1.187 1.317 1111
With the model described in the preceeding section we aa ynferr)
performed standard molecular-dynamics simulafidresn- q:0.6852_”[111] 57% 512
ploying the Verlet algorithm with a time step of 1.5 fs and Qo
periodic boundary conditions in all of our calculations. In 8.0¢ 8.63
order to determine the transformation temperatures we have 5, Lia
performed a series of simulations starting with initial con-4=——[333] 888  9.04
figurations of 1024 atoms, arranged on an ideal lattice of 8 0 404 4.06
X 8X 8 cubic bcc cells. The concentration of the randomly : '
distributed Ni atoms varied in the range 69 <40%. With q= i_ﬂ[l 00] 8.56 8.46 8.58 9.15
0
TABLE Il. Parameters determining the embedding functions 6.27 6.29
Feeand Fy; . Energies are in units of Ry. The embedding densities
are given in terms of the equilibrium densitigg,=2.776x  q=—[330] 9.2¢° 993 768 781
1073 a.u. and 4.18%10 3 a.u. for Fe and Ni, respectively. ao
6.46° 6.03 615  6.44
plpo Fre Fr Fui ¢ 4.4F 427 436 406
0.0 0.0 0.0 0.0 0.0 dReference 9.
0.5 —0.2823 —0.2695 PReference 10.
1.0 —0.4276 —0.3961 ‘Reference 11.
2.0 —0.3030 —0.2654 dReference 12.
2.3 0.0 0.0 0.0 0.0 “Reference 13.

fReference 14.
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bic shape of the simulation box occurred which allowed the

detection of the phase transition. Additionally the structure gaa(q,w)=J
of the system was monitored through calculation of the radial -
distribution functiod® which also reflects the phase with

transition? Another system of this size with a Nickel con- 1
centrationx=20% (205 atom$ has been simulated over a a a - a @
complete temperature cycle between 0 and 1000 K in steps (wn(Bo5(0)) MN zr EJ: Unej(tFDon(n)- @)

of 25 K. . . ) ) HereM is the number of time steps used for the calculation,
The phonon-dispersion curves were derived from S|muIaRg is the ideal lattice position of particle, andv 2(t) is the

tions with on_e_configu_ration of ]>2_12>< 12 bec cells(3456 a component of the velocity of particke at timet. It can be
atoms containing a Ni concentratior=20% (691 atoms seen from the definition in Eq7) that the velocity autocor-

The martensite-austenite transition temperature of this CONlation functiong,,,(q,) does not show an anomalous
figuration is 750 K. Since the Parrinello-Rahman scheme an one behavior ﬁ;‘“ célse of a purely harmonic system

tf:e Nostﬁ—mc;lver thzrmosta}t change tEe dt:alf)m%”e.s oofl fthe +(Q,w) is proportional to the phonon density of states.
atoms, the pnonon-dispersion curves nad to be derved TONye ¢aicylated the velocity autocorrelation function similarly

simulations with fixe_d simul_ation cell and constant energyy, e dynamical structure factor by using the velocity data
(NVE ensemblg .Th's required the determl_natlor_n of the of every tenth simulation step of runs with a total length of
zero-pressure lattice parameters of the configuration. Belogc? 000 steps

the austenite transition temperature these could be obtaine

[

43, gotgiarnt] n(H26(0)

(va(0)v5(0))

}. )

from simulations with the Parrinello-Rahman scheme. Above IIl. RESULTS
the austenite transition temperature we used lattice param- _
eters extrapolated from the low-temperature data. By doing A. Phase diagram

so we were able to investigate the vibrational properties of On heating we observe a structural phase transition of the
the alloy in the martensite phase even beyond its stabilitgystem in our simulations. Previous studiskowed that the
boundary, since the fixed simulation cell suppresses thgcc structure transforms to a close-packed structure with
structural phase transition. At each temperature 40 000 simistacking faults. An analysis of the orientational
lation steps(60 ps were done, using the atomic positions of relationshipg?* revealed that during the transformation
every tenth step to calculate the dynamical structure factor(llo)bcc planes transform into (111) planes leaving unro-
tated ond 001],. direction parallel to these planes. After the
1 o Loy o transformation this becomes tl&10]¢.. direction of the
S(g, )= N f ﬂel tiEj (eIR@eaRIM),  (4) austenite phase. This is an example of a Nishiyama-
’ Wassermann orientational relationshipapart from the

which is closely related to the cross section measured iffct that the (11Q). planes are slightly rotated around

neutron-diffraction experiments.Here N is the number of 001 Jocc- i , ,
particles ancR; is the position of atoni at timet. While in The behavior of the potential energy of agffdi, system
the case of a nearly harmonic syst@fg,») shows sharp OVer @ complete temperature cycle in our simulations is

peaks at the phonon frequencies, anharmonic effects lead ghown in Fig. 1. During th.e structural phase transition taking
finite phonon lifetimes which broaden the peaks of the dy-P/ace at 700 K the potential energy of the system goes down

namical structure factor and shift them to lower frequenciesPY @Pproximately 0.2 mRy. This shows that the structural

For a harmonic oscillator which is damped by a stochasti€h@nge is not an equilibrium phase transition but is strongly

friction, the dynamical structure factor can be shown t#be Overheated. The other possibility that we were simply an-
nealing to a more stable phase is clearly excluded by the

behavior of the potential energy at low temperatures in Fig.

l'o (5) 1. Nevertheless, the drop of the potential energy during the

(0?— wg)?+(Fw)?’ phase transition is remarkable, since it reflects the fact that
the specific hea€,, of the high-temperature phase is lower

where M, is the particle massp, is the frequency of the than the specific heat of the low-temperature bcc phase

undamped oscillator anfl is the friction constant. In the which can also be seen from Fig. 1. This means that the

h
7TMO

1
1— e*hw/kBT

S(w)=

classical limitz—0 this result is reduced to entropy of the bcc phase is growing faster with temperature
than the entropy of the close-packed phase. Therefore, in
1 r order to explain the occurrence of the phase transition, it

S(w) (6)  must be concluded that in the limiit— 0, where the entropy

= 7__2\2 2-
™keT (0%~ wp) "+ (yw) of a classical(harmonig system goes to minus infinity, a

finite difference between the entropies of both phases re-
It has been pointed out by Zhawg al?! that the dynami- mains, which tends to favor the close-packed phase. This
cal structure factor can show an anomalous Brillouin-zonavould mean that the phonon density of states at low frequen-
behavior. This is especially important if transversal phonorcies is higher in the close-packed structure than in the bcc
modes are considered since in this case one has to clhjoosephase. If this is true, the correct quantum-mechanical treat-
vectors apart from the first Brillouin zorfé These problems ment of the phonons would lead to a higher specific heat of
can be avoided if the phonon frequencies are derived fronthe close-packed phase phase at low temperatures. It should
the velocity autocorrelation functiéh be noted that in pure iron at the vy transition the specific
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Ni concentrationsx>34% the austenite transition cannot be
observed experimentally since there is no martensite transi-
FIG. 1. Potential energy of gNi, in our simulation during  tion at these concentrations. However, it is possible to start
one complete temperature cycle starting at 0 K. simulations with a low-temperature bcc structure. Therefore,
on the right side of Fig. 2 only results of simulations are

heat of the bcc phase is also considerably higher, whiclghown. Another difference between simulation and experi-
gives rise to they- transition at higher temperatures. The ment is given by the fact that experimentally there is not one
fact that it is very difficult to obtain the austenite-martensitedefinite transition temperature but an interval given by the
transition in simulations with the potentials used in this workaustenite start and austenite final temperatdtgsand A;.
without the inclusion of an unphysically high number of va- When the temperature increases frégto A¢ an increasing
cancies has been discussed elsewh&termally we find the  fraction of the sample is transformed from martensite to aus-
same behavior as in Fig. 1, where the system stays in thinite. In contrast to this in the simulations the system trans-
close-packed phase down to the lowest temperatures.  forms rapidly at one temperature. This is a result of the small
In Fig. 2 the transition temperatures of the austenite transystem sizes feasible in simulations together with long-range
sition observed in our molecular-dynamics simulations ares|astic interactions which prohibit phase coexistence on this
compared with experimental results taken from Ref. 1. Folength scale. Within these restrictions Fig. 2 shows a good
agreement between simulation and experiment. Additional
simulationé* have demonstrated that the actual transition
temperature in the simulation depends not only on the Fe
concentration but also on the particular configuration of the
atoms and the simulation time. The latter is a result of the

Temperature (K)

1200

1000 fact that we deal with an overheated transition of first ofder.
. Due to these uncertainties deviations from the calculated
< transition temperatures shown in Fig. 2 can occur which can
S be as large as 100 K.
© 800
2
§ B. Phonon-dispersion curves of the metals

600 In a recent worf® it has been pointed out by Simonelli

et al. that EAM potentials often fail to reproduce the experi-
mental phonon-dispersion relations. Therefore, we compare
in Figs. 3 and 4 the phonon spectra of pure Fe and Ni, re-
400 1 L L sulting from our EAM potentials, with experimental data ob-
0 Ni 20 40 tained at room temperature. These data were obtained by
i conc. x (at. %) . L . A . .
diagonalization of the dynamical matrix without simulations.
FIG. 2. Martensite-austenite transition temperatures oflt can be seen that our model gives a good overall description
Fe, _.Ni,. Circles represent results of our m0|ecu|ar-dynami(;50f the vibrational properties of the metals. In order to Clarify
simulations. The line results from a linear fit to these data. Squarethe effect of alloying on the phonon-dispersion relations of
and triangles represent measured transition temperaReés]) A,  the metals we show in Fig. 5 the spectra of bcc Fe and Ni at
andA;, respectively. the lattice constard,=5.437 a.u. This is the lattice constant
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FIG. 4. Phonon-dispersion curves of fcc nickelTat 0 K. The FIG. 5. Phonon-dispersion curves of &lid line) and Ni(dot-
solid lines are from calculations incorporating the EAM-potential, ted ling in the bcc structure af=0 K calculated from the poten-
and symbols are experimental data poifRef. 14. tials, using a lattice constaat=5.437 a.u. Negative energies mean

negative squares of frequencies.

we obtained for FgNiz at T=300 K in our simulations. e gata in regions of high phonon energies is an effect of
While the Fe spectrum shown in Fig. 5 differs only slightly gamping and finite simulation time. Evaluation of the pho-

from that in Fig. 3, due to the larger lattice constant, it can be,on frequencies from the position of the peaks of the dy-
seen from Fig. 5 that Ni is not stable in the bcc structurenamical structure factor gave essentially the same results.
Negative squares of frequencies occur aroundNhpoint  Only at phonon energies as high as 40 meV the latter method

and along thg110] direction. A similar instability has been gives somewhat lower energies due to the shift of the peak
found in electronic structure calculations of Ni which revealmaxima which is caused by the damping.

a negative elastic consta@t (Ref. 28. A comparison of the spectra of the pure metals in Figs. 3,
4, and 5 and the allogFig. 6) shows that the spectrum of the
C. Phonon-dispersion curves of the alloy alloy is closest to that of iron at its equilibrium lattice con-

stant. The frequencies of the alloy are even higher than those

From the molecular-dynamics simulations we obtainedof the metal, except for the low lyingl10]-TA; branch. In
the phonon dispersion of giy, at T=300 K along five  contrast to this the spectrum of pure Fe at the lattice constant
high-symmetry directions. The results are presented in Figof the alloy in Fig. 5 shows significantly lower phonon en-
6. These data were obtained by evaluation of the maxima ddrgies. The influence of Ni is largest near tRepoint and
the peaks in the velocity autocorrelation functigg,(dq,»).  along the[110] direction, i.e., in those regions, where Fig. 5
Very striking are the small energies of tHel10]-TA;  exhibits instabilities in the bce structure of Ni. According to
phonons(polarization alondg110]) and the crossing of lon- Fig. 5 the crossing of the modes alofi0] in the alloy can
gitudinal and transversal modes near theoint along the also be attributed to the addition of Ni.
[100] direction. It can also be seen that the energies of the It is known that[110]-TA; phonons play an important
longitudinal mode around thi point of the Brillouin zone role in bce-fee structural transitiorfs. In NiAl it is also
and around thél point are unusually high. The scattering of known that theg 110]-TA; branch of the bcc structure exhib-

50H [¢¢¢] ' [00¢] H[¢1] N [2%2¢ N [¢0] T
3 40 —
£ FIG. 6. Phonon-dispersion
gl curves of FgNiy, at T=300 K
Y .
£ 30 determined  from  molecular-
3 dynamics simulations. Data points
bl and error bars represent averages
uc.l 20 and standard deviations of the re-
o sults of the evaluation df ,(q, )
o in crystallographically equivalent
S directions. Lines are drawn as a
& 10 guide to the eyes.

] 1 ] |

0
1.0 0.75 05 025 0.0 051.00.0 051.0 0005 0.0
¢ (27 ay)
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FIG. 8. Temperature dependence of the energy of the phonon

with wave vectorq=ﬁ[110] and polarization alonj110]. The
FIG. 7. Phonon dispersion of ti&10]-TA; branch of FgyNiyg line results from a linear fit to the data points.

determined from molecular-dynamics simulations at different tem-

peratures. damping and lifetime effects can lead to a shift of the peaks
in the dynamical structure factor. Similar effects have also

its temperature-dependent anomalies above the martensitic
transformatiorf. Therefore, we have calculated the phonon-
dispersion curves of [ggNi,g along this direction at different
temperatures by evaluation of the positions of the peaks
the dynamical structure factor. While the longitudinal and
transversal TA mode exhibit only slight changes with tem-
peraturgless than 10% up to 300)Kthe energies of the TA te
mode exhibit a strong temperature dependence. This can hé
seen in Fig. 7, where the dispersion relations of the
[110]-TA; phonon branch at different temperatures are
shown. Between 300 and 800 K the phonon energies ar
reduced by about 50% along the whole branch. In the limit
g— 0 this corresponds to a reduction of the elastic constang
C’ which determines the energy of one of the shears neceg;
sary for the bee-fee transitiof?.

een observed experimentally in the bcc to hep transition of
the elements Ti, Zr, and HP~3! Therefore, we have fitted
otpe dynamical structure fact@®(q,) to a function of the
type of Eq.(6). Results of the oscillator energiés g and the

friction coefficientsl” are given in Table V for somg vec-

tors referring to different polarization directions and at the
mperature§ =300 and 700 K. This table shows that there
are strong effects in the friction constdnin all parts of the

TABLE V. Results of fits of the dynamical structure factor
g,w) to a damped harmonic oscillator mod@&g. (6)]. Phonon
nergiesi wg and friction constant¥ are given in meV. In order to
istinguish different polarization directiol®q,») has been evalu-
ted atg= (27/ay)[(n/12) Q+ G], whereG is the wave vector of

a Bragg peak along the corresponding polarization direction.

Regarding the fact that the particular configuration used

for the calculation of the phonon-dispersion curves exhibits

T=300 K T=700 K

the austenite transition well below 800 K, it is unlikely from
Fig. 7 that Fg,Ni, has a soft mode in thel10]-TA; branch  Q Po. G n  fiwg r i r
gt the transition temperature. This is illustrated more charI;E]foo] LA 0 1 7528 0900 7140 1.390
in Fig. 8. Here the temperature dependence of the energies 4 28135 4777 95048  7.449
the phonons with the lowestvector accessible in our simu- 12 44'580 15'772 42'777 25'611
lations is shown. One can clearly see a linear temperature ' ' ' :
dependence up to and beyond the transition temperature. Ex- TA [100 1 5482 0964 5279 1145
trapolation of the fit in Fig. 8 shows that the energy of this 4 22173 4518 21.335  9.945
mode would go to zero arouri= 1120 K. Therefore, it can [110] LA 0 1 12979 2025 12336 4.141
be stated that the phonon anomalies observed in our simula- 6 48.831 16.570 45352 20.407
tions give no sign of a soft-mode transition. This is consis- TA; [002 1 7738 1251 7.445 2149
tent with experimental observations in other systdemg., _ 6 31508 9.667 30.765 16.259
NiAl, Li) exhibiting martensitic transformations from a bcc TA; [1100] 1 2797 0557 1549 0.739
austenite to a close-packed marten$iélevertheless, it has 6 10.168 2.100 6.443 3.068
to be kept in mind that we have not directly probed the[111] LA 0 1 16.494 2675 15701 4.204
elastic behavior of the system right at the zone center. . 4 43368 12.130 40.530 15.778

The last question addressed in this paper concerns the TA [1100 1 6.149 1.080 5.369 1.302
occurrence of lifetime effects accompanying the frequency 4 25.034 5280 23541 10.534

shift of the TA; mode. It has already been discussed that
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FIG. 9. Dynamical structure factd(q,w) at T=300 and 700 K. Dotted lines show the results of molecular-dynamics simulations
broadened by a linewidth of 0.5 meV, solid lines represent fits of these data to a damped harmonic oscillatpEgqu¢a)d!

Brillouin zone and all polarization modes. However, theselead to a bad description of the energy difference between
effects do not account for the shift of the peak maxima of thehe fcc phase and the bcc phase at low temperatures and
TA; modes along thg110] direction. This is the only mode thereby suppress the austenite-martensite transition. On the
showing a considerable effect of the frequengy. This is  other hand, the good agreement between the transition tem-
further illustrated by Fig. 9 which shows the dynamical peratures with experiment shows that entropy contributions
structure factor and the corresponding fit functions of all po-of Jattice vibrations play an important role in the martensitic
Ia_1r|zat|qn modes at thbl_ point. The strong oscillations of the  ansformation in Fe Ni,. As has been pointed out, the
simulation results in Fig. 9 are a consequence of the smallyserved behavior of the specific heat in our simulations is
signal amplitude and the finite simulation time. It should also, g similar to the behavior of pure iron. Since in pure iron
be noted that the fit results given fer, in Table V agree g gives rise to the~6 transition the same might be true for
very well with the results in Fig. 6 obtained from the position 5, model system, though, we have not succeeded in observ-
of the peaks of the velocity autocorrelation function. ing such a transition so far.
The good agreement between experimental and calculated
IV. SUMMARY AND CONCLUSIONS phonon-dispersion relations is a consequence of .the fact that
we have used selected phonon frequencies during the con-
Our molecular-dynamics simulations of the austenite transtruction of the potentials. This is in accordance with Ref.
sition in Fg_,Ni, reveal that the model developed for the 26, where it is stated that it should be possible to obtain a
description of these alloysreproduces the experimentally reasonably good description of the vibrational and elastic
observed martensite-austenite transition very well. On th@roperties of Fe with EAM potentials. Ni should even work
other hand, it is has been discussed in Ref. 3 that the corrdetter. Nevertheless, the good agreement between experi-
sponding austenite-martensite transition cannot be found iment and model in the case of the pure metals does not
simulations using this model without the inclusion of high necessarily lead to a good description of the alloy, since the
defect densities. This is due to the fact that the potentiaproperties of the alloy did not enter into the construction of
includes no explicit magnetic terms. Magnetism enters théhe potentials.
model only in the fit to the experimental data. This might We have used two distinct methods for the evaluation of
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the phonon spectra. While the velocity autocorrelation funcdriven shifts of the phonon frequencies cannot be explained
tion g,,(q,®) does not show anomalous Brillouin-zone be- by means of shorter phonon lifetimes, though damping ef-
havior the dynamical structur§(q,) factor can be com- fects can be seen all over the Brillouin zone.
pared directly with data from neutron-scattering experiments. According to our knowledge, up to now there are no ex-
Differences between the two methods occur at high phonoferimental data available of the phonon-dispersion relations
energies, where the peaks of the dynamical structure factff Fe,Ni,,. In pure bcc Fe a similar, though less pro-
are shifted by damping effects. Fitting &(q,@) t0 @ pounced, softening of thé110]-TA; branch has been
damped harmonic oscillator model brings both methods in gpserved? It is possible that the EAM potentials overesti-
line and gives additional information about phonon lifetimes.mate the temperature dependence of the phonon spectrum
The phonon-dispersion curves of giléi, derived from  que to the missing treatment of magnetism which in turn
molecular-dynamics simulations are dominated to a high demight lead to similar effects as described in Ref. 33. How-
gree by the spectrum of pure Fe at its equilibrium latticegyer, it is very likely from Fig. 6 that the temperature-driven
constant. The low lyin¢110]-TA; mode can be attributed to  reduction of thg 110]-TA, branch is enhanced by the addi-
the instabilities in the spectrum of bce-Ni along this direc-tion of Ni due to the instability of bcc Ni shown in Fig. 5. It

tion. Similarly the crossing of the frequencies of longitudinal would be very interesting to see if these theoretical predic-
and transversal modes near tHepoint is a direct conse- tjons can be confirmed experimentally.

guence of the vibrational properties of Ni with bcc structure.
The strong temperature dependence of{thE0]-TA; mode

in our simulations is similar to that observed in bcc austenite
systems. This leads to the conclusion that in_R&li, the
bcc structure becomes unstable by a similar mechanism as in R.M. wishes to thank M. Acet, H. C. Herper, and S.
the nonferrous systems. This is consistent with the very largeubeck for many helpful discussions. We gratefully ac-
hysteresis of the transition temperatures in E&i, and the knowledge the Hohstleistungsrechenzentrumlidh, Ger-
fact that fcc Fe remains metastable even at very low temperanany, for giving us CPU time on its Intel Paragon and Cray
tures. Fits of the dynamical structure factor to a damped3E parallel computers. This work has been supported by
harmonic oscillator model revealed that the temperatur¢he Deutsche Forschungsgemeinsck@fB 166.
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