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Non-Ohmic effects in hopping conduction in doped silicon and germanium between 0.05 and 1 K

J. Zhang® W. Cui,” M. Juda* and D. McCammon
Department of Physics, University of Wisconsin, Madison, Wisconsin 53706

R. L. Kelley, S. H. Moseley, C. K. Stahle, and A. E. Szymkowiak
NASA/Goddard Space Flight Center, Greenbelt, Maryland 20771
(Received 22 September 1997

We have studied non-Ohmic effects in hopping conduction in moderately compensated ion-implanted Si:P,
B (bothn- andp-type) and neutron-transmutation-doped Ge:Ga,As over the temperature range 0.05-0.8 K and
up to moderately strong electric fields. In the limit of small fields, where the current is proportional to applied
voltage, the resistivities of these materials are approximated over a wide temperature range by the model of
variable range hopping with a Coulomb gap= p, exp(T,/T)Y2. The samples included in this study have
characteristic temperaturdg, in the range 1.4-60 K for silicon, and 22—-60 K for germanium. We have
compared our data to exponential and “hyperbolic-sine” field-effect models of the electrical nonlinearity:
p(E)=p(0)e ™ and p(E) = p(0)x/sinh), wherex=eEl/kT, and to an empirical hot-electron model. The
exponential field-effect model tends to be a good representation for the samples witfyraghow T. The
sinh model can match the data only at low fields. The hot-electron model fits our data well over a wide range
of power in the lowTy—high-T regime. We discuss the quantitative implications of these results for the
application of these materials as thermometers for microcalorimeters optimized for high-resolution spectros-
copy.[S0163-182608)05208-4

I. INTRODUCTION specific-heat bonding materididt is also easy to construct
the thermistor with the~10"  impedance required to
We have conducted a series of experiments to study theatch an inexpensive silicon junction field-effect transistor
non-Ohmic behavior of doped silicon and germanium as parvperated at- 130 K. This provides a simple amplifier with a
of a program to characterize heavily doped semiconductorsoise temperature below 10 mK at low audio frequencies.
operating in the hopping conduction regime for use as ther- The temperature dependence of the electrical resistance of
mometers in single-photon x-ray calorimeters. These caloeur ion-implanted silicon samples in the Ohmic region can
rimeters offer much higher energy resolution for soft x raysbe approximated by
than conventional solid-state detectors.
The theory of operation of calorimeters with ideal resis- P="po exp(TO/T)l’z, )
tive thermometers has been discussed by Moseley, Mather,
and McCammont.Taking into account only thermodynamic over a wide range in temperature as reported in Zretraj®
fluctuations and thermometer Johnson noise, the energy resghereafter papenl The resistivity shows a large electric-field

lution of a calorimeter is dependence, or non-Ohmic behavior, when the field strength
E or power per unit volumd®/V is sufficiently large. Note
AE=¢KT5C(Ty), (1) that E=pP/V, so there is no model-independent way to

distinguish an electric-field effect from a power-density ef-

wherek is Boltzmann’'s constanf[ is the heat-sink tem- fect by scaling the dimensions of the device. Figure 1 shows
peratureC(T,) is the total heat capacity of the detectoifat an example of this behavior. It can be seen that non-Ohmic
and¢is a numerical factor that is a decreasing function of theeffects act to reduce the thermometer sensitivity: at suffi-
temperature sensitivity of the thermistor. Therefore, achieveiently high electric fields the resistance becomes entirely
ing high-energy resolution requires low operating temperaindependent of temperature.
ture, low total heat capacity, a sensitive thermometer, and Equation(1) shows that the total heat capacity should be
minimization of any additional noise sources. minimized to make a calorimeter with the best possible en-

A good thermometer for a calorimeter has high-ergy resolution. Since doped silicon and germanium have
temperature sensitivity, a good match to a low-noise readoutnuch higher specific heats than the pure materials, this re-
low heat capacity, and convenient construction. Doped siliquires making the thermistor as small as possible. However,
con thermistors offer several advantages as thermometers ftar a given calorimeter there is an optimum bias power level
x-ray calorimeters. There is a considerable body of experithat gives the best signal-to-noise ratiét this bias power
ence in their use in infrared bolometérs,and well- level, a small thermistor volume that minimizes total heat
developed integrated circuit processing techniques for silicogapacity gives a largB/V that results in serious non-Ohmic
allow one to control the thermistor volume to minimize its effects, reducing the temperature sensitivity. In addition, the
contribution to the total heat capacity, and to integrate thevolume reduction also increases an excess low-frequency
thermistor into the detector structure without use of highnoise that seems to be an intrinsic characteristic of this type
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T(K) wheree is electron charge; is electric field,C is a constant
} 0;3 Oi‘ on the order of unity, and\ is a characteristic hopping
N o _ length. At sufficiently high fields, whereEx>kT, the re-
:"2‘34.37 X PV (ett/m) = 0 verse current can be ignored. For this case, Hill derived
° 2x10°
gug . 3 {(T.E)%o(TOE exd C o (4)
" 210 3 j(T, o(T, X T
2 ]
2 2x10 In the derivation of Eqs(3) and (4), only the case that the
& oL 10t Ohmic behavior follows the Mott lawp = po exp(To/T)*4,

b ] was considered, but the same field dependence can be ob-
tained if the Ohmic behavior follows the Coulomb gap
model[Eq. (2)]. Pollak and Reiss also derived Eg) using

P E—1 a percolation methof.
T2 (K172 Most of the published non-Ohmic data have been com-

pared to Eq(4) in the following form:
FIG. 1. Reduction in thermometer sensitivity at finite readout

power densities. The solid lines are from the model discussed in
Sec. V.(The data points are sparse because data are actually taken p(T,E)= p(T,O)exp—(
at constant temperature rather than constant power densities. All the
data for this device are shown on the constant temperature plots in
Fig. 5) This equation is different from Ed4) only by a factor ofE,

and such nonexponential dependence can be ignored in the
of thermistorf_3 The non-Ohmic effects and excess noiseSpirit of this derivati0n7. The exponential field dependence
make the thermistor a limitation on the energy resolution offits a portion of the published experimental results to some
these calorimeters. An understanding of the behavior of thextent:*"**We will say more about existing data in the dis-
non-Ohmic effects and excess noise is therefore necessary &ssion section. While other analytic predictions for the non-
optimize the detector design. We do not yet have sufficien@hmic behavior exist;'® they do not provide a good fit to
data to quantify the behavior of the excess noise; in thigny published data nor to the data we present here. Some of
paper we report the results from our study of the non-Ohmidhe published data are not readily explained by any field-
effects. effect modef>2°

As discussed below, both theoretical and experimental un-

derstandings of the non-Ohmic effects in hopping conduction
are far from complete, and we did not find any adequate )
description of non-Ohmic effects in the range of temperature, Hot—?l_ezgtron effects are expected at low temperatures in
power, andT, in which we are interested. We therefore metals? The standard model assumes that the applied
made a series of measurements to gain sufficient empirical R Power is deposited in the electron system, and that the
understanding of thermistor behavior to be able to optimizeéeNergy that electrons pick up from the electric field is trans-
the design of detectors. We compare our data with an expd‘grred to the heat sink only through electron-phonon interac-
nential field-effect model, a hyperbolic-sine field-effect tions. At low temperatures, the electron-phonon coupling be-
model, and an empirical hot-electron model and find fairlycomes so_weak tha_t the energy is distributed among electrqns
systematic behavior that cannot easily be related to existingiore rapidly than it can be transferred to the lattice. This
theories. Using empirical fits to the non-Ohmic behavior, wi eads to an electron energy distribution characterized by an

then discuss its effect on the temperature sensitivity of th&l€ctron temperature that is higher than the lattice tempera-
thermistors. ture. Little’* and Shklovsk#? calculated the effective ther-

mal conductanceGe.,n, between the conducting electrons
and the phonon system in a metal and found
Il. MODELS gy P y 6aton
A. Field-effect models In a metal, the electrons are free to move and the energy
is distributed among the electrons via collisions, whereas in a
oped semiconductor hopping conduction is the dominant
onduction mechanism, and the electrons are localized. The

®)

CeE>\
kT )

B. Hot-electron model

The non-Ohmic effect in hopping conduction in doped
semiconductors has received considerable theoretic
7-10 : ; :
ztudy. Thﬁse mog(ralls .asgurr;ne_that fr|]eld—aSS|sted tu?gi}m hysical justification for a hot-electron model is not so obvi-
ominates the non-Ohmic behavior. There are several diffetg ¢ i this case, and we know of no quantitative theoretical
ent analytic predictions for this effect. Hill considered the model (but see Ref. 26
motion of charge carriers both along and against the electric We can howevér use the hot-electron model as an alter-
field and obtained a dependence for the current depsity  \4tive way to parametrize our data without worrying about

the electrical fieldE: its physical validity. We make three assumptions. First, the
- bias (2R) power is initially deposited entirely in the electron
. . € system. Second, the resistance of the thermistor depends
J(T,B)=a(T.0E smf(C kT ) ©® only on the “electron temperature”T.. The functional
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form of R(T,) is not important, as it can be determined em- 10° I
pirically from measurements at low power. In this study we
used

NTD Ge, T, = 60 K
T = 0.285 K

3

R=R, exp(Ty/Te) Y2 (6)

whereR, and T, are derived from the low-field data, and are
allowed to vary with temperature if necessary. Finally, the -
conductance per unit volume for energy transfer between the&‘? 107
electron system and the phonon system is assumed to have
power-law dependence or:

—_
=]

istance (Q)
T
L1 ||H|||

LI |I|||||
1 !IIIIHl

ge-phEd(P/V)/dTe:gng: (7) ot v b v b b
0 1000 2000 3000 4000 5000 6000

whereP/V is the power per unit volume transferred between E/T (Volt m™ K
two systems. For a given power dissipation the electron tem-

perature is then given by FIG. 2. An exponential field-effect model fiEg. (5)]. The data

are from a NTD germanium sample B 0.285 K. The value ok
for the fit is 805 A.
g+1:’8L15+TIﬁ+1’ (8)

9 V found that it was about the same per unit area as the apparent
whereT, is the lattice temperature. Equatiof@ and(8) can thermal resistance of the Ge samples. L}smg Fhls assgmptlon,
be used to predict the resistance for any given power dissive have excluded Ge data with potential lattice heating.
pation, thermistor size, and lattice temperature. Good fits to
this model have been published for doped Ge thermometers IV. EXPERIMENTAL RESULTS

0
operated at very low temperatures. In this section, we compare the non-Ohmic models dis-

cussed above to our data. The exponential field effect model
Ill. SAMPLE PREPARATION AND MEASUREMENT of Eq. (5) provides a good fit to some but not all of the data.

Details of the preparation and characteristics of our jonf19ure 2 shows the best example of a good fit to this model.
implanted silicon samples and of the measurement methodd€ data were taken from a NTD Ge sample at 0.285 K; this
have been given in paper(itote that Table Il of paper | had Sample hado~63 K, whereT, is from the fit of Eq.(2) to
incorrect data for the-type contact implants—a corrected the low-field data. _ , , _
version is published as an ErratufnThe ion-implanted For the cases where this model fits well, we investigated
Si:P,B samples used here have net doping densities in tH8€ temperature dependence of the parameténe charac-
range 2—5 10" cm~3 with 50% compensation. The im- tenstzlc hopping Iength. Hlll discussed this for the Mott-law_
planted regions have thicknesses of about @2 and the ~CaS€, we have applied h]s method to Fhe case where there is
lengths and widths range from 40 to 4@én with a variety & Coulomb gap, and derive the following temperature depen-
of aspect ratios. The neutron-transmutation-dofp6ED) Ge ~ dence:
samples have a cross section of about>000xm? and a
lengths of~100 or~400um. Sample preparation for NTD MT)== JT,/T, (9)

Ge has been described in Ref. 27. 2
In order to study non-Ohmic effects, it is important to wherea is the localization radius and is the lattice tem-

verify that the resistance drop is not due to heating of the)erature. The combination of Eg&) and (9) gives
sample relative to the thermometers monitoring the heat sin
eCaT, E

temperature. For some of the doped silicon samples, we

checked whether this was a significant effect by collecting R(T’E):R(T’O)GXP{E T -|—_372] (10

data from one thermistor while using an electrically indepen-

dent thermistor on the same die to monitor the lattice temwhereC is a constant of the order unity. According to Eq.

perature. Since we did not make this check on all measurg10), plotting the data as IR versusE/T%2 for different heat

ments, however, caution is necessary when considering dasink temperatures should give parallel straight lines with

taken at the highest power levels. slopes equal toe(/2k)T$/2 Ca/2. Figure 3 shows three data
For the NTD Ge samples, we did not monitor the latticesets from a NTD Ge sample at different temperatures. Least-

temperatures during the data collection, and the thermal corsquare  fits to the data over the rang&/T3?

tact area between the Ge samples and the TO-5 transistor400 V m * K22 show that the slopes are nearly the same.

headers was considerably smaller relative to the thermistd8ome of our data from NTD Ge samples show a sharp initial

volume than for the silicon samples. Therefore, the latticedecrease in resistance at very low fields that cannot be fit by

heating problem was more serious for the Ge samples. Ahe field-effect model (see, for example, the high-

high power dissipation levels in some Ge samples, we obtemperature curves in Fig.).3These low-field points were

served a decrease in resistance that is consistent witFithe ignored in the fits.

temperature dependence expected from a finite interface Essentially all of our NTD Ge data and some of our ion-

thermal resistance between the Ge chip and its mount. Winplanted Si data can be fit reasonably well by the exponen-

measured the thermal contact resistance for a Si sample, atidl field-effect model. However, it does not provide a good
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FIG. 3. Resistance V&/T%?2 for a NTD Ge sample withT, t 10" 10® 10° 10* 10° 10° 107 10°
. . . -3
=59.4 K at three different heat sink temperatures. According to Eq. P/V (W m™)

(9), the data should follow straight lines with the same slope. The
solid lines are fits to the data fd&/T®2>400. The slopes agree
within their 1o error bars.

FIG. 5. The data from one ion-implanted silicon sample plotted
asR vs P/V for various lattice temperatures. The dashed lines are
from the hot-electron model fit. The volume of this sample is 3.0
x10 ¥ m3, The inset shows thederived effective electron-lattice
description of the non-Ohmic behavior for much of the Sithermal conductivityge pn [=d(P/V)/dT], vs the “electron tem-
data. For example, the data in Fig. 4 do not stay on a straigtgerature” T, in log-log scale. Different symbols represent the data
line as would be expected from E@). The hyperbolic-sine taken at different heat sink temperatufsand are the same as
field-effect model can be made to fit in the low-field region, those used in the main figure.
as shown by the solid line, but this model predicts too large ) .
an effect at higher field strengths. In addition, “sinh” model ductivity, ge.pn=d(P/V)/dT, was determined by observing
fits do not result in the monotonic temperature dependenci€ rate of change dff with applied power. The inset in Fig.
for X expected from Eq(9). The empirical “hot-electron” 5 shows the resulting values gf.; plotted as a function of
model described by Eqe6) and (8), however, gives an ex- Te- Data taken at different heat sink temperatures are repre-
cellent fit to the data over the entire range of power, agented by different symbols. The data are all entirely consis-
shown by the dashed line. In fitting this model, we obt&jn I:\?vt i\;lvggxaﬂsé?]glics;rg'?;étIme’ \Ilzvgr'C: (%Ir\(leec? ?gg‘ t;riesgrc:vt\;?r-
from the measured resistance using low-field data fit to Eq’fhe model with the data Woeg(r)é lot the data in rer;istance as a
(2); the “electron temperature’T, can then be obtained ’ P

from Eq. (6). function of the power per unit volume in Fig. 5, along with

Since this hot-electron model makes a definite predictio he mode_l predictions from Eqé6) and (8) using 3 andgo
of the behavior of a given sample as both the power leve rom the inset. The hot-electron model, with only two free
and the heat sink temperature are varied, we investigated t é;‘;"’tlrgﬁltlf rtse,mmztrg'gjﬁe t:r? dd;ta”vé/gll 8\\//veerr the entire range of
possibility of using a single set of parameters for all the dat P PP P )

. e _ The hot-electron model provides a good fit to much but
from this sample. The apparent electron-lattice thermal CON- '+ all of the data from our ion-implanted Si. Figure 6 shows

R as a function ofP/V for samples with differenTy’s. The
10 N S e By B s s I model fits lowT; samples wel[Fig. 6a)], but for higherT,
[Fig. 6(b)] it underpredicts the non-Ohmic effects at low
power levels, particularly at lower heat sink temperatures.
For the sample with an even highgg [Fig. 6(c)], the model
does not fit the data at any heat sink temperature until very
i high power levels are reached, although again the deviations
are the largest at low temperatures.
o To summarize the results of the fits to these two models,
T we have plotted the quality of the fits on diagramsTqf
versusT,. Each point in the diagram represents a compari-
son between the model and a set of data for a sample with
co b b e PN b characteristic temperatuiig taken at a heat sink temperature
0 100 00 300 400 500 T,. Results for the exponential field-effect model are shown
E/T (v m™ K) in Fig. 7. This model fits well for samples with relatively
FIG. 4. Resistance VE/T for an implanted silicon sample. The highTo's taken at low temperatures. For reasons discussed in
solid line is the “sinh” model, with the hopping length adjusted ~ the next section, all of our data from NTD Ge samples, but
to fit the data in the lowE region. The dashed line is a hot-electron Only a few sets of data from silicon samples, are in this
model fit, and the dash-dot line shows the exponential field-effectegion.
model, using a value fox extrapolated from the region where it fits Figure 8 summarizes the status of the hot-electron model
well using\ o< (Ca/2)(To/T)Y2 fits on a similar diagram. Fits that are reasonably good ex-

OREE
|

R(Q)

ion—-implanted Si
To = 473 K
Ts = 0.163 K

sinh model (A=1.35 pm)
- ——- exponential model (A=800 4)
------- hot—electron model
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10 T0 ™" 1 1010 %10 10_310 10710 10 FIG. 8. As in Fig. 7, but for fits to the hot-electron model. The
P/V (Wm") circles and squares mark good fits; triangles and diamonds indicate

that the model deviates from the data at low power levels; and
. . . . . " _ crosses and stars mean that the model does not fit until the resis-
implanted Si samples with different doping densities. The mOdelf'tS[ance drops below 50% of its zero-power limiting value. The

best for the lowesfT, (a. Figu_re (b) shows that for_higher‘l’o closely spaced diamonds at the lower left are from the data of Wang
samples, the model starts to fail at Idw For the data ir(c) from et al. (Ref. 19

a sample with even highdr,, the model fits the data only at very
high power densities.

FIG. 6. A comparison of the hot-electron model fits for ion-

The results shown in Figs. 7 and 8 suggest that the expo-
cept at low power levels are labeled “medium,” while if the nential field-effect model and the hot-electron model fit our
fit is still poor when the resistance drops below 50% of itsdata in disjoint regions of th&.-T, diagram. Figure 7 shows
low-power value, it is labeled “bad.” The hot-electron that the exponential field-effect model provides good fits to
model fits best in the loiy—high-T, region. the data in the higfi— low-T4 region, while Fig. 8 shows

) ) ) that the hot-electron model fits loW, samples at higfis. In
8 ——paliy ol Fits to Exponential I‘.’I°%el . both cases the dividing line between good and poor fits can
- Si . be described roughly by,/T~135.
- O Good - Unfortunately, most of our Si measurements lie above this
j ge;“‘““ - line, and all of our Ge data fall below it. The limit on the
6 ° — range of our Si data is due mainly to the large length to
cross-section ratio of even the widest implanted samples,
L xx XX « i which results in resistances in thel0® Q range in the re-
gion of overlap with our Ge samples. On the other hand, the
volumes of the NTD Ge samples arel00 times larger than
the doped volume of our ion-implanted Si. At the high-
power densities where nonlinearities would be measurable in
the low-T, /T, region, the total power is so large that it is
difficult to avoid lattice heating. The few Si samples in the
region of good fits of Ge data to the field-effect model also
fit this model well, however, and fits to both models become
s X;X B 7 poorer as the boundary is approached. Wan@l!® have
i 7 published data from an NTD Ge sample that falls just above
the line, and they get reasonably good fits to the hot-electron
model. We therefore tentatively conclude that Si and Ge
show very similar non-Ohmic behavior, and that its func-

FIG. 7. A summary of the quality of the fits by the exponential tional form is determined largely by, /Ts.
field-effect model on & ¢- T, diagram. Each point represents a fit to

*xo0g

Ts
N
X
X
N
X
X X
»
s
0 x
|

0B 8

a data set taken at a heat sink temperafiydor a sample with V. DISCUSSION
doping density given byf,. All of our NTD Ge data are fit well by
this model. The data of Waret al. (Ref. 19 for NTD Ge are also In this section, we first examine the systematic behavior

shown in this figure as the closely spaced asterisks near the low@f the model parameters in the regions of good fits, and then
left. compare our results to other published data.
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TABLE I. Parameters from the exponential field-effect model

NON-OHMIC EFFECTS IN HOPPING CONDUCTIONN. ..

fit.
To (K) ca2 (A) a (A)? C

Ge 24.8 104.5 190 1.10
Ge 25.1 71.2 190 0.74
Ge 44.6 69.5 150 0.92
Ge 59.4 50.6 135 0.74
Si 32.4 47.0

Si 60.2 32,5

Resistance (Q)

8 rom magnetoresistance measurements by lonov, Shlimak, and

Matveev(Ref. 28.

We have derived values dfa/2 from the exponential
field-effect modelEq. (10)] fits to our data. The results are border line that separates good fits to the two models. The solid line
shown in Table I. The localization radiwshas been deter-
mined by lonov, Shlimak, and Matve&/from magnetore-
sistance measurements for doped Ge samples with doping
densities and compensation similar to ours. Theoretical esti- log;, g(0.1 K)=4.26-3.49x10 2T, (Wm 3K™1).
mates ofC range from 0.17(Ref. 8 to 0.75 (Ref. 7). As
shown in Table I, our values @ a/2 are consistent with the
measurements @ by lonov, Shlimak, and Matveev for val-
ues ofC at the upper end of this range.

The results of our hot-electron model fitting suggest thatrange of temperature and power, and the smooth variation of

the free parametexg, and B depend only ofT,. Figure 9a)
shows the best-fit values @gfas a function ofl 5, while Fig.

9(b) shows the derived electron-lattice thermal conductanc

at 0.1 K(our nominal calorimeter operating temperajlas a
function of T,. We fit straight lines to these plots to obtain
empirical expressions for the parameters as functiong,of

427 0
=427+
A 39 (K)’
LA B B B L
61— (a) Bu = 427 + To/39(K)
@ 5
4 _|
R B | |
§ T 1 | | R | I E
o = (b) logig(0.1K)=4.26-3.49x107°T, I
B4 Rx |
7 100 =
£ 2 3
e F ]
o 10
s
e o2
% 10
| | 1 1
0 20 40 60
To (K)

11

FIG. 9. A summary of the hot-electron model fits to ion-
implanted silicon data: (a) the derived power-law indeg vs T,.
(b) The effective electron-lattice thermal conductance per unit vol-range of 0.3—0.8 K but only for very low fields—below the
ume at 0.1 K as function of,. The straight lines are least-square limit for precise measurements with our apparatus. They get

fits.
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Ts = 0.345 K

0

2000 4000

E/T (V/m K)

FIG. 10. Data from an ion-implanted Si sample near TheT,

is the fit for the exponential field-effect model, while the dashed
line is for the hot-electron model.

(12

We know of no well-developed theory for a hot-electron ef-
fect in hopping conductivity, but the ability of this simple
functional form to give excellent fits to the data over a wide

the parameters with doping density, argue that there is some

ghysical reality in this picture.

As noted in the previous section, the good fits to one or
the other of these alternative physical descriptions of nonlin-
earity are rather cleanly divided by the location of the mea-
surement inT (lattice temperatupeversusT, (doping den-
sity) space. This suggests the possibility that these two
models describe two real and independent physical effects,
which dominate under different conditions of temperature
and doping density. The behavior of some samples near the
boundary region supports this idea, as shown in Fig. 10. The
dashed line is not fit to the data, but is the prediction of the
hot-electron model for thig, using Egs(11) and(12). The
solid line is a fit of the exponential field-effect model to only
the low-field points. We cannot predict the correlation
lengths for silicon, but the derived value 6fa/2 is at least
reasonabldsee Table)l It is clear from the figure that the
nonlinearity of this device over the entire range of electric
fields could reasonably be described by the sum of these
effects. Data from other samples provide counter examples,
where the predictions from an extrapolation of one model
predict somewhamnorethan the observed nonlinearity. How-
ever, the quality of the data and model extrapolations in
these cases is not good enough that we would consider the
possibility ruled out.

Most published data on non-Ohmic behavior in doped
semiconductors have been taken at temperatures above 1 K,
or from samples with very low compensation levEist’We
know of only three reports on non-Ohmic effects in hopping
conduction below 1.0 K for doped semiconductors with sig-
nificant compensatiotf 2°All of these are for NTD Ge. One
study is reported by Grannaat al® for samples withT,'s
of 42.4 and 52.5 K. Their measurements cover a temperature

good fits to the field-effect model of E(), but the hopping
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scale\ does not show a simple dependence on temperature
The hopping lengths that they derived in this low-field region > Signal Pulse
are longer than what we derived from the moderate field & E Power Spectrum
region for data from NTD Ge samples. However, we did 5 - ;gg;ngggggggg Fluctuation
observe a sharp initial resistance drop at very low fields from f
our samples with similaly and T (see Fig. 3. Fitting this © L
would give a large\, so their results may be consistent with E r=at®®
ours. 8, Co
Another study below 1 K, reported by Waegal,’ mea- F a
sured a NTD Ge sample withy=6.8 K for heat sink tem- & - Thermistor Johnson Nois
peratures from 18 to 36 mK. The exponential field-effect — E

model did not fit their data, but the hot-electron model did, vl el el
except at the low-temperature and low-power extremes of

their measurements. Their data are shown in Figs. 7 and 8. Log Frequency

Their sample was heated significantly above the heat sink . . )

temperature, and we have plotted the points at their derived F!G- 11. Diagram showing the signal power spectrum, the ther-
lattice temperatures. We have Si samples with sinillgy quynamlc fluct_uathn noise spectrum, and thermometer_ Johnson
but we do not have any measurements at suchToook- ~ 10iS€ for an idealized calorimeter. The constant signal to
ing at nearby points, however, this sample seems to be Cloélélctuatlon-nmfse ratio would gllpw arbitrarily good resolutlop if the
to the transition, and we might expect a good fit to the hot_usable bandwidth were not limited by the thermometer noise.
electron model except perhaps at the lowest powers. The

agreement between the extrapolation of the results from ounation noise will be small in comparison to the Johnson
ion-implanted Si and the results from Waegal. supports  noise, while a large readout power will raise the temperature
our conjecture that the non-Ohmic behaviors of doped Gsignificantly and greatly increase the level of the energy fluc-

and Si are similar. tuations. Figure 2 of Ref. 1 also shows the optimum values
of t for the case of an ideal thermisttwherea is indepen-
VI. APPLICATION TO CALORIMETERS dent oft), and the resulting values gfwhen the bias power
and measurement filter are optimized. For most cates,
A. Thermometer sensitivity requirements ~0.12 whena> 1.

The effects of this non-Ohmic behavior on the perfor- Whena is small, the thermometer Johnson noise domi-
mance of microcalorimeters using doped semiconductors dates fluctuation noise even at low frequencies, ggdes as
thermometers arise from the reduction in sensitivity pro- '. For largea, the signal-to-noise ratio below the corner
duced by the bias power used to read out the resistance. Weequency is limited by the fluctuation noise alone, and the
can make a quantitative assessment of this performance inthermometer sensitivity determines only the crossover fre-
pact using the results of the analysis of Moseley, Mather, anguency where the fluctuation noise falls below the Johnson
McCammon for microcalorimeters with ideal resistive ther- noise. This crossover is approximately the usable bandwidth,
mometers. These results were given in Et), where the SO in this regimet scales ase™ V2 The factor¢ and the net
quantity VkT2C is the rms magnitude of the statistical fluc- €nergy resolution are independent of the thermal conduc-
tuations in the energy content of the detector, @nis a  tanceG of the link to the heat sink in this approximation, so
factor of order unity which depends primarily on the loga-one could make the detector as fast or slow as desired for the
rithmic temperature sensitivity of the thermometer, as  application without affecting the resolution.
shown in Fig. 2 of Ref. 1.

The derivation assumes the signal has zero rise time and ) )
decays exponentially with the thermal time cons@nG of B. Effects of nonlinearity
the detector(usually shortened somewhat by electrothermal To see how this is changed by the nonideal behavior of
feedback from the bias powerThis gives the signal ap- the thermistors, we define an effectiweas the logarithmic
proximately the same power spectrum as the statistical flugartial derivative of the resistance with respect to the lattice
tuations in the detector energy as shown in Fig. 11. If thisemperature. Detectors are normally biased at constant cur-
were the only noise source, the signal-to-noise ratio wouldent, so we calculate the partial derivative for this condition,
be constant with frequency, and the signal could be meabut it can easily be calculated for other bias arrangements.
sured with arbitrary accuracy by using an arbitrarily wideFor an ideal thermistor, the resistance is a function of the
bandwidth. The Johnson noise of the thermometer resistanggttice temperature only, so any of these effective are
also contributes to the noise, however, and the achievablequal to the normak. Figure 12 shows the effective’s
accuracy depends on the initial ratioof the fluctuation calculated from hot-electron model fits to ion-implanted sili-
noise to the Johnson noise below the corner frequency detegon thermistors as a function of the bias power density for
mined by the thermal time constant. It can be shown that two operating temperatures and various doping densities.
=a\/t, wheret is the fractional temperature increase pro-Quite similar results are obtained from the field-effect model
duced by the bias power, ang=d log(R)/d log(T) is the inthe parameter range where it also provides a reasonable fit
thermometer sensitivity. The value of is limited by the to our data. The figure shows a fairly abrupt drop in sensi-
thermometer technology, btithas an optimum: if the bias tivity above some threshold power density. This threshold
current(andt) are very small, the transduced signal and fluc-drops rapidly with decreasing temperature but depends only
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FIG. 12. The predicted logarithmic temperature sensitivity atresponse speed of the detectors. The electrons have an asso-
constant currenefoctive= (9 IN RI7IN Tiatice) 1 = consu VS bias power  cigted heat capacity, and this together with the electron-
per unit volume P/V) from the hot-electron model fits shown in |attice thermal conductivity should create a time constant
Fig. 9. The §O|Id lines are for a lattice temperatlite=0.05K, and 4+ \would represent a minimum response time for the detec-
the dotted lines are fof;=0.1 K. tor. The Center for Particle Astrophysics group has observed
extra time dependences in their Ge devices that can be fit
ery well by such a time constatt?® The electronic heat
apacities might be expected to vary linearly with tempera-
ture, as has been found for the excess heat capacity of doped
Si. 2 but the values derived from these fits have temperature
dependences that range from much steeper than hear
ESSentially independent of temperatéftén any event, this
heat capacity must be part of the total measured heat capacity
of the detector, as well as determining the intrinsic time con-
stant of the thermometer. Numerical optimizations we have
‘tried over a wide range of detector parameters show that the
electron-lattice thermal conductivity should always be made
. . : at least three times larger than the lattice to heat sink thermal
ity dommates t.he to_tal for the det_ector, the slow IrnprOve'conductivity, however, so it appears that for practical detec-
mle/?t in resolution W't.m for a.24 will not make up for the tors, the thermal time constant from the supports will always
C™* loss due to the increasing total heat capacity, and thgg considerably longer than the coupling time constant of the
optimum effectivea will remain near the 2—4 range. electron system.

The ultimate consequence of this limit &1V is a limit In a real hot-electron model, one would also expect addi-
on thespeedof the detector. The bias optimization requires jona| thermodynamic fluctuations in the electron system
enough power to raise the absorber temperature by aboylherature. These would be particularly deleterious, since
12%. This bias power and with it the minimum thermistor y,oy \ould be transduced at the full thermometer sensitivity,
volume are therefore proportional to the conductaBeef  5iher than at the smaller effective sensitivity that determines
the thermal link. AsG is increased to make the detector yq glectrical signal from the lattice fluctuations and the sig-
faster, the thermistor eventually becomes large enough that i A complete thermistor optimization should include these

dominates the total heat capacity, and from this point they,ctyations, as well as the loss of temperature sensitivity and
heat capacity rises as fast as the thermal conductance. Th&, 1§ noise discussed in Sec. VI D below.

thermal time constant=C/G then reaches a minimum lim-
iting value, which for doped silicon thermistors appears to be
on the order of 1 ms at 100 mK, and gets longer at lower
temperatures. This nonlinearity also becomes a limitation on From the above discussion, it appears that an appropriate
the ultimate resolution, if there are technological limits on“figure of merit” for these nonideal thermistors is power
how small G can be made, since the minimum value of handling capability per unit heat capaci@gt some reason-
Cinermiston @nd therefore the nominal detector noise, scalesble effectivea). The power-density part of this can be com-
with G. pared directly for the few cases where we have data from
In the context of the hot-electron model for thermistor both materials at the samie and To. Figure 13 shows the
nonlinearity, there is another mechanism that can limit theeduction in resistance as a function of power density for

weakly on doping density, so that devices with different ini—v
tial sensitivities converge to almost the same sensitivity aE
moderate power levels.

With these data, it is straightforward to do a numerical
optimization of thermistor volume for any given bias power
and detector heat capacity. For a fixed coldplate temperatur
AE is proportional to¢ C*2, whereéxa™? for |a|<2 and
éxa~ 12 for |a|>4. The thermistor volume can be in-
creased, reducin®/V and increasingr and the resolution
until the thermistor heat capacity starts to contribute signifi
cantly to the totalC. From the slope of thex versusP/V
curves, however, it is clear that if the thermistor heat capac

C. Silicon versus germanium



4480 J. ZHANG et al. 57

NTD Ge and ion-implanted Si samples with nearly identicalsame as ideal resistive thermometers with an effective
To's. The Ge data are plotted at 50 times the actual poweequal toQ timesd log(2)/d log(T), whereQ 1 is the frac-
density, showing that a Si thermistor has about the sam#onal energy loss per cycle aiis the inductive or capaci-
nonlinearity as a Ge thermistor with the same sensitivity optive reactance. Sinc®’s can be on the order of §pthese
erated at a 50 times lower power density. The doping densitthermometers could theoretically give very large improve-
of the Ge is also about 50 times lower than for the Si, so ifments in resolution if suitable amplifiers are available and if
the curves were plotted in terms of watts per impurity atomthe thermometers can be fabricated with sufficiently small
instead of watts per fthey would lie very closely on top of heat capacities.
one another without shifting. If we extrapolate the hot- One limitation on this improvement is that having the
electron model fits for Si into the region @, andT where  resolution scale liker'’? depended on the assumption of zero
we have only Ge data, the comparison favors the germaniumse time for the signal. The actual rise time includes the
more. This may indicate that the relation is complicated, orevent thermalization time, which must be at least a few
simply that the empirical model extrapolations are uncertainsound-crossing times in the detector. This finite rise time
The comparison in terms of heat capacity is more diffi-produces another pole in the signal power spectrum, above
cult. At temperatures of 100 mK and below, the lattice heatwhich the signal will drop toward the thermodynamic noise.
capacity should be negligible compared to that of the impu-The signal-to-noise ratio will deteriorate rapidly above this
rities. Our measurements of the excess specific heat of tfeequency, no matter how small the thermometer Johnson
ion-implanted silicon thermistorg@fter subtracting the heat noise is in comparison. A simple way of summarizing this is
capacity of the pure silicorgive about 8.5 Jm 3K 2 near that the usefulr of the thermometer can be no larger than the
0.1 K, in reasonable agreement with the data of Marko, Harratio of thethermal decay time constant to the rise time of
rison, and Quirt® Unfortunately, we know of no similar data the signal pulse. This means that highthermometers are
for doped germanium. Since the electrical conduction ofmost useful for detectors with fairly long thermal time con-
these samples has the same temperature dependence, hatants.(See Ref. 36 for a discussion of detector operation in
ever, it is tempting to assume that the energy structure of ththis limit with a magnetic thermometer.
states around each cluster of impurities is the same, and that Biasing a highe detector for negative electrothermal
they should have essentially the same heat capacity per infeedback(R, oap>Rpet for <0, R gap<<Rpet for a>0)
purity site. More work obviously needs to be done in thiscan make the signal decay time much shorter than the ther-
area, but at this point germanium and silicon appear to haveal time constant®”* Since the feedback does not affect
similar figures of merit, and the choice between them can béhe signal-to-noise ratio at any frequen@y the absence of
based on their other attributes: the NTD Ge is easy to maksignificant amplifier noise the time constant ratio require-
and very predictable, while the ion-implanted Si offers morement still applies to the thermal time constant only, and this
flexibility in detector construction, particularly for mono- allows the signal decay time to be comparable to the ther-
lithic devices. malization time. In the linear regime, the same effect could
be obtained by high-pass filtering the output pulses, but it has
D. Excess noise been pointed out by Irwilf that the negative electrothermal
feedback has the additional advantages of stabilizing the de-
) tector responsivity, making it more linear, and, since the de-
should show excess noise at some IVt and we have  qiiag energy is almost entirely compensated by a reduction
data over the narrow temperature range 270-350 mK thaf, hiag nower during the pulse instead of being conducted
exhibit 1 noise that scales as the square root of implanyyoyn the thermal link, higher count rates can be tolerated
volume, as expected for a true bulk effect in the conductor. Ifyithot excessive shifts in the detector temperature and gain.
gets worse rapidly with decreasing temperature, and is WOrsgese penefits can be increased for a given thermometer sen-
at higherTy’s, b”3t2 is very similar for both NTD Ge and giijvity by over-biasing the detector and increasing the elec-
ion-implanted Sf:** We do not yet have much noise data atothermal feedback at some cost in resolution due to the
the lower temperatures of interest, and cannot say whethg reased detector temperature and thermodynamic fluctua-
the excess noise or_nonlmearlty is the major restriction onjy, noise, but the very high sensitivities obtainable with
how small the thermistors can be made. superconducting transition edge thermometess-{000)
provide a high level of feedback even when the bias is opti-
E. Other thermometer types mized for the best small-signal resolutith.

Since the doped semiconductors seem to be intrinsicaII% The price of using a large negative electrothermal feed-
limited to rather low effectivex’'s are the alternatives more Pack is the requirement for a much quieter amplifier, due to

promising? Superconducting transition edge thermometerd!® Suppressed signal level. The advent of practical dc super-
can havea's exceeding 1000, and despite difficulties with conducting quantum interference devices has largely allevi-

matching to the amplifier noise impedance, promising result&t€d this difficulty, however, since they provide an extremely

have already been obtain&tindeed, the whole idea of us- low noise level at a reasonable impedance level for transition
ing a resistive thermometer to read out a calorimeter seenfd9€ Sensors.
less than optimum: first, because the power required to

read out the resistance heats the detector, and second, be-

cause the resistance has Johnson noise. Some work has been

done on both inductive and capacitive thermometéfs A No single model provides a good description of our non-
simple analysis shows that these devices can be treated tl¥mic data for all devices and operating temperatures. A

It is theoretically expected that hopping conduction

VIl. CONCLUSIONS
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field-assisted tunneling model fits the data at low temperaing density) The power densities required for the onset of
tures for devices with higfiy's (lower doping densiti@sand  significant nonlinearities are much higher in silicon than in
its length scale parametar shows the expected ' tem- germanium, but become almost identical when expressed as
perature dependence. For higher temperatures and lowgbwer per dopant atom instead of per unit volume.

To’s, the data can be fit over a wide range of temperature and Thjg nonlinear behavior has a large impact on the perfor-

power density with an empirical “hot-electron” model, ance of cryogenic calorimeters employing these devices as
where the apparent electron-lattice thermal conductmty a_n‘?hermometers. Although standard fabrication technology is

the exponent of its assumed power-law temperature Va”at'o{:]apable of making the thermometers small enough that their

depe.nd onIy.on th? doping density. The data are generallMeat capacity could always be negligible, non-Ohmic effects
consistent with a picture where these models represent two

physically distinct effects, which exist together but which would make such a small thgrmometer gntirely insensitive t.o
dominate under different conditions of temperature &gd temperature changes. Calorimeter design t_herefore must in-
We see little evidence for any intrinsic differences in theClUde a tradeoff of thermometer heat capacity for sensitivity,
non-Ohmic behavior of NTD germanium and ion-implantedand this mtrc_)duces fundamental I|m|ts_ to the speed and en-
silicon, although differences in the sample geometries pre€rdy resolution. While we cannot claim to understand the
vent us from reaching a definitive conclusidAs noted in  Physical processes producing the nonlinearity, the semi-
paper |, melt-doped samples of both materials usually shogmpirical fits presented here are adequate for optimizing
erratic behavior that does not fit any simple pattern. This ighermometer design for cryogenic detectors with a wide

possibly due to small-scale fluctuations in the effective dop¥ange of characteristics.
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