PHYSICAL REVIEW B VOLUME 57, NUMBER 7 15 FEBRUARY 1998-I

Metal-insulator transition of the two-band Hubbard model in infinite dimension and its relevance
to a strongly correlated electron system: Ni$_,Se
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We report a study of metal-insulator transition of a strongly correlated two-band Hubbard model using a
dynamical mean-field theory approach. We find that the Mott transition appears at half filling everdan
contrast to the one-band Hubbard model. The transition is characterized by the development of a “Kondo-
like” peak near Fermi level. We also find a signature of the coexistence of metallic and antiferromagnetic
phases from the study of the single-particle Green’s function and the magnetic long-range order due to the
superexchange coupling between the correlated electrons. We then suggest the relevance of our results to the
metal-insulator transition and the recent angle-resolved photoemission measurements g58liSWe also
study the effect of carrier doping and the comparison of our findings with the experimental results suggests the
possible importance of departures from stoichiometry associated with the Se substitution. The relevance of our
results to high-temperature superconductivity is also discu§S€d.63-182@08)02507-7

[. INTRODUCTION have been difficult to address by preexisting theofighe
one-band Hubbard model at half filling constrained in the

The discovery of high-temperature superconductors haparamagnetic phase was shéwwo exhibit a correlation-
stimulated a renewed interest in strongly correlated electromduced MI transition(Mott transition as a function of on-
systems. Transition-metal compounds have been the subjesite Coulomb repulsion. The onset of the transition was
of extensive study both theoretically and experimentally infound to be signaled by the appearance of a resonant peak at
the quest of the key to the mechanism of highsupercon- the Fermi level inside the gap. However, the onset of a spin-
ductivity. A pyrite compound Ni§_,Se is one of the ex- density-wave induced gap completely preempts the Mott
amples where simple band theory fails to work and the effectransition to a metallic state and it is necessary to introduce
of electron-electron correlation is of primary importance. Atfrustration into the one-band model in order to suppress the
sufficiently low temperatures, increasing the selenium fraconset of magnetic order and recover the Mott mechanism for
tion drives a transition from an antiferromagnetic insulatingthe transitior?. In particular, in order to restore the Mott
state to an antiferromagnetic metallic stafewithout any mechanism af=0, the one-band model needs to be fully
apparent structural distortioiiln principle, the substitution frustrated, which may not be realistic to describe a real crys-
of Se does not change the number of valence elecyrdhe. tal. From a more realistic point of view, most of the
absence of any apparent symmetry breaking of crystal strudransition-metal compounds contain nonmetals as well as
ture at the metal-insulat@Ml) transition renders this mate- transition metals, and nonmetal degrees of freedom are fre-
rial an attractive candidate for a model system to study theuently integrated out in favor of a simplified effective
evolution of electron degrees of freedom during the transiimodel. Therefore, one may be tempted to ask if a more rig-
tion neglecting the lattice degrees of freedom. The antiferroerous treatment of nhonmetal degrees of freedom may cause
magnetic long-range order persists into the metallic phasehe Mott mechanisnti.e., a charge-transfer tyf in a true
The existence of a well-defined phase transition between aground state and what the magnetic structure of the system
antiferromagnetic insulating phase and an antiferromagnetiduring the transition is, particularly in connection to
metal phase has been one of the key motivations in theddiS,_,Se . In order to address this question, we therefore
studies. Recently, NiS ,Sg was investigated by the angle- have approached the problem by studying the strongly cor-
resolved photoemission techni§uand the photoemission related two-band Hubbard model,and studied simulta-
cross section was found to develop a narrow peak at theeously the evolution of the single-particle Green’s function
Fermi level as the material reached the verge of the Ml tranand the development of magnetic long-range order as a func
sition. This narrow feature was attributed to many-body ef-tion of both charge-transfer gap and hole doping. The Ml
fects in analogy to the Kondo resonarfce. transition of the two-band Hubbard model in the paramag-

In this paper we report a theoretical study of this class ohetic phase has previously been studied in the
quantum phase transition using the dynamical mean-field=c limit,'? and a crossover diagram similar to the scheme
theory approachIn this approach a many-fermion system is obtained by Zaanen, Sawatzky, and Afftwas reproduced.
mapped onto a system of self-consistently embedded impudowever, the evolution of the single-particle Green’s func-
rities where the time dependence is represented through thien in the course of the MI transition and the possible oc-
local dynamics of the impurities. This theory becomes exacturrence of a broken-symmetry antiferromagnetic phase are
in the d= limit and captures nontrivial aspects of physics addressed for the two-band Hubbard model indke~ limit
of strongly correlated systems in finite dimensions, whichin the present work.
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earU N have been studied extensively in the context of high-
t T temperature superconductivity.
UHB \ A UHB We now qualitatively argue that the Hamiltoniél) may
‘ contain the necessary ingredients to cause the Mott mecha-
& —!—'— nism in the presence of antiferromagnetic order. In the study
N U of the one-band Hubbard model at half filling dr=,” the
n transition from the insulating to the Fermi liquid phase may
be identified in a naive sense as the onset of electron hopping
when the dimensionless parametert/U becomes 0D(1).
Since the effective antiferromagnetic coupling of nearest-
| neighbor spins for the one-band Hubbard model is of order
& | J=t?/U and the dimensionless paramelerJ/U is also of
LHB LHB 0O(1), theantiferromagnetic long-range order in the insulat-
) - , .ing phase competes with the onset of the Fermi-liquid phase
l_:IG. 1. Schematic describing the parameters used in the Hamily 14" can inhibit it by completely gapping the Fermi surface
tonian (1). UHB and LHB: Upper and lower Hubbard bands. unless suppressed by magnetically frustrating interactfons.
. In a two-band Hubbard model at finitg, there is an extra
We then address the relevance of our numerical results tegree of freedom as the effective bandwidth of the hybrid-
the real system. In particular, we compare our results withyed d pband is given byW=t%/A that corresponds to the
NiS,_,Se, focusing on the two phenomena that appear tosecond-order virtual hopping of electrons between the
characterize this class of materials, namely, a m9ta|'inSU|at9{earest-neighbcrd andp sites. Thus the metal-insulator cri-
transition in the presence of antiferromagnetic order and thgarion becomedV/A=0(1). However, in the competition
development of a peak at the Fermi level at the Ml transitionyetween formation of a nonmagnetic Fermi-liquid ground
We also suggest a possibility of hole doping in this materialstate, which may be characterized by a Kondo energy
that might occur experimentally as a result of the creation OEKondogW exp(—W/J), and a magnetic metallic ground state
S and Se vacancies. In Appendix A, we briefly describe howsp5racterized by a Ruderman-Kittel magnetic enegy
NiS,_,Sg, which has a complicated pyrite structure, can be= 32y, where the effective antiferromagnetic coupling be-
fit to the two-band Hubbard model after some simplifica-yyeend spins and the effective noninteracting electron bath
tions. We finally suggest some similarities between our re;q of orderJ=t2U/(U— A)A,** the magnetic energy can win
sults and highF. cuperates. for large A such thatw/J is larger than a critical threshold
value while the onset of the Fermi-liquid phase is controlled
IIl. MOTT MECHANISM IN THE TWO-BAND by W/A.* _ - _
HUBBARD MODEL This suggests the following qualitative scenario. Close to
a zero temperature and for a sufficiently large charge-transfer
The two-band Hubbard model we study in this papergapw<A, quantum fluctuations of both charge and spin are
takes the following familiar form: suppressed and the system is expected to be in the antiferro-
magnetic insulating phase. Asis gradually decreased, the
L o~ R onset of the Fermi-liquid phase sets in through quantum
H=— 2 t(dl,pj,+pl,dio)+(ea— ) 2 Agiy charge fluctuations ak=A .= O(t). However,W/J [=(U
(L)e ' —A)A?/Ut?] may still be above the critical value at which
R o the Kondo screening spin fluctuations destroy the magnetic
+(6p—M)2 Npict UZ Ng,itNaij » (1) phase, so the system passes into a metallic antiferromagnetic
' ' state. It should be noted that the precise balance between the
St sty _ value of A below which the system becomes metallic and
whered;, (p;,) is the creation operator of @ (p) electron  apove which it remains antiferromagnetic is a subtle issue
with sping at sitei andng;, (Nq,i,) is @ number operator of - that will depend on the details of the model considered. We
d (p) electrons with spir at sitei. The electron hopping is  show below that this condition is satisfied in ttesco limit
considered only between the nearest-neightbandp sites  assuming certain details about how the two-band model is

and electron-electron correlation is assumed to be apprenapped onto this limit. This need not necessarily be true for
ciable only on thel sites. The energy parameters are chosefinore general models.

to beeg<e,<u<ey+U, which represents the materials we
are interested in, including highe cuprates and NiS ,Se,.
Note that we only consider ong orbital per unit cell al-
though Ni ions are expected to be irdé state. We discuss
this simplifying approximation in Appendix A. A charge- In this section, we illustrate how we map the two-band
transfer gap is defined @= €4+ U — ¢, (Fig. 1). Note, how-  Hubbard model onto a particular configuration. The Hamil-
ever, that a case of;<u<e,<eg+U (i.e., A=e,—€q)  tonian(1) has already been a subject of study in the infinite-
is related to the above case through a particle-hole symmelimensional limit, and it was showh that the lattice in
try. We study the MI transition of this model, as a function which d (p) states occupy thé (B) sublattice has a well-
of charge-transfer gapp and hole doping [=1.5-3 ,(ng, defined infinite-dimensional limi{See, however, recent Ref.
+n,,)]. The Hamiltonian(1) and its effective Hamiltoniai ~ 16.) In this work, we will further break the translational sym-

Ill. CONSTRUCTION OF THE SELF-CONSISTENCY
CONDITION IN THE INFINITE-DIMENSIONAL LIMIT
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metry to allow for the effects of superexchange couplingbeen shown to exhibit qualitatively the same physics as on a
between the spins o sites viap sites. The superexchange hypercubic lattice in the infinite-dimensional lintft.Conse-
coupling remains finite ird=< since it is of the order of quently, two inequivalenp sites are created on the lattice,
t*~d~2 (t~d Y2 d=dimensionality, and the number of but this can be remedied by introducing a multiband system
pairs ofd sites that couple through superexchange interactFig. 2).

tion is of the order ofi?. (Equivalently, connectivity instead  The set of equations that constitutes our formalism in the
of dimensionality may be usgdWe will consider a Bethe g=c |imit consists of the local problem af sites:

lattice for which the one-band Hubbard model has already

B (B A A B R
St =~ 2 JO JOdrdr'dé[B”w)DéE,B]‘l(r—r')dﬁfm(ﬂ—u fo driif®h ) -3l -31, @

- ~ALBI - (8] pAE]
Tr{dABIT () GAB)(+ ) Smp (O5° 1 fDdA[B]TDdA[B]dﬁ[B]T(T)dﬁ[B](T’)e_Sﬁ“P (o™
o 7)d (7 imp (Do

DA[B]( T—17')
: e STNT]

f DAABIT DALl Sy 05

and the self-consistently condition in Fourier space: be sufficient away from MI transition, while ten or more
iterations may be needed close to the MI transition.

. . U . In the algorithm of Hirsch and Fye, the local acti8p,, is
A -1_ _ _ _ _t2pB ’ P
Dosiw) "=io—egtu—5-1P,(lw), 4 giscretized along the imaginary time axis and bilinearized in
the fermion operators by the discretized Hubbard-
U Stratonovich transformation using the Ising variabfes:
DEU(iw)—lziw—edm—§—t2Pf}(iw), (5) N
Smp~— 2 (AD2X dy(1)Dgg(1=1)d,(1")
PA(iw) t=io—e,+u—t?DA(iw), (6) e 7
P R .
PS(iw) t=iw— eyt u—t2D%(iw), (7) —5 2 A7 2 u(Dlfa(D—hg ()]
=1 ph==z1

whereDALB! is a bare Green’s function of thisite of type N
A[B] and spino, andP4® is a total Green’s function fop =— > (An2X diD1—-1)d,(1")
site of typeA[B]. It may be more illuminating to eliminate LI'=1 o

the P’s and write the resulting equations as

N

¥ ) = A7 2 h(hmyl), 8)
NN t i h +\

Doo(i®) _Iw_6d+'u_§_iw—ep+,u—t2DB(iw)'

Il
s

where B=A7N, coshf)=expGA7U), mZ(I)E[ﬁdT(I)

U t2 —ﬁdl(l)]/z, and h(l)=Apu(l). N is the number of time
DEU(i w) l=io—etpu— =——- A slices,u(l) is a time-dependent Ising variable that takes val-

2 lo—etp—t'Di(io) ues of+1 or —1, andmy(l) is thez component of the local
spin of the Niey site. Equation(8) implies thath(l) can be
regarded as an effective local magnetic field that fluctuates
and takes on the discrete values\ and —\. That is, the
system of interacting fermions is mapped onto that of free
electrons under the influence of the self-consistently deter-
mined effective field that couples to the charge degrees of
freedom and the fluctuating discrete magnetic field that
couples to the spin degrees of freedom. The thermal average
of h(l) is given as

which reveals the bipartite relation betweBr}, and DZ.
Note thatd spins only couple tal spins of the opposite types
and hence no magnetic frustration.

We solve Eqs(2)—(7) self-consistently. Given a noninter-
acting Green’s functio4.®!, we solve the impurity prob-
lem (2) and(3) numerically using the quantum Monte Carlo
(QMC) algorithm of Hirsch and Fy&!"to calculate a total
Green’s functionD'®!. The self-consistency Eq$4)—(7)
generate new noninteracting Green's functi@(® . The
above steps are iterated until convergence is achieved. We (hABly = fﬁdr hags) (7).
then use the maximum entrogE) method to obtain an 0
analytically continued real-time Green’s function. Our crite-
ria for convergence is the convergence of the the location Tr{hA[B](r)e‘Sﬁ\wEE]<D§[B])}
and the relative heights and widths of the characteristic peaks hare)(7)= T —ATE]
calculated using ME. Normally, three to four iterations will Tr{e*Sﬁwp (Do
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and is numerically calculated by QMC algorithm. Whenever W w

<hA[B]> converges to a finite value, this impli(_as that the QMC. FIG. 3. The evolution of the single-particle Green’s function as
tries to br_eak the_symmetry between up-spin and down—splg function of charge-transfer gap fgr=32, U=4. The graphs on
an_d ad S'_te acquires a_tehdency to prefer either one of thg,q right side are rescaled to show nearfeatures. The occupied
spin configurations. This is analogous to the slow fluctuasecior is mostly ofp character and the unoccupied sectordof
tions that occur in the local-moment regime of the Kondocharacter.

problem below the Kondo temperature: however, here we

have a lattice problem rather than an impurity problem so _ .
that the system s_ustains a true symmetry_breaking. In thg:rr]r;]t;(:r dci)rfe\(lzalyeZg(ra]tre(l??rzrgr\]/?&[;ffg(ntJr;nlfgz]besItr:ﬁ](;\j/vteo
Ioca_l moment regime, the QMC can .b.e biased tqwards %chieve a fixed value af,, for eachgmln case of a doping-
particular spin sector by properly initializing the nonlrlteraCt_induced MI transition thtgtsingle-par.ticle Green'’s function is
ing Green’s function for the input. Therefore, once the anti- . Lo . A
fe?romagnetism sets in. the gelf—consistency é(;;_(e?)a t studied as a function of,y; although in practice: is tuned to
produce new noninteracting Green’s functions in such a wa ﬁ;yr né(ztt.rallgs?(;criei:lstﬁlsgsru:/f/}ethcitotéz Ln(%d/% EaLT /zrtegrjz)sent a
ﬂ:at the QI\f/IChIS b|§sed to break the spin symmetry in ar‘Nithgthis value ofU QM'C can be performed down to r'ea-
alternative fashion betweets and B sublattices(Since the ! ; . .

QMC sponta_lneously breaks the spin symmetry in the Iocalrc’ﬁp;gy;r?(\;\’ é?)nr:]?)irtitru:ie;ewmtﬁofjgl}rulivfIrg;;urﬂfrtl)cslaac-
momednt reglmke, we do not need to explicitly bias the SyStert,p(frecise value for Nig ,Se, éfair qualitative success of our
towards a broken symmetry phase. The mechanism of bias- X0 . e
TR ; results suggests that our arguments will not be modified in a
ng 1S 'mp“C'E\[IQ] the algonthr_n of the QMG.Then,(hA[B]> qualitativegr%]anner if an exa%t value Ufis chosen. Once
f:]srevyell asD;, ™ correspondingly acquires a staggered Naig fixed, a critical value ofA at which a charge-transfer Ml

transition occurs is uniquely determined.
(h")=—(h®),
IV. RESULTS AND ANALYSIS
Dy(r=0)=D? (7=0) or ng,=ng ,, A. Charge-transfer metal-insulator transition
which we identify as the signature of the onset of antiferro- We studied the charge-transfer Ml transition {8r 16
magnetism. In a preliminary study of the one-band Hubbardind 32. In Fig. 3, we plot the evolution of the single-particle
model, we found coexistence of metallic and insulatingGreen’s function for3=32, calculated using the metallic
phases for sufficiently low temperatures near the metalinitial Green’s function. FoB=32, we found the signature
insulator transition, indicating a first-order nature for theof coexistence of a metallic and an insulating solutions for
transition. Therefore, in the two-band case, we also exami.0<A<1.23, indicating the first-order nature of the transi-
ined the coexistence of metallic and insulating solutions. tion. A true transition is expected to occur somewhere in this
In this work, all the energy levels are measured with re—region. Figure 4 shows an example of coexisting solutions
spect toeg and scaled in units of the bare bandwidth of afor A=1.23. The MI transition is signaled by the appearance
Bethe latticeD (=2t), i.e.,D=1(t=0.5) andey=0. In case of a narrow peak at the Fermi leve¢d) inside the charge-
of the charge-transfer MI transition, the evolution of thetransfer gap with its center slightly beloe:. A relatively
single-particle Green’s function is studied as a function ofsudden broadening of the upper Hubbard basidB) can be
charge-transfer gapd(=U—¢,), for a fixed 8 and total observed at the MI transition and is due to the onset of the
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FIG. 4. Coexisting solutions of the single-particle Green’s func-  FIG. 5. Staggered magnetization and the spectral weight as
tion for a metallic and an insulating phase fg=32 and A charge-transfer gap fg8=32, 16.
=1.23.
B. Doping-induced metal-insulator transition

virtual second-order electron hopping. The appearance of the We chose 8,A)=(16, 1.6) for which the undoped sys-
peak slightly belower is probably due to the broken tem can be characterized as an antiferromagnetic insulator by
particle-hole symmetry in contrast to the Mott transition ofour calculation. We present the results for the case of hole
the one-band Hubbard model at half filling where thedoping in Fig. 7. In the case of electron doping, the Ml
particle-hole symmetry enforces the peak to appear strictijfansition is driven by the continuous shift of the UHB to-
on e . The projective self-consistent appro&tinay be able Wards € and no apparent peak was observed within our
to address the further details of the evolution of the singleumerical resolution. A peak may be expected to appear at
particle Green’s function neas- . For 8= 16, we found no lower temperatures due to the reduced thermal broadening,

evidence of coexistence of a metallic and an insulating solu‘:"lthc.)ugh the .cal_culatlon W'”. be numerically expensive.
tions and the MI transition occurs in a crossover fashiorfo‘gam' the projective self-consistent approach may be a more

Where the charge-transfer gap closes continuously witho §uitable way to study the details. Figure 7 illustrates the ef-

. g 9ap OUSly “ect of hole doping on the charge-transfer insulator. Note that
the signature of the appearance of a peakatvithin our a peak develops upon doping on top of the valence band
numerical resolution. The spectral function et starts to

acquire a sizable weight arounkl=1.0. We also plot the
staggered magnetizatiorM ,= S}~ S = (D~ D?) — (D}
—D'f’) and the spectral weight &, g(eg) [Figs. 5a) and
5(b)]. For B=32, M, starts to decrease rapidly upon ap- 05
proaching the MI transition, whereas, f@=16, M, de-
creases rather monotonically and no apparent anomaly at the
MI transition was observed. Note that for both cadés,
remains finite even aftag(ez) becomes sizable and the an-
tiferromagnetism persists inside the Fermi-liquid phase. In
Fig. 6, we plot the single-particle Green’s function at half
filling for a fixed charge-transfer gapA& 0.9) as a function

of temperature. Note that as the temperature is raised, a
Kondo-like peak disappears and a spectral weight at the
Fermi level is suppressed. Singéer) remains finite atg

1.5 T T T

1

RN R

=16, it is unclear whether this suppression corresponds to e ‘ 3
the temperature-driven MI transition. However, the above 1 E
results still imply the existence of a temperature-driven Ml 05 3
transition for 1.6sA<1.23 depending on where the true ]
transition occurs aB= 32, i.e., from a low-temperature me- 0_2 1 0 ) ‘

tallic phase to a high-temperature insulating phase. Later, we
argue that it is legitimate to have this kind of temperature- FIG. 6. Single-particle Green’s functions at half filling for a
driven Ml transition. fixed charge-transfer gap\(0.9) and varying temperatures.
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a function of hole doping fop=16,A=1.6, andU =4. The occu- gnq 9 9

pied sector is mostly o character and the unoccupied sectodof dom and the destruction of magnetlc Iong-lrange order
character. (through Kondo quantum fluctuations of the spin degrees of
freedon) due to the presence of correlationless sites that me-
diate the superexchange coupling between the two strongly
correlated states. We find the effect of the presence of the
Lorrelationless sites may be manifested in a different way.
. The presence of correlationless sites renders the system rela-
around 5,~0.03. Also, th?.UHB b_roadens and, unlike the tivelypinsensitive to the choice of the initial, nonint)éracting
charge-transfer Ml transmon, shifts upward. MZ and Green'’s function compared with the one-band Hubbard sys-
g(er) are plotted on Fig. 8. The effect of doping on thetem. This difference can be understood from the self-
antiferromagnetic long-range order is rather dramatic. Irl:onsistency equations. Even if we start with an extremely

contrast to the charge-transfer MI transition, the antiferroy,.4)i,e4 noninteracting Green's function, since it has to be
magnetism disappears immediately upon doping beforgyareq through the self-consistency equation twice, it ac-

9(er) becomes sizable and no evidence was found for the, ,ires more renormalization and damping before it is sup-
coexistence of a metallic character and an antiferromagnetigiaq as an input for QMC. In the case of the one-band Hub-

long-range order. bard modef the Green'’s function has to go through the self-
consistency equation only once before it is supplied as an
V. DISCUSSION input for the next QMC. Note that if there is no electron
hopping, the self-consistency equations simply produce the
As we speculated based on a qualitative argument, theoninteracting Green’s function of the atomic limit that has a
two-band Hubbard model id=< was found to exhibit a simple pole at the atomic level and if the electron hopping
charge-transfer Ml transition from an antiferromagnetic in-becomes finite, renormalization and damping will complicate
sulator to an antiferromagnetic metal in contrast to the onethe structure of noninteracting Green'’s functions. Put in dif-
band Hubbard model at half filling where the MI transition ferent terms, the self-consistency equations of the two-band
occurs at finite temperatures from a paramagnetic metal to adubbard model are less capable of distinguishing metallic
antiferromagnetic insulator as a functionlf The transition  from insulating solutions for a given set of parameters. In
was found to be of first-order character at sufficiently lowfact, in our preliminary study of the one-band Hubbard
temperature and becomes continuous at higher temperaturesodel, we found evidence of their coexistence fb+ 16
We expect this trend will persist qualitatively wheh is  near the MI transition, whereas no apparent signature of this
increased fromU =4, although the location of the critical coexistence was found for the two-band Hubbard model at
point may change. However, it will be interesting to ask howthe same temperature.
the nature of the charge-transfer MI transition, especially at At half filling, near the charge-transfer Ml transition, we
T=0, is modified ifU is decreased frord =4 but remains also found the implication of the temperature-driven Ml tran-
sufficiently large for the model to represent a charge-transfesition from an antiferromagnetic metal at low temperature to
insulator. an antiferromagnetic insulator at high temperature. This tran-
As discussed earlier, the above difference between theition may be rationalized naively in terms of an entropy
one-band and the two-band model is expected to come froargument. In the localized phase, a low-lying excitation is an
the separation of the two mechanisms in the two-band Hubantiferromagnetic spin wave whose entropy growsTds
bard model, namely, the onset of a Fermi-liquid phasesimilar to acoustic phononswhereas in the delocalized

below the Fermi level even befof eg) acquires a sizable
weight. As the doping is increased further, the peak grow
and shifts towardsr , andg(eg) starts to become sizable at
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phase, a main contribution to the entropy at low temperaturelevel will require a more sophisticated model that treats the
is expected to come from the Fermi-liquid part that growscomplication of this material more rigorously, our results
linear inT. Therefore, given that the ground state is a delo-S€em to suggest that the dynamical mean-field theory ap-
calized phase, as the temperature is raised, the entropy teffoach is a promising theory to study a strongly correlated
in free energy will eventually favor the localized phatgee electron system. . .
Appendix B for more detailed argumentaVe also found Finally, it is tempting to point out the relevance of our
o . ) results to hight; cuprates. Our results show a phenomenol-
qualitative differences between the charge-transfer an

Lo S : gy that is analogous to that of the cuprates from zero-
dopl_ng—mduce('j M transition in the manner that th_e_ Slngle'doping to the overdoped region at sufficiently low tempera-
particle Green’s function evolves during the transition. Fo

o 2. "ture at a qualitative or even semiquantitative level. We show
the charge-transfer Ml transition, at sufficiently low tempera-inat a finite amount of doping.~0.03 is necessary for the

tures, a narrow peak develops &t inside the gap and the  system to acquire a sizable weighteatand that the antifer-
UHB broadens rapidly at the Ml transition due to the onsetomagnetism disappears before the spectral weigh k-
of the virtual electron hopping. For the doping-induced M comes sizable. However, it is difficult to tell within our nu-
transition, a preformed peak belog: continuously shifts merical resolution whether the charge gap remains strictly
towardseg and the UHB broadens and shifts upward duringzero for §< 8. In the case of the one-band Hubbard model
the MI transition. in the paramagnetic phas¢he quasiparticle peak appears at
We find that despite some crucial simplifications, our nu-e- upon doping’* Detailed study of the effect of carrier dop-
merical results for the charge-transfer Ml transition of theing on both the one-band and the two-band Hubbard systems
two-band Hubbard model qualitatively fit to the MI transi- with the consideration of the broken symmetry phase using
tion of NiS,_,Sg with Se substitution identified as the re- the projective approach will be necessary to answer the
duction of the charge-transfer gésppendix A and that this above question. In order to further clarify the relevance of
yields a proper account of the evolution of a narrow peak irthese models to higii; superconductivity, calculations with
the presence of antiferromagnetic order resulting from supeinore applicable values of the parametés and A) and
exchange coupling between the Nielectrons in both the Pperhaps more parametets,, U4, etc) with the consider-
insulating and metallic phases. Also, our results illustrated irtion of the anomalous components of the Green’s function
Fig. 6 and qualitative arguments given in Appendix B sug-may be desirable.
gest the existence of the temperature-dependent Ml transition In conclusion, we found that the two-band Hubbard
near the phase boundary and qualitatively match the expermodel in infinite dimension can predict the Mott transition
mental result§.However, there is one apparent discrepancyincluding T=0. The transition as a function of charge-
between our result@ig. 6) and the experimental data of the transfer gap is characterized by a development of a Kondo-
evolution of angle-resolved photoemission cross section as lie peak at the Fermi level in the presence of antiferromag-
function of temperatur In the experimental data, there re- netic long-range order. This result qualitatively captures the
mains a sizable cross section népresumably belo eg main features of the MI transition of NjS,Se, despite the
even in the insulating phase, which is not apparent in Fig. 6¢crucial simplifications necessary to model this system with
Moreover, the evolution of angle-resolved photoemissiorihe two-band Hubbard model. The study of doping effects
cross section as a function of Se fraction has also been fourghggests the possibility of the occurrence of carrier doping in
to develop a noticeable weight ne@resumably beloye  the course of Se substitution. Also, our results seem to be
in the insulating phas#, which is not apparent in Fig. 3, relevant to the understanding of the disappearance of antifer-
either. The appearance of cross section ngain the insu-  romagnetic long-range order in the high-cuprates as a
lating samples cannot be understood within our model if wgfunction of doping. Further calculations in a relevant param-
assume that the effect of Se substitution is just to decreaseeder range using a more powerful numerical approach will be
charge-transfer gap, but can be explained if we take intglesirable to pursue this conclusion for the cuprates.
account the possibility that Se substitution causes hole dop-
ing by creating S/Se vacancies. Our results for the doping- ACKNOWLEDGMENTS
indpced MI tran;ition suggest the deve_lopment of sp_ectral We thank Z-X Shen and Anne Matsuura for many stimu-
weight belowe in the insulating phaséFig. 7). From this  |51ing discussions. We thank Nejat Bulut for the generous
point of view, we can give an interpretation to the gonation of the maximum entropy program. We acknowl-
temperature-dependent an_gle—resolved photoemlssmn Me&dge the NSF for support through Grant No. DMR9418964
surement that a sudden shift of the nearfeature is caused and through the Center for Materials Research at Stanford

by the disappearance of the weight due to the charge-transfgjniversity' and the San Diego Supercomputer Center for a
mechanism(i.e., “Kondo-like” resonancg and the remain- grant of computer time.

der of the weight is due to the hole-doping effect. However,

if both charge-transfer and hole-doping effects are present, iINPPENDIX A: A MODEL HAMILTONIAN FOR NiS  ,_,Se,
may raise the question of which mechanism is a driving . o i .

force for the MI transition. Since an antiferromagnetic order A PYrite, NiS,, is an insulator and orders antiferromag-
is expected to persist during the MI transition and our resulp€tically below the Nel temperaturd =40 K. The crystal
illustrated in Fig. 8 suggests that an antiferromagnetic ordebelongs to the space grolijj(Pas3) and can be conveniently
is unlikely to persist across the doping-induced Ml transition,regarded as a rocksalt structure consisting Gf"Nons and
our model favors the charge-transfer mechanism as a mai  dimers. Nf* has six nearest-neighbor Shat form an
cause for the MI transition. Although a theoretical explana-octahedron with Ni* at its center. To the simplest approxi-
tion of the phase diagram of NiS,Se at a quantitative mation, the crystal field will split the Nd levels into a lower
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set of threefold degenerate levelsg) and an upper set of a free energyr(T) is expected to come from the Goldstone
twofold degenerate levelf) where thet,, orbitals are oc- mode that is the antiferromagnetic spin wave. Therefore, at
cupied and the, orbitals are half filled. P orbitals of 3’ low temperature$’
dimers will split into bonding (o,7) and antibonding

(o*,7*) states where, 7, and#* are occupied and™ is 72Nk T)?
unoccupied. The physics of the MI transition in Ni com- F|(T):F,(O)—Sp'—B,

pounds is complicated by the twofold degeneracy ofepe 720/3(39)°

orbitals. In principle, a Hund’s rule coupling must be intro-

duced in order to favor a spin-1 pairing of tbeelectrons. In whereng,, is the density of spins. On the other hand, in the
preliminary studies we have found that the dynamics of theantiferromagnetic metallic phase, the leading term in a free
Hund’s rule coupling when introduced in a rotationally in- energyF\,(T) is expected to come from the Fermi-liquid
variant way leads to a minus sign problem in the quantuntharacter. Therefore,

Monte Carlo calculations. For this reason, we have focused

on a simplified model in which the degeneracy of g 729(e0) (KaT)?2
states is neglected. Despite this simplification, our results F(T)=Fy(0)— — 2"~
still show the essential qualitative features found in 3
NiS,_,Se so that we believe the correct inclusion of the

Hund’s rule coupling would not change our conclusions in aThe condition of phase boundary,
qualitative way. Therefore, a model Hamiltonian may be

constructed from half-fillee, states of Ni & and filled a* F(T)=F,(M)

of S, 3p (Ref. 6 as

. . gives the transition temperatufg,
H= = 2 Dot Plyte) + (60— m) 2 fae
L]),o o
Te= Vi + V2 +t,

+(ep_:“)i2 ﬁp,ia+UZi Ngi1Ng.i

where
whered! (p) is the creation operator of agy(7*) elec-
tron with spino at sitei andig;,(Rq ;,) iS @ number opera- ~ 120/3g(ep)(3S)°
tor of e4(7*) electrons with spinr at sitei. The electron 1= nSPmeB '

hopping is considered only between the nearest-neighbor Ni

and S and only the on-site Coulomb repulsion on Ni is 3

assumed to be appreciable. The undoped materig! INiS a ¢ :72W§(JS) [F1(0)—Fn(0)]
charge-transfer gap (=e4+U—¢,) between the occupied oF T NgpirKa '

m* band and the emptg, band and is expected to corre-

spond to the parameter regiare A for which the ground Thus, assuming\.— A~F,(0)—F(0) near the MI transi-

state of the Hamiltoniai1) is a charge-transfer insulatit. ion atT=0, the slope of the metal-insulator phase boundary
In this work, we restrict ourselves to two cases where S§earT=0 behaves as

substitution either decreasasby increasing an overlap ma-
trix between P orbitals in a dimet or causes hole doping by

creating S/Se vacanciésee, however, Ref. 220ur numeri- 3_Tt o VNgpin g3
cal results thus provide an interpretation of the experimental A ka(g(er)IS)R :

phenomena measuring the effects of Se substitution op NiS A78e T20

APPENDIX B: TEMPERATURE DEPENDENCE This implies that increasing the magnitude $fwill make

OF THE PHASE BOUNDARY thga anr:n‘erromagnenc ms(;JI:;\]tmgl phasfe hmorr(]a stagle ads we
BETWEEN ANTIFERROMAGNETIC METALLIC raise the temper?[t_]“ret' and t ?Soze. oft f/”ptase .t.oun bary IS
AND INSULATING PHASES suppressedi.e., the temperature-driven ransition be-

comes more well defingdThis implies that a temperature-
In the antiferromagnetic insulating phase, at sufficientlydriven MI transition under consideration should be more eas-
low temperatures, the leading temperature-dependent term d§ observed in a degenerate system such as NiSe, .
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