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Structure and electronic properties of amorphous indium phosphide from first principles
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We report detailed and extensive first-principles molecular-dynamics~MD! simulations of the structure and
electronic properties of amorphous InP produced by rapid quenching from the liquid. The structure of the
material is found to be strongly ordered chemically, even though there is a significant number of coordination
defects and despite the presence of odd-membered rings. We find, as a consequence, that there exist ‘‘wrong
bonds’’ in the system, in an amount of about 8%; these result from the presence of coordination defects,not of
local composition fluctuations, as has been conjectured. The system, in fact, is found to be overcoordinated,
which might be the reason for the observed higher density ofa-InP compared toc-InP. We have also
investigated the possibility of pressure-amorphizing InP. Our calculations indicate that the cost of a transfor-
mation of the compressed zinc-blende crystal into an amorphous phase is so large that it is very unlikely that
it would take place.@S0163-1829~98!11103-7#
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I. INTRODUCTION

Despite considerable work over the last few decades,
cise understanding of the static and dynamic structure
glasses and amorphous materials remains a challeng
theorists and experimentalists.1–5 Only average properties o
these materials are accessible to experiment; even in su
simple material asa-Si, a covalent semiconductor, detaile
experimental knowledge of the atomic arrangements on
local length scale is missing. The average coordination n
ber of a-Si, for instance, is not known exactly, though
appears that it is almost the same as forc-Si, i.e., 4.6 The
only way of obtaining detailed microscopic information o
the local atomic structure is thus via theoretical modeling
particular,ab initio molecular-dynamics~MD! simulations,
which describe accurately the interatomic potentials, h
been able to generate structural models ofa-Si anda-GaAs
that yield measurable quantities in good agreement w
experiment.7,8 Ab initio calculations are, however, comput
tionally very demanding. Empirical potentials such
Stillinger-Weber9 or Tersoff10 work reasonably well for Si,
Ge, and their alloys, but there exist no such models for II
compounds. Indeed, these materials are inherently m
more difficult to model than the corresponding elemen
systems because of the added complexity of~partly! ionic
bonding, which results in a strong degree of chemical or
in the crystal. Despite these difficulties, a set of transfera
tight-binding~TB! potentials has been developed for some
the III-V’s, in particular, GaAs and GaP.11 In recent MD
studies ofa-GaAs~Refs. 12–14! andl -GaAs,15 these models
were found to produce results in good agreement with th
from ab initio studies and from experiment.

InP is an important material for the industry of microele
tronic and optoelectronic devices, in particular, in the field
high-speed computing and communications.16 In spite of its
potential, it has been much less studied than GaAs~the two
570163-1829/98/57~3!/1594~13!/$15.00
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materials have similar band gaps!, mostly because of the
difficulty in fabricating high-quality InP crystals in larg
enough quantities. Resorting to the amorphous phase o
material might be a way out of this problem; indeed,a-InP is
expected to find its way in the fabrication of integrated c
cuits.

Attempts at fitting a reasonable tight-binding model f
InP have so far been unsuccessful and, as mentioned ab
there exists no empirical or other potential for this mater
A first-principles approach, therefore, seems to be the o
possible avenue for constructing models of the amorph
material. Here we propose a model for stoichiometrica-InP
obtained by a melt-and-quench cycle. To our knowledge,
constitutes the very first attempt at constructing a reali
model ofa-InP. Experimentally, the structure of the mater
remains to a large extent unresolved, despite the fact
some structural measurements have been reported in th
erature~see below!. Several questions pertaining to the loc
atomic order remain open. In particular, though it is cle
that a-InP is disordered from both chemical and structu
viewpoints, experiment has not yet given a precise value
the proportion of wrong bonds in the material — and
relation to coordination fluctuations. Thus, for instance, it
not clear if wrong bonds result from the presence of top
logical defects, such as odd-membered rings, or from lo
compositional fluctuations~i.e., antisites or clustering! aris-
ing from conditions of preparation.17 In the case of InP,
which is rather strongly ionic, heteropolar bonding should
favored over homopolar bonding, and the proportion
wrong bonds consequently reduced.

a-InP is normally produced by flash evaporation ofc-InP
and deposition onto an appropriate substrate,17–21 but it can
also be obtained by ion implantation22 — which, in principle,
yields better-quality material with reproducible properties
though usually not in quantity sufficient for such atom
structural measurements as x rays to be carried out.23 There
1594 © 1998 The American Physical Society
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are only very few reports of ion implantation amorphizati
of InP.24 Other covalent semiconductors, such as Si a
GaAs, can also be produced through proper press
treatment.25–28To our knowledge,a-InP has never been pro
duced in this way. It has, however, been conjectured
pressure-induced amorphization should not occur in stron
ionic compound semiconductors.27 This conjecture has no
been verified; it is clearly of interest to examine the quest
in the case of InP, which is significantly more ionic tha
GaAs ~0.421 vs 0.310 — cf. Ref. 29!.

We have therefore also examined, in the course of
study, the possibility of fabricatinga-InP through the appli-
cation of pressure. Our computer simulations indicate t
InP doesnot amorphize under pressure, even for valu
largely in excess of those required for the system to tra
form into the high-pressure NaCl phase. The energy of
compressed zinc-blende crystal, we find, remains lower t
that of the amorphous phase produced from the melt,even at
higher density.Thus, there is no chance for amorphization
take place: the cost of breaking the strong ionic bonds is
too large. In fact, the system is found to undergo a transi
to a complex — but ordered — phase that maintains
chemical order of the system, i.e., that introduces no wr
bonds. Thus, it appears that, indeed, strongly ionic mate
arenot good candidates for pressure-induced amorphizat
more ‘‘violent’’ processes are required, and this suggests
the amorphous phase cannot exist in the absence of w
bonds.

There is definite experimental evidence that MeV-io
bombarded c-InP contracts with respect to equilibrium
material.30 The density ofa-InP, in fact, is slightly~a frac-
tion of a %! larger than that ofc-InP, which is a bit surpris-
ing in view of the fact that botha-Si anda-GaAs are less
dense than their crystalline counterparts.31,32Our calculations
are consistent with this observation in that the system
found to be, on average, overcoordinated, while the aver
bond length is larger than in the crystal. In contrast, usingab
initio MD and TB-MD, we have founda-GaAs — which is
less dense thanc-GaAs — to be undercoordinated, albe
only slightly.8,13,14

Our paper is organized as follows. In Sec. II, in order
put our contribution in proper perspective, we present a s
mary of the information known from both experiment a
theory ona-InP. In Sec. III, we provide details of our com
putational framework, including a description of the grou
state~zinc-blende! and high-pressure~NaCl! phases. Discus
sion of our results for the model prepared by melt a
quench is given in Sec. IV. There, we first present the res
for the liquid phase, in particular, static structure and dif
sion. The structure and properties of the amorphous, l
temperature phase is discussed next in terms of radial d
bution functions, static structure factors, distribution of bo
and dihedral angles, coordination numbers and bonding c
acteristics, vibrational properties, and density of elect
states. In Sec. V, finally, we present our findings on the p
sibility of amorphizing InP through the application of pre
sure.

II. BACKGROUND

A. Experiment

To our knowledge, only very few x-ray or extended x-ra
absorption fine structure~EXAFS! experiments,18–20 and
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only one electron diffraction17 experiment ofa-InP ~prepared
by flash evaporation and deposition, and usually nonstoic
metric! have been reported; the accuracy of these meas
ments, as we discuss now, does not allow a precise dete
nation of the local atomic order. The measured near
neighbor distances and coordination numbers for the var
types of correlations are listed in Table I. The error bar
the nearest-neighbor distances is reported to be60.02–0.05
Å, while on the coordination numbers, these are of the or
of 60.4–0.5, but this also depends on the model used to
the EXAFS data, as can be seen in Table I for In33P67.

The proportion of wrong bonds in the above measu
ments is reported to be anything between 10 and 40 %~after
taking care of the off-stoichiometry of the samples!. The
origin of the wrong bonds is not at all clear; part of th
problem arises because of variations of composition~which,
at this level, can bevery significant!: while Flank et al.19

believe that the system partly phase separates~i.e., clustering
of the excess P takes place!, Udronet al.20 indicate that the P
is more or less uniformly distributed in the samples. It is a
suggested that wrong bonds are due to local composi
fluctuations rather than the presence of topologi
defects,17,18 and, in particular, odd-membered rings.

The total coordination number of each species is found
general to be quite close to 4, as can be seen in Tab
~summing the partial coordinations!, and this is also consis
tent with core-level-shift measurements.18 It is, therefore,
tempting to conclude that odd-membered rings are absen
a-InP ~although, of course, a perfectaveragetotal coordina-
tion of 4 does not preclude the existence of odd-membe
rings! and, likewise, that wrong bonds are absent. Howev
using the same set of EXAFS data but different fitti
schemes, Flanket al.19 found the coordination of In to be
either 4 or 4.8, as indicated in Table I. The error bar on th
numbers isvery significant and evidently prevents firm con
clusions from being drawn. In fact, based on the ‘‘me
sured’’ coordination numbers, Flanket al. find a proportion
of wrong-bonded In atoms of almost 40%, but only 10% f
P; taking the stoichiometry of the sample into account, th
indicate that their fitting model is~evidently! incorrect. One
must conclude, therefore, that the error bar on the exp
mental values of the partial coordination numbers is so la
that, for all practical purposes, they are at present unkno

Electron diffraction experiments have also be
performed17 on a-InP samples also prepared by flash evap
ration and deposition. Although such quantities as partial
ordination numbers are not provided, a detailed analysis
the total pair correlation function of the material sugge

TABLE I. Experimental values of the nearest-neighbor d
tances and partial coordination numbers. For In33P67, the results of
two different fits to the same EXAFS data are indicated.

Sample r NN ~Å! Z Ref.

In-In In-P P-In P-P In-In In-P P-In P-P

a-In33P67 2.98 2.59 2.58 2.20 1.5 2.5 1.8 2.2 19
1.8 3.0 19

a-In35P65 2.80 2.58 2.58 2.24 1.2 2.8 1.6 2.5 20
a-In40P60 2.76 2.57 2.58 2.24 0.9 3.1 2.2 1.8 20
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that a-InP is ‘‘more disordered’’ thana-Ge and other III-
V’s: the first nearest-neighbor distance is larger that its cr
talline counterpart, with a rather wide spread in the distanc
the second peak is shifted towards smaller values, indica
that the average bond angle is smaller; finally, the third p
is more or less buried in the background, suggesting
order is totally lost beyond second nearest neighbors.

These electron diffraction measurements were interpre
in terms of ‘‘standard’’ ball-and-stick, continuous-random
network models, namely, those of Polk33 and Connell and
Temkin.34 The Polk model contains odd-membered ring
while the Connell-Temkin model does not. The measu
structure ofa-InP seems to be more adequately described
the unrelaxed Connell-Temkin model, i.e., without odd
membered rings, in line with the above remarks.~This also
agrees with a recent study of the structure ofa-GaAs, as
discussed in the next section.! It is expected, however, tha
relaxation of the Connell-Temkin model would bring abo
odd-membered rings.

B. Theory/models

To our knowledge, no structural model specific toa-InP
has ever been proposed. Only generic ball-and-stick mo
~Polk, Connell-Temkin! have been used to interpret stru
tural data; no computer model, based on any kind of pot
tial, has been reported.

Based on such a generic model, the density of elec
states has been calculated by O’Reilly and Robertson.35 It
has been found that wrong bonds, presumably the most
portant type of defects in this material, lead to a signific
number of states in the gap, and are, therefore, extrem
important in determining the electronic properties of the m
terial. We will bring additional evidence for this in th
present paper.

It is appropriate to mention at this point that an optimiz
model for another III-V compound,a-GaAs, was very re-
cently developed by Mousseau and Lewis.14 Using the
‘‘activation-relaxation technique’’~ART! ~Ref. 36! for relax-
ing complex structures at 0 K, a model was built that p
sesses almost perfect coordination and is essentially fre
wrong bonds. In this study, it was demonstrated tha
Connell-Temkin-like model, which contains no od
membered rings, provides a better description ofa-GaAs
than a Polk-type model, which is more appropriate to
emental semiconductors. Thus, odd-membered rings mu
present ina-Si and relatively rare ina-GaAs. How these
conclusions apply to InP, however, is not clear: In addit
to ionicity, InP differs from GaAs in that the atoms are si
nificantly different in size — Ga and As belong to the sam
row of the Periodic Table, while In and P are two rows apa
Thus, the competition between elastic deformation ene
and Coulomb repulsion will be rather different in the tw
materials. It is not possible, at present, to carry out A
simulations in order to address this issue since there exis
model potentials for InP.

III. COMPUTATIONAL FRAMEWORK

As mentioned earlier, our calculations were carried
using now standard first-principles molecular-dynamic37

plane-wave/pseudopotential methodology in the loc
-
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density approximation ~LDA !,38 with the exchange-
correlation term expressed in the Ceperley-Alder form.39 The
version of the code we use, however, is an implementatio
it optimized to run on a block of 32 nodes on a massive
parallel Cray T3D computer located at E´ PFL. As discussed
below, this has allowed us to carry out extremely long ru
in comparison to what would have been possible on a sc
machine.

All calculations were performed on a constant-volume 6
atom supercell for stoichiometric InP, i.e., 32 In and 32
atoms. The supercell volume was, however, changed
hand’’ when appropriate~see below!. The plane waves were
cut off in energy at 12 Ry, which proves to be essentia
converged as far as structural properties are concerned
cording to our tests~see also Ref. 40!. The interaction be-
tween electrons and ion cores is described in terms of no
conserving, fully separableab initio pseudopotentials of the
Kleinman-Bylander form.41 Only the G point was used for
integrating the Brillouin zone. The program us
preconditioning,42 so a rather large timestep of 10.0 a.
~about 0.25 fs!, with a cutoff ‘‘mass’’ of 3.0 a.u., could be
used. The fictitious mass of the electrons was set to 300
A Nosé thermostat, with a ‘‘mass’’ of 4.3231010 a.u. was
used to control the temperature; we have verified that
structural and dynamical properties of our systems are
significantly influenced by these choices.

We have calculated the total energy as a function of
tice parameter using the above model for both the zi
blende~ZB, F43m! and the sodium-chloride~NaCl, Fm3m!
structures. The latter structure corresponds to the h
pressure phase of InP and other III-V compounds.43,44 The
results are shown in Fig. 1~a!. The total-energy data wer
fitted to the ‘‘universal binding-energy function’’~see, e.g.,
Ref. 45!,

E~r !5aS 11
r 2a0

b DexpS 2
r 2a0

b D1 const, ~1!

FIG. 1. ~a! Total energy and~b! pressure vs lattice parameter fo
the two structures considered: ZB and NaCl. The lines are obta
by fitting to Eq.~1!.



o
e
te

he
4
th
om

e
on

o

en
no
th
rte
on
-
ly
ta
in
se

5
il
i

i-

p
h
m

nd
b

le
v-

is
d

se
0
x

g
he
r

t i
r

tor
e

ure
den-
tion
of

ged
.,

of
n
ted

and
dy.
d
at
ity.

pro-

lt-
n

the
uch
the
-
.
si-
si-
tal

ition

ap-
is

een

d to
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wherea0 is the fitted equilibrium lattice parameter anda and
b are other fitting parameters. Figure 1~b! shows the pres-
sure (P52dE/dV at 0 K! for the two phases.

From the data of Fig. 1~a!, we find the lattice parameter t
be 5.68 and 5.24 Å for the ZB and NaCl structures, resp
tively. For the ZB structure, the calculated lattice parame
is about 3% smaller than the experimental value~5.859 Å!.
This discrepancy is largely due to our use of the LDA~which
systematically underestimates lattice parameters!, and to
some extent also to limited Brillouin-zone sampling: t
‘‘true’’ LDA value, obtained by detailed integration, is 5.7
Å,46 2% smaller than experiment. For the NaCl structure,
computed value for the lattice constant using the same c
putational parameters as above is about 9% smaller than
periment — 5.24 vs 5.71 Å. Accurate bulk calculations
this phase show that the error originates in part~about 4%!
from insufficient Brillouin zone sampling (G-point only! and
no Fermi-energy smearing scheme~the NaCl phase is found
to be metallic at the theoretical equilibrium volume!. A fur-
ther 4% of the error is recovered by using the nonlinear c
correction for the exchange-correlation potential,47 leaving a
residual error of about 1% due to the LDA and pseudopot
tial approximations. In the light of these results, we can
expect our model to provide an accurate description of
phase with the run-time calculation parameters repo
above, which were required for the very long producti
simulations needed~see below!. However, since we are pri
marily interested in the ZB phase, this will be of relative
little consequence, and we will still be able to draw quali
tive conclusions on the possibility of pressure-amorphiz
InP ~Sec. V!. The energy difference between the two pha
in our calculation is found to be about 0.11 eV/atom~in
favor of ZB!, compared to the fully converged value of 0.1
eV/atom and to about 0.38 eV/atom from experiment. Wh
the error bar on the experimental value is not known, it
likely that part of this difference is due to the LDA approx
mation.

IV. MELT-AND-QUENCH AMORPHIZATION

A. Thermal cycle

The thermal cycle used to prepare the amorphous sam
by melt-and-quench is summarized in Fig. 2: Starting wit
perfect crystal, the system was first equilibrated at room te
perature~300 K!, then heated up in steps until it melted, a
finally cooled as slowly as possible into a glass. It should
stressed that the cooling rate used here, about 231013 K/s, is
probably the smallest ever achieved in a first-princip
simulation of the liquid-glass transition: the total time co
ered is a formidable 90 ps, compared to, typically,;10 ps in
corresponding simulations of other materials. In spite of th
effects of the finite~and still large! cooling rate are expecte
to be present.

For the lattice parameter of the crystalline phase, we u
at all temperatures, the value obtained above from the
global optimization; it should be noted that the thermal e
pansion ofc-InP is very small,48,49and, therefore, neglectin
this effect is of little consequence. For the liquid, now, t
density is larger than that of the crystal. This quantity is ve
difficult to calculate in the present simulation scheme, bu
known ~approximately! from experiment. Thus we used, fo
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the liquid, the density of the crystal scaled up by a fac
equal to the experimental ratio of liquid-to-crystallin
densities,50 namely ;5.1/4.7751.069. The amorphous
phase, finally, is known from experiment~on ion-implanted
a-InP! to have a density almost exactly equal~to within
0.5%! to that of c-InP.30 Again, here, this quantity is very
difficult to calculate in the absence of a constant-press
option; thus, we simply assumed the amorphous-phase
sity to be the same as that of the crystal, an approxima
that should be insignificant compared to other limitations
the study.

Upon heating, the density of the system was chan
from that of the crystal to that of the liquid at 1800 K, i.e
somewhat above the experimental melting temperature
InP,48 Tm51335650 K. We found the system to remai
crystalline at this temperature, i.e., to be in a superhea
state, a consequence of the finite~short! run time. It was then
heated up to 2100 K, and found to melt, and then to 2400
3000 K, the highest temperature considered in this stu
After cooling ~in steps! to 2100 K, the density was change
back to that of the crystal, and the system ‘‘annealed’’
2400 K so as to remove the effects of the change in dens
Quenching into the glass was then carried out in steps,
ceeding more and more slowly into structural arrest~see Fig.
2!.

The system was found to remain liquid~nonzero diffusion
on the time scale of the simulations! at temperatures as low
as 900 K, indicating a rather strong hysterisis of the me
freeze cycle. While this is likely a manifestation of finite ru
times, it can also be attributed, in part, to our use of
LDA, which tends to underestimate the temperature of s
transitions: For instance, in a free-energy calculation of
melting of Si, Sugino and Car51 found a transition tempera
ture somewhat below~300 K! that observed experimentally
It is, however, expected that finite-size effects on the tran
tion temperature are relatively small. The liquid-glass tran
tion can be seen very clearly in Fig. 3, which shows the to
energy versus temperature upon going through the trans
at constant density.

The ground-state energy of the amorphous phase lies
proximately 0.24 eV/atom above that of the crystal. Th
quantity~the latent heat of crystallization! has to our knowl-
edge never been measured in InP; for Si, it varies betw

FIG. 2. Thermal cycle of the melt-and-quench process use
prepare the amorphous phase, as discussed in the text.
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0.14 and 0.20 eV/at, depending on the state of relaxatio
the material.52 Because of the presence of wrong bonds,
heat of crystallization is expected to be larger in III-V ma
rials than in elemental semiconductors, consistent with
result.

B. Liquid phase

The liquid was studied in detail at four different temper
tures: 3000, 2700, 2400, and 2100 K. The calculated di
sion constants are presented in Table II. The error bar
these numbers is estimated to be of the order of 10%, ari
mainly from the limitations inherent to the method~size and
time!. We find no significant differences in the diffusion
behavior of the two components. From these data, we find
activation energy of about 0.35 eV. To our knowledge,
diffusion constants are not known from experiment for In
to give an experimental reference for a comparable syste50

in the case of liquid GaAs,D51.631024 cm2/s at 1550 K,
i.e., a bit larger than the values we find here~extrapolating to
lower temperatures!.

The structure of the liquid at the various temperatu
considered was analyzed in terms of radial distribution fu
tions, static structure factors, and coordination numbers.
velocity autocorrelation functions and distribution of vibr
tional states were also calculated.

The partial radial distribution functions~RDF’s! gi j (r )
5r i j (r )/4pr 2cir0 @wherer i j (r ) is the correlation function
for i -j pairs,ci is the relative concentration of speciesi , and
r0 is the average number density# provide detailed informa-
tion about the short-range arrangements of atoms in the

FIG. 3. Total energy of the system through the liquid-glass tr
sition; here, the density is that of the crystal. Also shown is
energy of the ZB crystal. The lines are for guiding the eye.

TABLE II. Diffusion constants in the liquid at various temper
tures, in units of 1024 cm2/s.

T ~K! D

3000 2.13
2700 2.32
2400 1.96
2100 1.43
of
e
-
r

-
-
n

ng

n
e
;
,

s
-
e

s-

tem; they are shown in Fig. 4 for the lowestT examined at
the liquid density, viz. 2100 K. We find the liquid, indepe
dently of temperature, to have relatively little structure, e
sentially restricted to the first- or perhaps second-near
neighbor peak. Thus, there are essentially no correlat
beyond a distance of about 3.5 Å, and the ‘‘minimum af
the first peak’’ is almost nonexistent, except for P-P corre
tions, which seem to exhibit a well-defined minimum as w
as a second-neighbor peak at this temperature. As discu
below, this absence of a marked structure will make it rat
difficult to define coordination numbers.

Likewise, we show in Fig. 5 the partial,Si j (k), and total,
S(k), static structure factors~SSF’s! of the liquid at the low-
est temperature. The SSF’s are related to the RDF’s b

-
e

FIG. 4. Partial and total radial distribution functions of liqu
InP at 2100 K. For clarity, in this and similar figures, the zeros
displaced along they axis.

FIG. 5. Partial and total static structure factors of liquid InP
2100 K.
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Fourier transform and are in principle available directly fro
scattering experiments~neutrons, x rays, etc.!. The SSF’s
were evaluated directly in reciprocal space in order to av
the spurious oscillations that arise in the Fourier transform
a function that does not terminate smoothly~as is the case fo
finite-size models!. Just like the radial distribution functions
the static structure factors show relatively little structure. W
know of no experimentall -InP data to compare these resu
with.

The results of Fig. 4 show the most strongly marked c
relation at short range to consist of In-P heterobonding. T
is roughly twice as important as In-In and P-P bondin
which are nevertheless present in very significant num
Thus, ‘‘wrong bonds’’ are very present in this phase~and of
course totally absent in the perfect crystal!, very likely a
consequence of the metallic-bonding properties of the liqu
and in qualitative agreement with the first-principles calcu
tions of l -GaAs by Zhanget al.53

As noted above, defining coordination numbers in suc
system is not simple. We plot in Fig. 6 the ‘‘running coo
dination numbers,’’ i.e., integrated radial distribution fun
tions, Zi j (r )5*0

r r i j (r )dr. If coordination numbers were
well defined, one would see ‘‘plateaus’’ in these function
corresponding to the successive neighbor shells, i.e., min
in the corresponding radial distribution functions. Clea
there are no such plateaus here. Nevertheless, we lis
Table III the coordination numbers obtained by choos
some ‘‘reasonable’’ first-neighbor distances~as indicated in
the Table!.

We find, despite the large error bars, the coordinat
numbers to decrease markedly with decreasing tempera
i.e., the covalent character of the material is increasing u
approaching the transition temperature. This is true of
three types of partial correlations, and of course also of
average~total! coordination number. The latterZ decreases
from 8.7 at 3000 K to about 7.0 at 2100 K. We can extrap
late that, at the melting temperature of InP~1335 K!, Z
would be about 6.0, as is approximately found in Si ju
above melting.

FIG. 6. Running coordination numbers corresponding to the
dial distribution functions of Fig. 4.
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Figure 7, finally, gives the density of vibrational stat
g(n) for each atomic species, as well as overall. These w
obtained by Fourier transforming the velocity aut
correlation functions. Although the density of states for
atoms shows essentially no structure — it decreases rap
with frequency — that for P atoms possesses a shoulde
the 20–40 meV range. This is likely related to the transve
and longitudinal optical-phonon peaks inc-InP, respectively
at 41 and 45 meV~in the present model; see below!, and is
manifest of the fast motion of the light P against the heavy
atoms. The frequency of this peak should, therefore, incre
upon decreasing the temperature; indeed, this is what we
upon examiningg(n) at various temperatures~not shown!.

C. Amorphous phase

1. Radial distribution functions and static structure factors

The partial RDF’s for the fully relaxed amorphous mod
at 300 K are presented in Fig. 8; also shown is the to
~equiweighted! RDF, g(r ). We observe that the partial In-P
RDF is quite similar~in shape! to the total RDF, reflecting
the fact that, as expected, unlike-atom correlations larg
dominate in the amorphous sample at short distances. In
ideal ZB structure, of course, only heterobonds are allow
and the first peak of the total RDF coincides with that of t
In-P partial RDF. In the amorphous material, homobonds
possible to some extent, even though heterobonds preva
we discuss below.

The presence of homobonds is especially evident in
P-P partial correlation; they manifest themselves as a sm
peak in the RDF at a distance of 2.19 Å, close to the P

-

TABLE III. Partial and total coordination numbers in the liquid
the cutoff distancesr Z are also given. The totalZ is obtained from
the partials asZ5( i j ciZi j .

T ~K! In-In In-P P-P Total
r Z Z rZ Z rZ Z Z

3000 4.0 5.6 3.7 5.1 2.8 1.6 8.7
2700 4.0 5.6 3.6 4.8 2.8 1.8 8.5
2400 3.7 4.2 3.6 4.8 2.7 1.5 7.7
2100 3.5 3.4 3.5 4.6 2.7 1.4 7.0

FIG. 7. Densities of vibrational states of liquid InP at 2100 K
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covalent bond distance~2.20 Å, twice the covalent radius!.
This distance is somewhat shorter than the In-P bond
tance~2.51 Å!. In the case of In-In, we observe a shoulder,
prepeak, at a distance of 2.81 Å, now larger than the I
bond distance, but again close to the covalent bond dista
~2.88 Å!. These effects can clearly be attributed to the s
and ionicity differences between the two species~In is sub-
stantially larger than P!. In contrast, ina-GaAs, like-atom
peaks are found at about the same distance as the un
atom peak. The nearest-neighbor distances we find a
quite closely with those from experiment reported in Tabl
~though at different chemical compositions!. For P-P, we
find 2.19 Å, vs 2.20–2.24 from experiment; for In-P, w
obtain 2.51 Å, compared to 2.57–2.59 experimentally; a
for In-In, which is most difficult to define, as is also the ca
experimentally, we have 2.81 Å vs 2.76–2.98. We note t
part of the observed difference arises from our model und
estimating~by about 3%! the lattice parameter of the rea
material as discussed earlier; in view of this, we conclu
that our model is in close agreement with experiment as
as nearest-neighbor distances are concerned andmodulothe
error bars inherent to both methods.

In the crystal, the equilibrium LDA In-P bond distance
2.46 Å, while second-nearest-neighbors lie at 4.02 Å. In
amorphous sample, we find, from the total RDF~Fig. 8!, the
nearest-neighbor peak at 2.51 Å, a bit larger than the co
sponding value in the crystal. In contrast, the seco
neighbor peak is at about 3.9 Å, thus shifted towards sma
values compared to the crystal, and is much broader. In f
it is clear from Fig. 8 that the second peak is made up o
least two subpeaks, with a shoulder at about 4.4 Å aris
from In-P correlations. In any case, these observations a
with the electron diffraction data of Ref. 17, discussed
Sec. II A.

It is clear from Fig. 8 that the concept of nearest-neigh
distances in the amorphous phase is somewhat ill-defi
especially in the case of In-In correlations, where the fi
peak is almost merged into the second one. In fact,

FIG. 8. Partial and total radial distribution functions ofa-InP at
300 K.
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‘‘second-neighbor’’ peak, for all correlations, is rather wid
consisting of several subpeaks, reflecting the large spect
of possible configurations in the disordered phase. All cor
lations seem to differ little from unity beyond the seco
peak, indicating that order, in the amorphous phase, is ind
very short range, restricted to the first- and second-, perh
third-, neighbor shells. We note, also, that second-neigh
peaks differ very significantly in shape from the correspon
ing peaks in crystalline material.

For completeness, we present in Fig. 9 the partial a
total SSF’s for our model sample. The total SSF was
tained by combining the partialSi j (k) with equal weights.
@In principle, S(k) is a weighted sum of the partials, whe
the weights are related to the scattering lengths of the at
for the probe used.# The total interference function~essen-
tially the SSF! of a-InP at almost stoichiometric concentra
tion, measured by electron diffraction, has been reported
Gheorghiuet al.17 They observe a small peak at 2.1 Å21,
and three large peaks at 3.5, 5.7, and 8.0 Å21, respectively.
This correlates extremely well with the total SSF display
in Fig. 9.

2. Bond and dihedral angles

We give in Fig. 10~a! the distribution of bond angles in
the amorphous structure, all combinations taken into
count. As can be inferred from the above discussion,
definition of ‘‘bond’’ is somewhat arbitrary. The cutoff dis
tances we used, extracted from the corresponding RD
~Fig. 8! are 2.91, 3.13, and 2.55 Å for In-In, In-P and P-
respectively; the value for In-In, which hardly exhibits
nearest-neighbor peak, is subject to a significant error. Th
cutoff distances will also be used for determining the co
dination numbers, below.

The bond-angle distribution is wide but exhibits a stro
peak at about 107°, slightly smaller than the tetrahed
angle ~109.5°). A shift of the bond-angle peak to small
values has also been observed by electron diffraction.17 A
similar shift has been obtained theoretically by Stichet al.
for a-Si.7 The bond-angle distribution here differs from th

FIG. 9. Partial and total structure factors ofa-InP at 300 K.
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57 1601STRUCTURE AND ELECTRONIC PROPERTIES OF . . .
case ofa-Si in that it shows a rather marked shoulder
about 90° — likely arising from four-membered rings a
from those atoms that are fivefold or sixfold coordinated
as well as a weak shoulder at about 150°, which perh
originates from threefold coordinated atoms. It is quite
markable that there exist almost no correlations with
angle of 60°. This is in sharp contrast with other tetrahed
semiconductors~elemental or compound!, modeled either
empirically or using TB or first-principles MD, where a sig
nificant peak or shoulder is observed at such small ang
arising from small, e.g., three-membered, rings. This in
cates that the chemistry of this system is robust enough
such defects are rare~three-membered rings are extreme
costly in both elastic-deformation and electronic-repuls
energies while four-membered rings cost only elastic
ergy!, as can indeed be verified in Table IV, and/or the
laxation of the present model has been particularly effect
~Ring statistics are extremely sensitive to details of the lo
structure, and, in particular, coordination; this explains
sizable differences betweena-InP anda-GaAs in Table IV.!
In fact, as mentioned earlier, the present model has b
relaxed much more thoroughly than correspondingab initio
models fora-Si7 or a-GaAs,53 and yet exhibits a bond-angl
distribution that is wider; thus, the ‘‘excess width’’ we ob
serve here is inherent in the material, a consequence o
strongly ionic character, and arises from defects — such

FIG. 10. Distribution of~a! bond and~b! dihedral angles in
a-InP at 300 K.

TABLE IV. Number per atom ofn-membered rings for the
a-InP sample at 300 K, as well as for the idealc-InP structure. Also
shown, for comparison, are the results fora-GaAs obtained from a
fully relaxed, ART-optimized, TB-MD model~Ref.14!.

n 3 4 5 6 7

c-InP 0 0 0 4 0
a-InP 0.02 0.44 0.37 2.35 4.37
a-GaAs 0.05 0.10 0.21 1.37 0.76
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four-membered rings as we have just seen — that do
readily form in less ionic compounds.

In Fig. 10~b!, we give the distribution of dihedral angle
~angles between second-neighbor bonds!. In the ZB structure
at low temperatures, the corresponding distribution has
sharp peaks, at 60 and 180°. In the case ofa-InP, we observe
a rather flat distribution, except for two small dips at 0 a
120° ~which are equivalent, on average, for tetrahedral s
tems!, perhaps a memory of the crystalline phase, but in a
case much less pronounced than the corresponding on
a-GaAs,14 which chemically orders a bit more strongly tha
a-InP ~see below!.

3. Coordination numbers

The average coordination numbers can be obtained
integrating the appropriate RDF’s up to the nearest-neigh
distances defined above; this and other relevant numbers
listed in Table V, while the ‘‘running’’ coordination number
— now exhibiting plateaus — are presented in Fig. 11. W
obtain in this way a total coordination number ofZ5 4.27,
in reasonable agreement with the experimental value m
tioned above,Z'4, i.e., within the uncertainties inherent t
both methods.

TABLE V. Structural properties ofa-InP at 300 K: coordination
numbers Z ~partial, species, total, concentration-concentratio!,
Warren chemical short-range order parameteraW , and proportion
of wrong bonds~WB’s!. Also shown, for comparison, are the re
sults for a-GaAs obtained from a fully relaxed, ART-optimized
TB-MD model ~Ref. 14!. HereA represents either In or Ga andB
represents either P or As.

ZAA ZAB ZBB ZA ZB Z Zcc aW WB’s

c-InP 0 4 0 4 4 4 24.00 21.0 0
a-InP 0.34 3.91 0.38 4.25 4.29 4.2723.55 20.84 8.4
a-GaAs 0.22 3.75 0.21 3.97 3.96 3.9623.54 20.88 5.2

FIG. 11. Running coordination numbers corresponding to
radial distribution functions of Fig. 8.
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1602 57LEWIS, De VITA, AND CAR
A detailed picture of the short-range structure is provid
by the partial coordination numbersZi andZi j , i , j 5 In or P,
also listed in Table V. We find the partial coordination num
bers of In and P to be almost identical — 4.25 and 4.
respectively.Modulo the limitations mentioned above, this
again in agreement with the available experimental val
(4.0,ZIn-In,4.8 andZP-P'4.0). Thus, despite the large di
ference in size, and because of the strongly ionic characte
the material, each atom is surrounded by the same ave
number of atoms. In this sense, it can be said that all at
occupy the same volume.

If we detail further the average coordination numbers,
find, from Table V, that coordination essentially consists
heterobonding, i.e., the system is chemically ordered. Th
in the case of In, out of the 4.25 neighbors, 3.91 are P
only 0.34 are In. Likewise, for P, which has 4.29 neighbo
we have 3.91 In and 0.38 P. We also see, upon compa
with the TB-MD results fora-GaAs, that the chemical shor
range order appears to be a bit stronger in the latter. H
ever, it must be said that the data reported in Table V~and
following! were obtained using the ART procedure, whi
allows more extensive relaxation of the network than is p
sible with MD.

Modulo the error bars, the average coordination numbe
larger in the amorphous phase than in the ZB crystal at e
density, i.e., there are a number of overcoordinated ato
This can be seen in Table VI, where we present the distr
tions of coordination numbers in our amorphous samp
Even though the distribution is rather sharply peaked, th
are nevertheless a significant number of coordination defe
In fact, we find, overall, very few~1.9%! atoms that are
undercoordinated (Z,4), while quite many~26.8%! are
overcoordinated. This, again, contrasts quite sharply w
a-GaAs, which is slightly undercoordinated; this might
the cause, in part, of the observation of a lower density
a-GaAs than inc-GaAs.31 ~Disorder itself is expected to
cause a decrease in density.! In contrast, the predominance o
overcoordinated defects ina-InP is likely responsible for its
larger density compared toc-InP,30 given, as we have see
above, that the average bond length in the amorphous p
is larger than in the crystal.

4. Chemical disorder and wrong bonds

A quantitative measure of chemical correlations in t
binary compoundAB is provided by the ‘‘concentration
concentration’’ coordination number,Zcc5cB(ZAA2ZBA)
1cA(ZBB2ZAB) ~see, e.g., Ref. 3!, whereci is the concen-
tration of i -type atoms in the system.Zcc524 exactly in

TABLE VI. Distribution ~in %! of total coordination numbers
for the a-InP sample at 300 K, as well as for the idealc-InP struc-
ture. Also shown, for comparison, are the results fora-GaAs
obtained from a fully relaxed, ART-optimized, TB-MD mode
~Ref. 14!.

Z 0 1 2 3 4 5 6 7

c-InP 0 0 0 0 100 0 0 0
a-InP 0 0 0 1.9 71.3 24.7 2.1 0
a-GaAs 0 0 0 11.1 82.8 5.2 0.6 0.2
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c-InP; for our amorphous sample, we findZcc523.55
~Table V!, indicating, as was already evident from the abo
discussion, rather strong chemical order. Chemical order
also be quantified in terms of the generalized Warren che
cal short-range order parameter,3 aW5Zcc/(cBZA1cAZB),
where Zi5( jZi j . aW50 indicates complete randomne
whereas positive and negative values indicate preference
homo and hetero nearest-neighbor coordination, respectiv
Evidently, in c-InP, aW521; for a-InP, we obtainaW
520.84 ~cf. Table V!, revealing, again, a strong preferen
for chemical ordering, a bit weaker, perhaps, than ina-GaAs,
for which the TB-MD model givesZcc523.54 andaW5
20.88. This, again, reveals the importance of Coulom
ordering in InP and GaAs.

The overall similarity between the RDF’s of group-I
materials and the III-V semiconductors suggests that the
terials have comparable short-range structure.54 However, as
discussed above, there exists a significant number of coo
nation defects, such that the overall coordination exceeds
the present case, the canonical value of 4. Likewise,
structure exhibits a significant number of ‘‘anomalous’’ rin
— as can be seen from Table IV — and, in particular, o
membered, just as they can be found ina-Si or a-Ge. An
immediate consequence of this is that there must e
‘‘wrong’’ bonds in the structure. We find in our model tha
8.4% of the bonds are wrong~cf. Table V!. Such a propor-
tion of wrong bonds is remarkably small in view of the fa
that the system is slightly overcoordinated and thus is
manifestation of the excellent quality of the model.

Experimentally, the proportion of wrong bonds has be
reported to lie in the range 10–40 %.19 The large spread in
the values reported is explained by the fact that so
samples are believed to phase separate. It has been co
tured, also, that the wrong bonds ina-InP might originate
from local composition fluctuations rather than coordinati
defects. Our calculations indicate that coordination defe
are responsible for the wrong bonds. It is perhaps appropr
to remark that it is quite difficult to imagine an amorpho
network without coordination defects and/or odd-member
rings, but of course the density of such defects is not kno
precisely and probably depends quite strongly on
‘‘method of preparation,’’ be it experimental or comput
tional. In fact, the ‘‘effort’’ required to reduce the proportio
of wrong bonds to a value smaller than the present 8.
would appear to be formidable if it is a consequence
model limitations, and in particular the quench rate used
the MD simulations. In any event, the proportion of wron
bonds we obtain here must be taken as an upper limit to
actual value: it is certainly the case that the number wo
decrease if corresponding simulations were carried out o
larger system, so as to minimize the elastic constraints
longer time scales, in order to allow more complete rela
ation. An ART optimization could resolve the issue;14,36

however, this is presently not feasibleab initio, or otherwise
since there exist no model potentials for InP.

5. Vibrational properties

The partial and total densities of vibrational states~DOS!
as deduced from our model are presented in Fig. 12~a!; for
reference, we give, in Fig. 12~b!, the corresponding DOS fo
c-InP calculated within the same computational framewo
To our knowledge, there exist no experimental measu
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57 1603STRUCTURE AND ELECTRONIC PROPERTIES OF . . .
ments of this quantity fora-InP, while the vibrational spec
trum of the crystalline material is well characterized.49,48

Thus, inc-InP, rather wide TA and LA bands are found
the range 6–9 and 20–23 meV, respectively, while m
sharply defined TO and LO peaks are seen at about 37
42 meV, respectively. In the present calculation, we find
large TA peak at about 7–8 meV, and a fairly broad LA ba
in the range 16–22 meV. The sharp optic peaks are foun
41 and 45 meV, respectively. Thus it appears that our mo
overestimates slightly the energy of the optic peaks, whil
underestimates slightly the energy of the LA band. It must
said, however, that the low-frequency acoustic modes are
most difficult to probe with molecular dynamics~explaining,
in part, the oscillatory structure at low energies!.

The density of states of our modela-InP agrees,
‘‘broadly’’ speaking, with that ofc-InP, except for a signifi-
cant softening of the higher-energy peaks. The total D
exhibits a well-defined peak at about 7–10 meV, correspo
ing to the crystal’s TA peak, a broad band centered at ab
18 meV, close to the crystal’s LA peak, and two well-defin
peaks at 32 and 38 meV, corresponding to the crystal’s
and LO bands.

Figure 12 reveals yet another feature in the DOS tha
absent in the crystal, as well as in elemental semiconduc
namely, a~rather broad! peak at high frequency — about 5
meV. It is clear from Fig. 12 that the optic peaks are prim
rily associated with the fast and energetic motion of
lightest atom, P, against the heavier one, In.~Cf. also the
discussion concerning Fig. 7 in Sec. IV B.! In view of this,
and of the fact that wrong bonds do not exist in elemen
semiconductors~while other defects, e.g., coordination, do!,
we conjecture that the band at 55 meV arises from the
tion of phosphorus atoms against one another, i.e.,
wrong bonds.~Because of the heavier mass of indium, In-
wrong bonds will show up at much smaller energies, a

FIG. 12. Densities of vibrational states of~a! a-InP and ~b!
c-InP at 300 K.
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therefore, be buried in the continuum of states. For sim
reasons, a high-energy wrong-bond peak has not been
served in the DOS ofa-GaAs.!14 It would be of the utmost
interest that experimental confirmation of this point be c
ried out, since this would give a direct indication of the pre
ence of wrong bonds and a measure of their relative imp
tance.

6. Electronic properties

We have calculated the density of electron statesg(E) for
our modela-InP at 0 K; the results are shown in Fig. 13.~In
order to improve presentation — in view of the limited st
tistics of the model — the density of states has be
smoothed lightly using a Gaussian filter of width 0.15 eV!
The forbidden energy gap, about 1.08 eV, is clearly visi
about the Fermi energy. For crystalline InP in the ZB pha
our computed value for the LDA direct gap at theG point is
1.50 eV ~at a55.68 Å! and compares well with the valu
1.50 eV of Ref. 55 and with experiment, 1.42 eV. The gap
a-InP, therefore, is a bit smaller than that of the crystalli
material.

One important difference, however, is that there are de
states in the gap ofa-InP not present in~ideal! c-InP. Thus,
we have identified one particular electron level giving rise
contributions near midgap ing(E), clearly visible in Fig. 13.
We have examined the local density of states for this part
lar level, and found that it corresponds to an empty, d
torted, octahedral, mostly indium~five out of six corners!,
‘‘cage,’’ i.e., basically, a cluster of wrong In-In bonds. Th
wrong bonds give rise to states in the gap has also b
inferred from a comparison of a Polk-type~with wrong
bonds! with a Connell-Temkin-type~without wrong bonds!
model fora-GaAs, as discussed above~Sec. II B!.

V. CAN AMORPHIZATION BE PRESSURE INDUCED?

In an attempt to verify the possibility that InP could amo
phize under compression, we subjected the equilibrium
structure to pressure by increasing ‘‘slowly,’’ in steps, t
density. Referring to Fig. 1~b!, we find the correspondenc
between pressure and density~in fact the lattice parameter!.
Starting with InP in its perfect ZB arrangement, prope

FIG. 13. Density of electron states for the amorphous sampl
0 K.
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1604 57LEWIS, De VITA, AND CAR
equilibrated at 300 K, the lattice parameter was thus
creased~always at 300 K! from 5.68 Å ~equilibrium! to 5.23
Å, i.e., down to a value smaller than~cf. Sec. III! the equi-
librium lattice constant for the NaCl phase. From Fig. 1~a!,
we would expect the ZB crystal to undergo a transition to
high-pressure NaCl phase in the MD run whena is set to
values below about 5.4 Å.~This value corresponds to a pre
sure of about 140 kbar; at the highest density investiga
here, fora55.23 Å, the pressure in the ZB structure is 2
kbar @cf. Fig. 1~b!#.!

Figure 14 shows the evolution of the total energy of t
system at 300 K relative to the ZB crystal at 0 K, as
function of time/density. For reference, we also show on t
plot the total energy of the equilibrium ZB phase at 300
the total energy of the amorphous phase~also at 300 K! at
the equilibrium density, and the total energy of the NaC
phase at 0 K, obtained as discussed earlier. We find tha
energy increases rather smoothly with density. At a value
a55.33 Å, visual inspection of the system indicates tha
undergoes some sort of distortion into a state which is d
nitely not ZB, but which bears strong resemblence to it. T
distortion is also visible in Fig. 14 as a slight decrease of
total energy as a function of time. At density values cor
sponding to lattice parameters smaller than about 5.28 Å,
energy of the compressed ZB crystal exceeds that of
amorphous phase. Yet, no transition to an amorphous p
takes place. Upon increasing the density further, we obs
another transformation fora55.23 Å, clearly visible in Fig.
14 — the energy drops significantly, to a state that is e
dently distinct from the NaCl structure~its computed energy
is much higher!. We have not analyzed this phase in det
but it is evidently ordered, as can be seen in Fig. 15,
might possibly be an intermediate state on the way to
NaCl phase. One thing is clear, however: the new ph
maintains the chemical order of the system, i.e., introdu
no wrong bonds. It would seem, therefore, that pressur
not a proper route for amorphization; rather, the system p
fers to reorganize into a new crystalline form, which is mo
favorable in view of the high cost in energy of wrong bond

The argument might be presented in another way: In F

FIG. 14. Energy vs time/density for the compressed ZB phas
300 K relative to the ZB crystal at 0 K. Also indicated are t
energies of the NaCl phase at 0 K, of the equilibrium ZB phase
300 K, and of the amorphous phase at the equilibrium density.
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14, we see that the energy of the new phase, 0.33 eV/a
lies only slightly above that of the amorphous phase obtai
by the melt-and-quench cycle, 0.29 eV/atom. The lat
value, however, is at theequilibrium density. Under com-
pression, the energy of the amorphous phase would als
up, presumably by an energy smaller than but comparabl
0.33 eV/atom, and thus would largely exceed that of
compressed crystal. In view of this, it is very difficult t
imagine that amorphization could take place under comp
sion. Rather, a transition to the NaCl phase would take pla

The emerging picture suggested by our simulations is
InP does not amorphize under pressure, even at valu
largely exceeding those required for the system to transf
into the high-pressure NaCl phase. The energy of the am
phous phase lies well above that of the compressed cry
and the cost of breaking the strong ionic bonds is just
large. The system, rather, finds its way into a complex,
ordered, phase that maintains the chemical order of the s
tem, i.e., that does not introduce wrong bonds. It appe
therefore, that, indeed, strongly-ionic materials are not go
candidates to pressure-induced amorphization:27 more ‘‘vio-
lent’’ processes~such as implantation! are required, and this
suggests that the amorphous phase cannot exist in the
sence of wrong bonds. Though we have not examined thi
is not impossible that InP would amorphize from the hig
pressure phase upon the release of pressure and/or thr

at

t

FIG. 15. Top: Ball-and-stick representation of the final, co
pressed (a55.23 Å!, ZB crystal; bottom: same, with bonds re
moved in order to show better the underlying structure.



r

l
,

e

al-
he
e is

ro-
ad-
or
rk
En-

57 1605STRUCTURE AND ELECTRONIC PROPERTIES OF . . .
proper heat/pressure treatment. In view of the above ene
wise arguments, however, this seems to be very unlikely

VI. CONCLUDING REMARKS

We have carried out a detailed and extensive fi
principles molecular-dynamics study of the structure a
electronic properties of amorphous InP produced by ra
quenching from the liquid. The structure of the materia
found to be strongly ordered chemically, about the same
instance, as ina-GaAs, even though there are a significa
number of coordination defects~antisites! and despite the
presence of odd-membered rings. We find, as a consequ
that there exist ‘‘wrong bonds’’ in the system, in an amou
of about 8%; these are a consequence of the presenc
defects in the system,not of composition fluctuations, as ha
been conjectured. The system, in fact, is found to be ove
ordinated, which might be the reason for the observed hig
rgy-
.

st-
nd
pid
is
for
nt

nce,
nt
e of
s
rco-
her

density ofa-InP compared toc-InP. We have also investi-
gated the possibility of pressure-amorphizing InP. Our c
culations indicate that the cost of a transformation of t
compressed zinc-blende crystal into an amorphous phas
so large that it is very unlikely that it would take place.
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tronic address: lewis@physcn.umontreal.ca

1W. H. Zachariasen, J. Am. Chem. Soc.54, 3841~1932!.
2J. S. Lannin, J. Non-Cryst. Solids97&98, 39 ~1987!.
3S. R. Elliott, Physics of Amorphous Materials~Longman, Lon-

don, 1983!.
4S. R. Elliott, Adv. Phys.38, 1 ~1989!.
5F. Yonezawa, J. Non-Cryst. Solids198-200, 503 ~1996!.
6K. Laaziri and S. Roorda~private communication!.
7I. Stich, R. Car, and M. Parrinello, Phys. Rev. B44, 11 092

~1991!.
8E. Fois, A. Selloni, G. Pastore, Q.-M. Zhang, and R. Car, Ph

Rev. B45, 13 378~1992!.
9F. H. Stillinger and T. A. Weber, Phys. Rev. B31, 5262~1985!.

10J. Tersoff, Phys. Rev. B39, 5566~1989!.
11C. Molteni, L. Colombo, and L. Miglio, J. Phys.: Condens. Matt

6, 5243~1994!.
12C. Molteni, L. Colombo, and L. Miglio, Phys. Rev. B50, 4371

~1994!.
13H. Seong and L. J. Lewis, Phys. Rev. B53, 4408~1996!.
14N. Mousseau and L. J. Lewis, Phys. Rev. Lett.78, 1484~1997!;

Phys. Rev. B56, 9461~1987!; some of the data referred to in th
Tables are unpublished.

15C. Molteni, L. Colombo, and L. Miglio, Europhys. Lett.24, 659
~1993!; J. Phys.: Condens. Matter6, 5255~1994!.

16See, e.g., T. J. Coutts and S. Naseem, Appl. Phys. Lett.46, 164
~1985!.

17A. Gheorghiu, M. Ouchene, T. Rappeneau, and M.-L. The`ye, J.
Non-Cryst. Solids59&60, 621 ~1983!.

18M. Ouchene, C. Senemaud, and E. Belin, J. Non-Cryst. So
59&60, 625 ~1983!.

19A. M. Flank, P. Lagarde, D. Udron, S. Fisson, A. Gheorghiu, a
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