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Effects of defect structures at surfaces and thin films on grazing scattering of fast ions
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Studies on grazing scattering of 25 keV ldnd He ions from clean F@®01) and submonolayer films of Cr
and Mn on F€001) are reported. We find that angular distributions of reflected ions directly depend on the
defect structure of the topmost surface layer. Surface defects of different dimeftbiemsal displacements,
surface steps, island€an be separated due to characteristic effects on the scattering process. Computer
simulations based on the binary collision approximation permit a quantitative analysis of data.
[S0163-182698)04524-X

[. INTRODUCTION ber of trajectories is required for good statistics. Grazing
ion-surface scattering has been modeled in a number of MD
Real single crystal surfaces always have defects. Thes#d BCA calculations!™*® which are generally based on
defects may be zero, one, or two dimensionalero- atomically flat surfaces.
dimensional defects are point defects at single lattice sites. In the present work we are concerned with the effect of
An example are thermal displacements of lattice atomssurface defects on the scattering process. We study the scat-
which are inevitable. One-dimensional defects may bdering of 25 keV H and He' ions from clean F©01) and
formed by atomic steps. These are produced to some extefibmonolayer fims of Cr and Mn on @91). Measured
during surface preparation. Boundaries of islands whictPolar angular distributions are interpreted by means of com-
nucleate on the surface during epitaxial growth belong als®uter simulations based on a BCA code.
to this class, although the islands themselves may be re-
garded as two-dimensional defects. Il. EXPERIMENT
In this work we discuss the effect of surface defects on
the scattering of fast light ions, which are incident at a graz- Our experiments on grazing scattering of 25 keV'Had
ing angle upon a single crystal surface. The ions are steeréd’ ions from clean F@01) and Cr or Mn on F&01) have
by the repulsive interaction potentials with target atoms andpeen presented in Refs. 19-22. A well collimated ion beam
reflected in front of the topmost surface layer. lon-surfacemaximum angular divergence: 0.02°) is directed on the
interaction may be studied from a number of experimentafarget at a polar incidence anglg,=1.0°~2.0° to the sur-
observables such as energy loss, charge state or secondfage plane and an azimuthal an@,~8° to the[100] sur-
emission(see, e.g., Refs. 2 and.3rhe most direct effect of face lattice direction. This angle has been found to be large
surface defects on the scattering process, however, is propnough to avoid effects due to axial surface channeling
ably on the angular distribution of reflected ions. (“random azimuthal orientation). Projectiles scattered in
Scattering of fast ions can be treated within the framethe forward direction within the plane spanned by the ion
work of classical mechaniée In the case of a smooth, beam and the surface normal are detected by a channeltron
defect-free surface the scattering process may be described@gtector. The detector is mounted on a precision manipulator
terms of a “semiplanar surface channeling”: the ions do notwhich is moved in the plane of scattering to measure the
interact with individual target atoms but are steered by antensity of scattered projectiles as function of the polar scat-
planar continuum potential which results from an averagingering angle®s. A 0.5 mm diaphragm in front of the chan-
over the interaction potentials along the surface plane. Thgeltron defines an angular acceptance+dd.02°. The dia-
trajectories are then obtained by a one-dimensional integrgphragm is covered by a thin carbon foil for an equal response
tion of Newton’s equation of motion. The presence of a surin the detection of different charge states. For specular re-
face corrugation or surface defects, however, breaks the syrfiection holds® =2d,.
metry and requires a treatment of the scattering in three
dimgnsions. This may t_>e achieved by classical models for Ill. COMPUTER SIMULATION
particle-surface scattering, such as, e.g., the hard-cube
model®® or three-dimensional trajectory simulations. In  The experiments are simulated by a computer calculation
computer simulations two main approaches are dsédthe  using a lattice program based on the binary collision approxi-
molecular dynamics methodID) and the binary collision mation (BCA). Our program is an adaptation of programs
approximation(BCA). MD codes solve Newton's equation which have been exploited in studies on axial ion-surface
numerically. The BCA considers a series of successive bichanneling®?* The ion beam is simulated by projectiles
nary collisions and approximates the trajectory by its asympstarting one by one with the same energy of 25 keV. The
totes before and after each collision. MD codes are inherlattice structure of the semi-infinite E@91) crystal is incor-
ently more reliable, but much more expensive in computeporated using a low-index row-oriented procedure. The polar
time, and, therefore, inefficient in cases where a large numincidence angleb;, to the (001) surface plane and the azi-
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muthal incidence angl®;, to the[100] direction are taken 40 %
from the experiment. The starting points are homogeneously \ — TFMOB
distributed within the unit cell of the surface lattice 10 A . S
above the surface. The trajectory of each projectile is calcu- a0 b\ ¢ Simulation | |
lated by a series of successive binary collisions with the tar- ‘
get atom closest to the instantaneous projectile position. The
search of the collision partner is performed by appropriate
transformations of the projectile coordinates.

The scattering angle in a binary collision is calculated in
the momentum approximatidn:2® The repulsive interatomic
interaction is described by a screened Coulomb potential
with the Moliere approximation to the Thomas-Fermi screen-
ing functiorf’ and a screening length proposed by O’Connor
and Biersacl® (TFMOB potentia). Uncorrelated thermal He*— Fe(001) LT 0.5
displacements of target atoms are taken into account using 00_0 0:5 1:0 115 2.0
the harmonic model, i.e., by a Gaussian probability density , .
function of the lattice atom& The mean square displace- Distance to Surface (A)

ments(u3) and(“i,y> perpendicular and parallel to the sur-  FG. 1. Planar continuum potentials for scattering of He at
face plane, respectively, are calculated from Debye temperae001). The potentials have been calculated from the Thomas-
turesT, andT, , using the high-temperature approximation Fermi-Moliere interatomic potentialRef. 27 with a screening

length proposed by O’Connor and Biersa@kEMOB) (Ref. 28 and

(uiy'z)ZShzT/M kT>2<,y,z7 (1) Firsov (TFM) (Ref. 33, respectively, and from the Ziegler-

Biersack-Littmark interatomic potenti€ZBL) (Ref. 34. The sym-
where M is the mass of the Fe lattice atom and the othelbols show the distance of closest approach as obtained from the
symbols have their usual meanirfﬁs.For the topmost BCA computer simulation. Note that the circles represent average
Fe(00)) layer T,=227 K andeyy: 250 K31 Vibrations are  values due to different starting points of the projectiles with respect
assumed to be isotropic for layers beneath the surface witht@ the surface lattice. The right hand ordinate gives the incidence
bulk Debye temperature of 470 K. Equatiéh) approxi- angle®;, for a transverse energs,=E, sin®j, that is equal to the
mates the exact relation to better than 1% above 300 K foplanar potential given on the left hand ordinaieeam energy
the topmost layer. Eo=25keV).

In order to test the accuracy of our simulation we calcu- . L .
lated the distance of closest approach to the surigcier ZBL potential, which is "%S%Jsmed fo be the best choice for
scattering from a perfect surface without thermal displace—me"".n Interatomic potentia ,.alth(;%%h there is eyldence
ments for different incidence anglab;, of the He™ ions that_ it is too strong at large distan .Thereforg discrep-
(Fig. 1, full circles. The incidence angléright hand ordi- ~ 2N¢'¢s betvveﬁn ctjhe TFMOB arll/(lj ZBL po;[entlals at small
natd is given by the transverse energy—E, sin®? (ki energies are hard to appraise. Moreover, long-range attrac-

. tive potentials may drastically affect the scattering at these
netic energy for the momentum component of the beam per- b y y 9

pendicular to the surfagewhich transforms at the turning small transverse energies. This_ has _begn predictgd by com-
oint z, to the potential ener iven on the left hand ordi- puter . S|mulat|ons. .for chemlsorptlonllf@a and image

P o t0 e potential a9 . U potentiald” and verified experimentalfif—4°

nate. The simulation yields values fag which agree with

results for one-dimensional scattering from a planar con- 4

tinuum potentialV,, wherez, is given by the condition

E,=Vu(2o) (Fig. 1, solid curve. This indicates that the scat-

tering process is described properly in the program. In par- 3 He .

ticular, it shows that simultaneous collisions with more than

one partner are negligible under the present conditions.

Typical trajectories are presented in Fig. 2 for
®;,=1.75° (solid curves. They closely resemble the trajec- step L
tory obtained from a numerical integration of Newton’s ; N |
equation of motion in the planar continuum potentadshed \ z,
curve, although deviations near the turning points are vis- -
ible, indicating the limited applicability of the continuum 0 Z
approximation. The distande traveled until the monatomic \\\ \ Fe(001)
step heightzs=1.433 A is reached amounts to 96 A, and 0 50 100 150 200 250
may be defined as interaction length of the projectile with the x (A)
target surface.

We included in Fig. 1 the planar continuum potentials FG. 2. Simulated trajectories for 25 keV Heons scattered
calculated from the Thomas-Fermi-Maké’ interatomic po-  from a perfect rigid Fé901) surface(solid curves, and trajectory
tential with Firsov’s screening length (TFM) (dashed obtained from a numerical integration of Newton's equation of mo-
curve and the Ziegler-Biersack-Littmark potenfid(ZBL)  tion in the planar continuum potentidRef. 32 (dashed curve
(dotted curveé The TFMOB potential closely matches the Incidence anglab;,,=1.75°.
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‘ ' ! ' ' 3 ' and electron-density-dependent stopping power as obtained

10 8 1 from nonlinear density-functional calculatiorisurve E in
08l ,’ | Ref. 42 and the local conduction-electron density above the
- E Fe(001) surface from Ref. 43. Between two successive col-
% oel l 1 lisions the resulting three-dimensionally position-dependent
§ ,’ ; \ ;5:'33% stopping power is integrated along the path of the projectile
£ o4} ;g,'g-mia, oy 1 and subtracted from the projectile energy. For the conditions
i used in Fig. 3 the mean energy loss of scattered projectiles is
0.2 // \\ ] computed to 630 eM2.5% of the beam energywhich
= AN : roughly corresponds to measured energy losses for scattering
00 = ————= —— of He from metal surface® The effect of energy loss on the
10} © : 1+d : 1 scattering process is negligible here, as shown in Fig. 3
The same holds for multiple scattering by surface electrons.
0.8 r Incorporation into the simulation using the momentum ap-
> : th ) proximation in ion-electron collisiofi3 does not show ef-
‘0 0.6} : energy . | ce . . .
g . : o fects on the polar an_gula}r distributions. o
£ o4l :g;liel}%tg 11 stopped In studies on grazing ion-surface scattering it is common
oss surface to implicitly assume surfaces consisting of extended flat ter-
ool races separated by surface steps with atomic-scale heights.
Yet macroscopic surfaces may have regions with large pro-
0.0 L . i . . . i . trusions or depressions due to, e.g., grain boundaries or me-
2 4 0 1 22 1 0 1 2 chanical damage during preparation. This often does not se-

Polar Angle () Polar Angle (°) riously affect the outcome of experiments, as can be seen
from Fig. 3d). The dashed curve is the result of a calcula-
tion, where 5% of the incident projectiles hit a rough surface
region, modelled by 100 A high steps. These particles do not
show correlated small angle scattering, i.e., they do not ap-
pear at angles within the polar angular distributions studied

FIG. 3. Calculated polar angular distributions for 25 keV‘He
ions scattered from F@01). Incidence angleb;,=1.75°, tempera-
ture T=600K, mean distance between steps500A. (a)
TFMOB potential(solid curvg, TFM potential(dashed curve (b)
Azimuthal incidence angle f{d00] direction®,,=6° (solid curve
and 10°(dashed curve respectively(c) Without (solid curve and here. . o
with (dashed curveenergy loss, respectivelgd) 5% of the incident In conclusion, polar angular distributions can be ad-

ions hit a rough surface argdashed curve The dotted vertical ~€duately simulated by elastic scattering in a three-
lines indicate specular reflectiodE @ —2®;,=0°). dimensional repulsive potential. Inelastic processes, which

are difficult to implement in a realistic way, may be ne-
Computer simulations of ion-solid scattering inherentlyglected. For very small transverse energiesel/) we see
contain approximations due to limited computational powerdeneral problems owing to the insufficient knowledge of rel-
and, in particular, the lack of an exact physical description ofvant repulsive and attractive potentials.
the processes involved. Therefore it must be the aim of a Our simulations are performed on a DEC3000 worksta-
computational approach to identify the influence of thetion. 1@ trajectories are followed for a polar angular distri-
physical parameters, in order to achieve a sufficiently realisbution, which requires typicall1 h in elapsed time. Incor-
tic description of the scattering experiment with a minimumporation of, e.g., energy loss or multiple scattering increases
number of physical processes and quantities considered. FigPis time considerably.
ure 3 shows typical polar angular distributions simulated for
scattering of H& from an F€001) surface with surface steps
and thermal displacementsee Sec. IY. The distributions IV. RESULTS AND DISCUSSION
show a narrow, nearly Gaussian peak centered slightly below
the angle for specular reflection and a foot at smaller scatter-
ing angles(for convenience we plot, as abscissa, the polar A measured polar angular distribution is shown in Fig.
angle ®=®,—2®,,). Though it is not surprising that the 4(a) (circles for scattering of 25 keV He ions at
choice of interatomic potential has some influence on theb,,=1.75° andT=600 K. The curves are results of the
angular distribution, the gross features are not affefiéggl =~ computer simulation. For a perfect and rigid surface the cal-
3(a)]. The azimuthal angle of incidence is varied in Fi¢p)3 culated distribution consists of an alma$shaped peak at
between®,,=6° (solid curve and 10°(dashed curve No d=d,—2d,,=0°, i.e., all projectiles are specularly re-
influence is observed, in accord with our experimental obserflected as it is expected from the concept of “semiplanar
vation (see, e.g., Ref. 21 surface channeling.” Inclusion of thermal vibrations clearly
So far we have considered ondjasticscatteringlnelas-  broadens the distribution. This broadening shows the same
tic processegphonon, plasmon, electron-hole pair excita-asymmetry as in the experimental data; the maximum shifts
tion) have been neglected. These processes lead to nucldar smaller angles(“subspecular reflection)) and a tail
and electronic energy loss of the projectiles. Because nuclea&volves for larger scattering angles. The broadening is
energy transfer is negligible in grazing scatterfhghe total  caused by the thermal displacement component perpendicu-
energy loss is determined by electronic excitations. We tenkar to the surface; parallel components turned out to be of
tatively incorporate electronic energy loss using the velocity-minor importance.

A. Surface steps
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J | distance between steps. Note that steps hardly contribute to
' the width of the distribution. Effects owing to thermal vibra-
0.2} .' \ ] tions and surface steps on angular distributions thus do not
! interfere.
//,' AN : In Fig. 5 we plot typical projectile trajectories, which lead
T /_ L \.\. to scattering under polar angles marked A—E in Fitp).4
0.0 -2 - 0 1 2 Particles interacting with a flat terrace are scattered into the
. maximum of the main peakC) or, when largely elongated
Polar Angle ( ) atoms are encountered, into the flarifky. Particles which

. encounter adownwardstep are scattered subspecularly due
FIG. 4. (8) Measuredcircles and calculatedcurves polar an- 15 the sudden weakening of the repulsive potential when
gular distributions for scattering &t) a perfect rigid surface lattice, crossing the step edge. Then the particle is either reflected
(2) a perf.eCt surface with thermally elongated atoms, md? from a lower lying terracéB) or directly scattered badid).
f;r?;ae(;e:";gg t}?)er(rlr)]‘alzello?ng’at;_o:z;;dK Sgg?;reai(ﬁiialftgigri_ In contrast, projectiles hitting anpward step are scattered
Ve i e ' g by large angles and do not contribute to measured angular
spond to trajectories shown in Fig. &) Calculated polar angular Qistributions (E). The latter case may also lead to planar
§ .

distributions for scattering at a surface with a random sequence h ling bel h f | fsubsurf h |
upward and downward steps=<500 A) [No. (3) from (a)], a sur- fngé}f‘)”fE'”gottg r?jvgst e surface lay€fsubsurface channel-

face with downward steps onlys€ 1000 A), and a surface with X . o
In conclusion, the foot in the polar angular distribution is

upward steps onlysg=1000 A). L | At
caused bydownwardsteps. This is elucidated in Fig(h),

The simulation does not describe the foot structure obwhere simulations are displayed which consider only down-
served at small scattering angles. In order to find the origiward steps(dashed curveor only upward stepgdotted
of this structure, we incorporate surface steps. We assumeaarve. For upward steps th@ormalized distribution is the
random occurrence of steps without interaction betweersame as for the flat surfagef. Fig. 4a)]. The foot structure
them. This implies a geometrical distribution function of ter- evolves only when downward steps are incorporated. We
race size$®*” Only monatomic steps are considered and upmote that the slightly lower plateau results from the normal-
ward and downward steps occur with equal probability. Thisization. In case of a surface with upward and downward
reproduces the observed angular distributions well. The foasteps(solid curve the maximum of the angular distribution
structure sets in at the edge of the shadow cast by the targist lower due to the loss of particles apward steps, as has
(®=—®,,). The height of the plateau is given by the meanbeen already found by Mannaret al*°
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FIG. 6. Calculated polar angular distributions for different mean  FIG. 7. Measuredcircles and simulatedcurve polar angular
step distances as indicated®;,=1.75°, T=600 K. All data are  distributions for a surface annealed at 92Q(tkip), a surface an-
normalized to the maximum for the surface without steps. Thenealed below 870 Kcentej, and a surface sputtered with 25 keV
heighth of the foot in the polar angular distributions vs. inverse Ar* jons at 300 K(bottom). All distributions are normalized to
mean step distanc ! (normalized to the maximads given in the  their maxima.
inset.

B. Variation of the angle of incidence

We_ note that t_he foc_)thke sFructure _has a small peak in Angular distributions for different incidence angles are
experiment and simulatio¢cf. Fig. 4). It is strongly depen- displayed in Fig. 8. Wherb,, is increased, two trends are
dent on the step height and has the characteristics of “raingseryed(1) The distributions broaden arf#l) their maxima
bow scattering, * well known in other realms of atomic col- gpjft to negative polar anglé&subspecular reflection) (see
lision physics?® It will be discussed in detail in a inset in Fig. 8. Both trends are reproduced in the simula-
forthcoming pape?: tions. A broadening of the peaks is expected, since the pro-

In Fig. 6 angular distributions for different mean step dis-jectiles increasingly feel thermal displacements at larger
tancess are shown. With increasing step density the foottransverse energies. Subspecular reflection at larger trans-
structure increases and the maximum of the distribution deverse energy has been observed in Ref. 53 and may be ex-
creases. As soon as the step distaméalls below the inter-  plained by a diffusion approximatiotwhere the movement
action lengthL, the height of the foot is comparable with the of a projectile owing to small-angle scattering is treated as a
peak maximum, since the probability of hitting a surface stemiffusion in the directions of its velocity. This implies that
approaches 1. Obviously the heidgihtf the foot is a measure (some projectiles penetrate the surface for larger transverse
of the step density. Whelm is plotted versus the inverse step energies, which is in accordance with the simulation.

distances™ %, a linear relation is obtaine@Fig. 6, inse}. This As anticipated the simulations fail to describe the experi-
is expected since the probability of hitting a step should bament satisfactorily at small incidence angles. The observed
proportional toL/s for s>L. angular distributions have considerable angular spreads and

In the experiment the surface step density can be choseare shifted for small transverse energies to positive angles
within certain limits, by the preparation of the target, in par-(“superspecular reflection). This results from an accelera-
ticular the annealing temperatufe Typical polar angular tion of incident ions in their image potenti&t>®which is not
distributions are shown in Fig. 7. The distributions for the considered in the simulation.
flat (top) and the stepped surfa¢eentra) differ only in the Figure 9 shows the widths of angular distributions from
height of the foot structure. In contrast the distribution for aexperiment(full circles) and simulation. We plot the square
sputtered surface consists of a single broad peaitom. of the full width at half maximum(FWHM), because this
Attempts to describe this by a simulation with a high steprepresentation allows us to simply add contributions of sepa-
density fail (solid curve. Better agreement is found for a rate processes in the case of Gaussian broadenings. The cor-
surface with point defects, modelled here by a high temperarugation of the potential for the rigid lattice hardly contrib-
ture (40000 K), corresponding to a rms displacement of half utes to the broadenin@lotted curve. The same applies for
the Fe lattice constarftlashed curve surface stepglong-dashed curye The main contribution to
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steps 6=400 A); solid curve: surface with thermal elongations
(T=
between experimeribpen circle and solid curve.

600 K) and stepsg=400 A). Short dashed curve: difference

produced by the simulation, with a small residual deviation

distributions for scattering angleb, as indicated. The incidence due to electronic processésee Sec. IV B which amounts

angles®;, used in the simulation are 0.8°, 1.1°, 1.4°, 1.75°, 2.3°,t0
and 2.9°, respectively, from bottom to top=600 K, s=400 A.

the same value as in Fig. 9. Yet the deviation increases

with temperature. Since all simulations are performed with

The data point in the upper left corner is from the direct beam fothe same surface Debye temperatilig the thermal dis-
the distribution atb =1.6°. Inset: most probable scattering angle placements at the highest temperatures seem to be larger than
®.. The critical incidence angle for “semiplanar surface channel-expected from the harmonic approximation. On the other

ing” is 2.9° (Ref. 52.

the angular spread results from thermal elongati@udid
curve. The residual deviation between experiment and simu-
lation is constant and dominates for small incidence angles
(short-dashed curyeThis contribution may be attributed to
electronic processdg.g., multiple scattering by target elec-
trons, image charge effectsfluctuations in charge states of
the projectiled’). Such processes, which are neglected in the
simulation, seem to determine a lower limit in the angular
spread for grazing scattering from a perfect surface.

C. Thermal elongations of surface lattice atoms

Grazing ion-surface scattering is a powerful technique to
study the thermal behavior of surfaces due to its ability to
separate effects of thermal elongations from those caused by
surface steps. This feature is difficult to claim by other tech-
nigues such as x-ray diffraction, LEED, low-energy atom
scattering, or double alignment medium-energy ion scatter-
ing. In this collision geometry the width of angular distribu-
tions does not depend on interlayer relaxations or in-plane
thermal vibrations, but is sensitive to the nhormal component
of thermal elongations of topmost layer atoms. This is shown
in Fig. 10, where the FWHRIof the angular distribution is
found to increase roughly linearly with temperature. Thus,
according to Eq(1), the angular spread scales linearly with
the rms thermal displacement.

Measured angular distributions are shown in Fig. 11 as g=

function of temperature. AT=473 K the experiment is re-

hand, the height of the foot structure is reproduced at all
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FIG. 10. Calculated polar angular distributions fby,=1.75°,
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sed.
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peratureT,=227 K (harmonic approximation ) *‘t + +
temperatures. Hence the density of surface steps does not os | ¢
change. In particular, a proliferation of steps or roughening ' Flat surface
transitior?® can be excluded. ' . ——

: L . . 00 700 800 90
The FWHM of experimentsolid circles and simulation 800 400 500 6

(open symbolsare plotted in Fig. 1@&) as function of tem- Temperature (K)
peratureT. The harmonic approximatioepen Cer|e$g'YeS FIG. 12. (a) FWHM of measuredsolid circles and simulated
good agreement for temperatures up to 700 K. The increas- o " .
; > . open symbols polar angular distributions. ®;,=1.85°,
ing deviation at larger temperatures is interpreted by anhar-

i vibrai | der t tify th h Gt S=400 A. Open circles are results with thermal elongations from
monic vibrations. In order to quantify this anharmonicity, we the harmonic model; open squares are best fit data for anharmonic

adopt a quasiharmonic approach where the Debye tempergy aiions. The simulated distributions have been convoluted to cor-

turg is chosen to'be temperature dependent. A fit to the eXgct for broadening due to electronic procesgesSame asa), but
perimental data yield$,=215 K at a surface temperature of ¢ _—1.75° ands=6000 A.

700 K, 200 K at 750 K, 180 K at 800 K, 170 K at 850 K, and
160 K at 900 K(open squargs The corresponding mean acterize the growth mode, and evaluate the distribution and

amount, e.g., to 916 phior 900 K, in contrast to 455 pfras EIE:EQI]ESO¢SP1 nothgivea diffractionf inforlmation S“fCh as, €.,
expected from the harmonic model, , it has the advantage of an ultimate surface sensitiv-

Because anharmonicity and surface steps may ity and, as discussed in the following, a straightforward in-
related® we repeated the measurements for a flat surfacEerpretation. . o
(step distance>1000 A). The results are shown in Fig. In Fig. 13 we display polar angular distributions recorded

12(b). They confirm the results obtained for the stepped Surguring Slé%rgolzolayher growth O:] C.r OE ©a1). Thebtempera}-
face, i.e., there is no indication of a direct or indirect lUre 1 , where growth Is known fo be transient

(through adatoms originating from step edgefect of the layer-by-layer’” When the clean sgrface IS covered_ with 0.1
step density on the anharmonicity. ML of Cr a pr_onouncgd decrgase in th.e scattered intensity is
observed. This behavior continues until, at about 0.4 ML, the
intensity starts to increase again. The explanation is straight-
forward: at the beginning of growth the roughness rapidly
Studies on ultrathin epitaxial films require techniques toincreases due to nucleation of islan@sicleation regim®)
monitor and control growth in real time arnd situ. Promi-  and disturbs the correlated small angle scattering process.
nent technigues are reflection high-energy electron diffracpon further deposition the islands grow in size and the
tion (RHEED),%%6! x-ray diffraction®?%® or diffraction of  roughness further increases slowaggregation regimelt is
thermal-energy atonf$;°° due to their excellent compatibil- maximal, when the layer is about half filled and decreases
ity with molecular beam epitaxy. Conceptually similar is when completion of the layer is approacHedalescence and
grazing ion-surface scattering, which has been applied tpercolation regime
study semiconductft and metal growttt? It allows one to In the computer simulation we assume that submonolayer
determine the completion of individual atomic layers, char-growth is epitaxial and pseudomofBhand evolves from

D. Submonolayer films
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FIG. 13. Measuredcircles and simulatedcurves polar angu- 0.2
lar distributions for 25 keV Hé ions scattered from clean and Cr 590 K
covered FEO01). ®,,=1.9°, T=300 K, ands=300 A. All data are 0.0 . . ‘ .
normalized to the maximum for the clean surface. The density of Cr 00 02 04 06 08 1.0
islands is constant with a mean distance of 50 A. Cr Coverage (ML)
monolayer islands with a mean distaricand sizes accord- FIG. 14. (3 Intensity of reflected 25 keV Hand H€ ions

ing to the instantaneous coverageWe thus assume a con- (open and solid circles, respectivejuring growth of 1 ML Cr on
stant island densitysee below and a negligible monomer Fe001) at T=300 K. ®;,=1.75°. The simulation is performed
density. As shown in Fig. 13, both overall shapes and intenwith s=600 A, and a constant density of Cr islands with a mean
sities of the distributions are well described by the simulatiorflistance of 60 A(b) Intensity of reflected 25 keV Heions during
for =60 A. The agreement is poorer f=0.7 ML. Thisis  growth of 1 ML Cr on F€001) at T=590 K. The initial growth
expected, since we are in the middle of the coalescence aﬁempgrature was 340 K in order to grtlflm&}lly enhan(_:e the density of
percolation regimé’? where the island density changes andl’lL.JC|eI (Ref. 72. ‘Dinf 1.75°. Thg S|mulgtlons gre fits to the data
growth on top of islands sets in. with constant mean |s|a_nd dens_(uylean |_sland distance §5)/§nd
Most striking feature in Fig. 13 is the strong variation of constant mean island sizeean island size 30 JArespectively.
the intensity of the maximum. In order to continuously moni-
tor growth it is therefore sufficient to record the intensity in angle, etg, according to the experiment. Only the atomic
the maximum of the distribution as function of evaporationnumber of the projectile and, consequently, the interaction
time or coverage, in analogy to the most common applicatiopotential are changed.
of RHEED. An example is shown in Fig. (&, where RHEED oscillatons have been generally attributed to a
growth of Cr is studied by scattering of Hesolid circles  temporal variation of the surface step density during
and H' ions (open circles According to the arguments growth®® Recently this step density model has been seri-
given above, the intensity shows an oscillatory variation.ously questioned® Calculations based on the dynamical
This is reproduced in the simulation for sufficiently low cov- theory show that an increased step density alone tends to
erages, where nucleation on top of islands is negligible. Foproduce anincrease of the specularly reflected intensity
coverages approaching 1 ML the measured intensities amather than a decrease. This is opposite to grazing ion scat-
lower than simulated showing that the monolayer film hagering, where steps always reduce the intensity of specularly
holes and islands on top of it. reflected ions, as shown in Sec. IV A. Nevertheless it turns
Note that the signal for He scattering decays stronger. out that the intensity of specularly reflected ions is not only
This is ascribed to the larger angular spread fdr ptojec-  affected by the step density, but also by the coverage, which
tiles due to the closer distance of approach to the surfacerea priori not correlated. Let us consider two limiting cases
which results in a reduced sensitivity to changes in surfacén two-dimensional growth{1) constant mean island density
roughnes$® The observed signals are reproduced by theand(2) constant mean island size. These models are incor-
simulations, which were performed with the same paramporated in the simulation by a probabilipy of encountering
eters(island distance, step distance, ion energy, incidenca downward step from an island on the surface on going
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FIG. 15. Calculated intensity of reflected 25 keV H@ns vs FIG. 16. Measured and calculated intensity of reflected 25 keV

coverage of Cr on K801 for constant mean island densfiyiodel ~ H* jons during growth of Mn on R€01) at temperatures as indi-

(1)] (solid symbol$ and constant mean island sigmodel (2)] cated.®,,=1.75°. The simulation is performed with=1000 A,

(open symbols respectively. The mean island distariigor mean  constant island densitymean island distance 250, 110, and 30 A

island size(2) is indicated.®;,=1.75°, T=600 K, ands=600 A. from top to bottom and constant island siZenean island size 150,
60, and 15 A.

from one lattice site to an adjacent one. Analogougly,

denotes the probability for an upward step from an uncovy s which shows the same cusplike shape with a maximum
ered area on the surface. This produces a geometrical terrage g 5 ML for two-dimensional growth, corresponding to a

size distributior”" at a coverage minimum in the reflected intensity.
For constant island sizéopen symbols the intensity
_ _Pu 2) minima are shifted to higher coverages. Thus it is the in-
Pat Pu creasing step density which determines the intensity varia-

tions. Note that the minima are lower for smaller terraces,
which we ascribe to a reduced height correlation
p=0pg+(1—-0)py- (3 T'(X)=(z(Xg)z(Xo+X))—(z(Xo))?. This is immediately re-
alized, since, e.g., terraces which are much larger than the
interaction lengthiL do not disturb the correlated small angle
scattering process at all.

and a step density

A constant mean island densitgnodel(1)] is realized for

P ) . . .
pu=m 4 _Comparlsons with experimental data are presented in
Figs. 14b) and 16 for growth of Cr and Mn on KF&01J). In
and both cases the constant island density model agrees well with
our observations. This is in accordance with Monte Carlo
0 _P ) calculations which show that nucleation of islands in epitax-
4720’ ial growth is already terminated during an early stage of

growth® Variation of the growth temperature in Fig. 16

where the step densifyis used as parameter a_nd determlnesshows that the nucleation length increases with temperature
the mean distance between island@sucleation length due to enhanced lateral diffusion

I=2/p.
A constant mean island siZenodel (2)] is obtained for

) V. SUMMARY
Pu=Pd 74" (6) We have shown that scattering of light ions under a graz-

ing angle from a single crystal surface is a direct and sensi-
Here, the mean island sizepl/is used as parameter and the tive technique to study surface defects. The polar angular
step densityp=260p4 depends on the coverage. distribution of reflected ions is affected in a characteristic
Results for both models are presented in Fig. 15 for ananner by the presence of defects at the topmost surface
mean island distancémodel (1)] or a mean island size layer. The technique allows for a clear separation of contri-
[model (2)] as indicated. Both models produce pronouncecdbutions from one-, two-, and three-dimensional defects.
oscillations. In the case of a constant step den&uglid  Computer simulations based on the binary collision approxi-
symbolg, the intensity of specularly reflected projectiles is mation permit a quantitative analysis of data.
obviously related to the  surface roughness The angular spreads of reflected ions are predominantly
a={[2(x0) — (2(X))1?)¥? (the average is over all positions affected by thermal displacements of topmost surface layer
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atoms. Measurements at a clearid®d) surface indicate that growth of Cr and Mn on F®01) show that the density of

anharmonic vibrations of surface lattice atoms develop aislands is essentially constant over a wide range of cover-

about half the bulk melting temperature of Fe. ages. The mean distance between islands sensitively depends
The effect of surface steps on the scattering process isn the growth temperature.

twofold: downwardsteps produce a footlike structure in the

angular distribution at small scattering angles. The relative

intensity of this structure scales with the step density and can ACKNOWLEDGMENTS
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