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Ultrafast dynamics of hot electrons and holes in copper:
Excitation, energy relaxation, and transport effects

E. Knoesel, A. Hotzel, and M. Wolf
Fritz-Haber-Institut der MPG, Faradayweg 4-6, D-14195 Berlin, Germany

~Received 24 December 1997!

Time-resolved two-photon photoemission~2PPE! at various photon energies is used to investigate the
relaxation dynamics of hot electrons in Cu~111!, applying auto- and cross-correlation techniques. The relax-
ation times vary from 250 fs at 0.1 eV above the Fermi level to 20 fs at 2 eV and show a strong wavelength
dependence in the vicinity of thed-band feature in the 2PPE spectra. Electrons not directly excited from thed
band exhibit a much longer relaxation time thand-band electrons excited to the same intermediate-state
energy. We attribute these apparently longer lifetimes to a delayed electron generation via Auger decay of
d-band holes. Based on a band structure calculation, a simulation of the ballistic transport effect and its
implication on the observed electron relaxation dynamics is presented for the three low-index copper surfaces.
These observations suggest thatd-band holes have a substantially longer lifetime than excitedsp-band elec-
trons of the corresponding excitation energy.
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I. INTRODUCTION

In recent years the investigation of photochemical a
related processes on surfaces, like desorption induced
electronic transition~DIET!,1–3 has led to a deeper unde
standing of the underlying mechanisms and elementary
cesses. At metal surfaces the first step of photochemica
actions is predominantly the generation of photoexci
‘‘hot’’ electrons in the substrate, which may subsequen
diffuse to the surface and attach to the adsorbed molecu
form a short-lived~typically ,10 fs! negative ion resonanc
~see Fig. 1!. During the lifetime of this adsorbate resonanc
the necessary energy for a bond-breaking process ca
transferred to the relevant reaction coordinate. This proc
is generally discussed within the Menzel-Gomer-Redh
~MGR! model4,5 or Antoniewicz model.6 In the framework
of these models, the desorption cross sectionper excitation
of the adsorbate is determined by the potential energy
faces of the ground and excited state and by the lifetime
the latter. In order to determine the overall cross sectionper
absorbed photon, however, the temporal evolution of the h
electron energy distribution at the surface as well as the
tachment probability to the adsorbate must be known.

While the nascent hot electron distribution is determin
by the band structure of the substrate and the inter- and
traband transition probabilities, its temporal evolution
strongly affected by the various relaxation and scatter
processes in the substrate. Hot electron relaxation in me
occurs on an ultrashort time scale (,1 ps) where excited
electrons lose their energy mainly through scattering eve
with electrons or phonons, whereas radiative decay ta
place on a much longer time scale (.1 ns). For excess en
ergies above;100 meV, the dominant energy relaxatio
process for a hot electron is scattering with a ‘‘cold’’ ele
tron below the Fermi level, because the energy transfe
electron-phonon scattering is only 15 meV@for Cu ~Refs. 7
and 8!# in average. Fore-e scattering the available phas
570163-1829/98/57~20!/12812~13!/$15.00
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space determines the dependence of electron lifetime on
cess energy, which is theoretically described by the Fe
liquid theory.9,10 However, thesee-e scattering events~as
well as the relaxation of the photogenerated hot holes! lead
to additional excited~secondary! electrons, which dominate
the hot electron distribution especially at lowE2EFermi.

11

Finally, the hot electron distribution in the near-surface
gion is also affected by the hot electron transport into
bulk.

At very high densities of excited electrons~when using
intensive femtosecond laser pulses of typically.1 mJ/cm2

absorbed laser fluence,;100 fs pulse width!, scattering pro-
cesses between the excited hot electrons lead to a fast
malization of the hot electron distribution. The relaxatio
dynamics can then be approximately described by a t
temperature model, i.e., by the temperatures of the elect
and the lattice.12,13 Experimentally, the time scales for elec
tron thermalization~the buildup of an electronic temperatur!
and the energy transfer from the electron distribution to

FIG. 1. Upon irradiation with laser light (hn1), electron-hole
pairs are generated in the substrate. Excited electrons of sui
energy can form a negative-ion resonance at the adsorbate. In 2
the hot electron energy distribution is probed by a second la
pulse (hn2).
12 812 © 1998 The American Physical Society
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phonon bath were investigated mainly for noble metals us
optical methods like transient reflectivity changes,14–16 sur-
face plasmon excitation,17,18 and second-harmoni
generation.19,20 In a more recent time-resolved two-photo
photoemission~2PPE! experiment Fannet al.21,22 analyzed
the temporal evolution of the hot electron distribution arou
the Fermi level in gold films and found that the electr
thermalization is only partially completed before ener
transfer to the lattice occurs. Interestingly, at this high d
sity of excited electrons, the desorption dynamics is also
ferent and results in a nonlinear dependence of the des
tion yield on laser fluence.12,23–25This can be explained by
multiple adsorbate excitation via electron attachment@de-
sorption induced by multiple electronic transitions26

~DIMET!#.
In this paper we present time-resolved experiments o

Cu~111! surface, which were performed at low densities
excited electrons (,231018 cm23), where scattering be
tween excited electrons is negligible and, therefore, the
electron distribution isnot thermalized. The first time-
resolved 2PPE experiments on copper were performed
Schmuttenmaeret al.,27 while more recently the electron dy
namics on copper surfaces was investigated by sev
groups.28–32 The relaxation dynamics at the low-index co
per surfaces was investigated by Ogawaet al.31 with excel-
lent temporal resolution, whereby a pronounced crystal f
dependence of the relaxation times was observed. Moreo
the electron relaxation dynamics was found to be slower t
predicted by Fermi liquid theory~up to a factor of 5!. As-
suming a shorter screening length, the experimental d
could be partially reproduced in an electron lifetime calcu
tion based on the Cu band structure, which included the c
tal face dependence of the phase space fore-e scattering
events. This calculation, however, could not account for
observed crystal face dependence. Besides, it was foun
two groups30,32,33that at certain electron excess energies
relaxation times in copper depend on photon energy; i.e
correlation of the relaxation times with thed-band edge was
observed. However, the authors differ in their interpretatio
of this phenomenon.

In this publication, we focus mainly on two effect
namely, the excitation mechanisms and the ballistic trans
of the hot electrons and their respective influences on
experimentally observed relaxation times. By the results
our time-resolved experiments, the excitation pathway fo
pronouncedd-band feature can be identified as an instan
neous two-photon transition. The apparent dependence o
relaxation times on photon energy can be rationalized
introducing the relaxation ofd-band holes as an effectiv
excitation process for hot electrons. The lifetime ofd-band
holes can then be estimated from the difference in relaxa
times observed for the distinct electron excitation pathwa
A simulation of the hot electron transport out of the ne
surface region, which is based on electron velocities deri
from a band structure calculation, reproduces the trend of
crystal face dependence of the relaxation times, observe
Ogawaet al.31 By quantifying the influence of the transpo
effect, electron lifetimes are deduced from the experim
tally observed relaxation times and compared tod-band hole
lifetimes at the same excess energy.
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II. METHOD

In two-photon photoemission the photon energies (hn) do
not exceed the substrate work function~F! to prevent the
superposition of the spectra with electrons emitted by o
photon photoemission. Thus in 2PPE the photoemitted e
trons yield information about the normally unoccupied inte
mediate states between the Fermi and vacuum le
regarding their energetic positions, dispersions, a
lifetimes.34,35 If no inelastic scattering process is involve
the initial- (Ei) and intermediate- (Eint) state energies with
respect to the Fermi level can be deduced from the kin
energy of the emitted electrons (Ekin) by Eint5Ekin1F
2Eprobe and Ei5Ekin1F2Eprobe2Epump, respectively,
whereEpump andEprobeare the photon energies of the pum
and probe pulses. Time resolution is achieved by using
laser pulses which are delayed with respect to each othe
an autocorrelation setup the same photon energyand polar-
ization is used for both pulses, and therefore the detec
autocorrelation trace~2PPE intensity of a certain final-stat
energy interval vs delay time! is symmetric with respect to
time zero ~temporal overlap of the pulses!. By using two
different photon energies~the fundamental and its secon
harmonic as in some experiments presented here!, the sym-
metry in time is broken. The cross-correlation trace thus
corded provides additional information like the maximum
the trace with respect to time zero.29,36

In 2PPE, the electrons can emitted via different excitat
pathways. In the case of the occupied surface state
Cu~111!, the 2PPE signal is caused by an instantaneous t
photon transition involving only virtual intermediate state
which results in a correlation trace given by the correlat
function of the two laser pulses~temporal convolution of the
pulse intensities!. In most cases, however, an intermedia
state is temporarily populated between the two steps of
excitation. Between these two excitation steps inelastic s
tering ~by electrons! or quasielastic scattering~by phonons,
defects! may occur. On the other hand, the relaxation of t
photogenerated electrons~and holes! leads to additional
‘‘secondary’’ electrons, which dominate the electron dist
bution at low-lying intermediate states~Eint,0.5 eV for
Epump.;3.0 eV!.11 The pure lifetime of an intermediat
state can be directly observed only when inelastic scatte
into this intermediate state~by secondary electrons! as well
as the ballistic transport out of the detection volume does
occur. This requirement is fulfilled for discrete states loc
ized at the surface, i.e., image potential states14,37–39 and
adsorbate-induced states.40–42 In the case of the hot elec
trons, however, 2PPE reflects the electron population in~de-
localized! bulk states in thenear-surface region, which is
defined by the skin depth. The time evolution of this h
electron distribution is the relevant quantity in a substra
mediated photochemical process. The pure hot electron
times, however, which should be compared with the theo
ical values from Fermi liquid theory,9,10 can only be deduced
if the influence of ballistic transport and secondary-elect
generation is known.

In the upper part of Fig. 2, the 2PPE spectrum of a cle
Cu~111! surface at a photon energy of 4.75 eV is plott
versus the final-state energy. The spectrum is mainly cha
terized by three features:~i! At high final-state energies
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three sharp peaks are observed, which arise from occu
and unoccupied surface states.38 ~ii ! The sharp decrease o
the density of initial states due to thed-band edge~see DOS
in the lower part of Fig. 2! leads to a drop in the 2PP
intensity at the corresponding final-state energy.~iii ! At low
final-state energies, the 2PPE spectrum is dominated by
~secondary! electrons. In order to elucidate the excitatio
pathway of these hot electrons, the projected band struc
of Cu~111! is shown on the left side of Fig. 2.

In the experiment we detect the photoemitted electr
from the Cu~111! surface in the normal direction~ki50, Ḡ
point!. Thus instantaneous two-photon transitions via virt
states can occur atki50 due to thesp-band gap, which
extends from 0.85 eV below to 4.15 eV above the Fe
level.35,36 As the hot electrons show relaxation times up to
few hundred femtoseconds, they obviously populate real
termediate states atkiÞ0 and are scattered into the directio
of the detector in the final state~see left side of Fig. 2!. A
quasielastic scattering process~e-ph, DE'15 meV;7,8 e de-
fect, DE'0 meV! conserves the information about th
intermediate-state energy, while for an inelastic scatter
process (e-e) this information is lost. The ratio betwee
quasielastic and inelastic scattering processes is not kno
However, we assume that due to the large phase spac
inelastic scattering processes into lower-lying states be
Evac inelastic scattering into states aboveEvac plays only a
minor role~see Fig. 2!. This view is supported by the obse
vation of a relatively sharpd-band edge in the 2PPE spectr

We can, therefore, conclude that on Cu~111! the 2PPE
experiment samples the electron dynamics integrated ove
extended part of the Brioullin zone rather than at a certainki

vector. For two different crystal faces and for intermedia
state energies where no real intermediate states exist in

FIG. 2. 2PPE spectrum of Cu~111! at hn54.75 eV, density of
initial states~DOS! of Cu, and projected band structure of Cu~111!.
In 2PPE spectrum features of the occupied (n50) and unoccupied
(n51) surface states are observed at high energies. The dro
2PPE intensity is due to the decrease in the DOS. Hot elect
with a nonvanishing lifetime in an intermediate state can only
excited atkiÞ0.
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direction of detection~projected band gap!, we would then
expect that the 2PPE experiment samples in both cases
dynamics of electrons withall possiblek vectors and should
thus yield equal results. Experimentally, however, a p
nounced difference between the relaxation times on
Cu~111! and Cu~100! surfaces was observed by Ogaw
et al.31 for Eint.2 eV, intermediate-state energies whe
both crystal faces possess a projected band gap.43 The ob-
served crystal face dependence can be partly explained w
the influence of the ballistic transport on the effective rela
ation times is included~see Sec. V C!. The crystal face de-
pendence arises then from differences in the electron velo
distribution projected onto the surface normal.

III. EXPERIMENTAL SETUP

In the experiment femtosecond laser pulses at 810 nm
generated by an Ar1-laser~Coherent, Innova I-415! pumped
Ti:sapphire oscillator~MIRA 900! and subsequently ampli
fied to 4mJ/pulse in a regenerative amplifier~RegA 9000! at
a 200-kHz repetition rate~Fig. 3!. The RegA output pumps
an optical parametric amplifier~OPA 9400!, in which a lin-
early chirped white light continuum is mixed with th
frequency-doubled pulse~405 nm! in a b-barium borate
~BBO! crystal of 1 mm thickness. The matching angle of t
crystal as well as the time delay between the second
monic and the white light pulse determine the spectral co
ponents amplified from the white light continuum.44 After
two amplification processes using the same crystal in
double-pass configuration, an OPA signal output power
100 nJ/pulse is obtained. With a pair of SF10 prisms
tunable femtosecond pulses~470–730 nm! are compressed to
a nearly Fourier-limited pulse of 50–80 fs@full width at half

in
ns
e

FIG. 3. Experimental setup.



s
o
in
e

as
rs

g
fu

m
e
d

to
b

ur

ith
ag
n

sa

an
vo

d
-
ed

m
5°
a

rl
le

th
ri
la
o

an
s.
ho

ia
e

ela
ls
e
rr
th
-
b

th

a
er
q-
e

gy

teria

ed
a
V
-

ser
ified
d in
pti-
on

ght
g-
s.
the
ght
ne.
e
tes.

PA
elec-
ter
ter
f
ex-
in

eV

ig-

g
en-
as
re-
rgy

all
par-

pect
stin-
. 4
ex-

al-

f

57 12 815ULTRAFAST DYNAMICS OF HOT ELECTRONS AND . . .
maximum~FWHM!#.45 The pulse width of the OPA output i
restricted by the amplified spectral bandwidth and theref
depends on the wavelength. The shortest pulses are obta
for low photon energies. By detuning the time delay betwe
the white light and the second harmonic in the second p
slightly different spectral components compared to the fi
pass are amplified, which results in a spectral broadenin
the output pulse. In this manner the pulse width can be
ther reduced by 20% to 40 fs at 700 nm~70 fs at 500 nm! at
the cost of about a third of the output power.

The compressed OPA output is focused into a 0.2-m
thick BBO crystal~type I! by a 200-mm lens, generating th
second harmonic. After separating the two beams by a
chroic mirror, the polarization of the UV beam is flipped
horizontal polarization and the UV pulse is compressed
another pair of quartz prisms. For autocorrelation meas
ments a broadband 1:1 beam splitter~BS! is used to split the
UV pulse into two beams, of which one is delayed w
respect to the other by a computer-controlled delay st
(1 step50.05 fs). For recombination of the pulses a seco
beam splitter is used, so that each beam traverses the
amount of optical material~Mach-Zehnder setup; see Fig. 3!.
In this way the chirp added to both pulses is the same
can therefore be compensated by the quartz prisms. To a
interferometric effects the beams are focused onto the sam
noncollinearly~skew 0.5°! by a fused silica lens positione
outside the UHV chamber (f 5500 mm). For the cross
correlation~two-color! setup, the beam splitters are replac
by mirrors and the entire UV beam~with variable delay! is
used together with the fundamental of the OPA output~see
Fig. 3!.

The two beams enter the UHV chamber through a 1-m
thick MgF2 window and hit the sample at an angle of 4
with respect to the surface normal. For two-color 2PPE
well as for time-resolved experiments, both pulses have
overlap in time and space on the sample. The spatial ove
is achieved by aligning the two beams into a pinho
~150-mm orifice!, which is positioned at the same light pa
distance from the focusing lens as the sample. A strong
in the overall 2PPE intensity indicates the temporal over
upon varying the time delay. The exact determination
pulse width and zero delay between the pulses is import
because they are critical parameters for the data analysi
all experiments we used the time-resolved two-photon p
toemission response from the occupied surface state
Cu~111! as a reference.29 Herein the electrons are excited v
virtual intermediate states, which do not have a real lifetim
and therefore the temporal 2PPE signal follows the corr
tion function of the laser pulses. Assuming the same pu
width for both pulses and sech2-shaped pulses, we deduc
the pulse width and zero delay from the surface-state co
lation trace. The absorbed fluence on the surface is of
order of 30mJ/cm2, so that the rise of the electronic tem
peratureDTe is below 75 K and space charge effects can
neglected.

The Cu~111! sample is mounted in an UHV chamber wi
a base pressure of 2310210 mbar between a pair of tantalum
wires, which are in thermal contact to a copper mount
tached to a He cryostat.46 The crystal can be heated eith
resistively or by electron bombardment. By cooling with li
uid helium a sample temperature of 20 K can be achiev
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The Cu~111! crystal was cleaned by cycles of 10-min Ar1

bombardment~700 eV! followed by 15 min of annealing at a
temperature of 800 K. A sharp, low-background low-ener
electron diffraction~LEED! pattern and a narrow linewidth
of the surface state in the 2PPE spectrum served as cri
for the surface quality of the Cu~111! crystal. The sample
was exposed to xenon through a pinhole doser with a 10-mm
orifice.

All correlation experiments reported here were perform
on a xenon-covered Cu~111! surface. Upon adsorption of
monolayer of xenon the work function is lowered by 0.5 e
to about 4.3 eV.38 Therefore, the photon energy can be low
ered accordingly, which allows us to generate shorter la
pulses and thus enhances the time resolution. It was ver
that the electron dynamics in the energy range investigate
this paper does not change upon xenon adsorption. To o
mize the preparation of a saturated monolayer of xenon
Cu~111!, thermal desorption spectroscopy~TDS! was used.

The photoemitted electrons are detected in a time-of-fli
~TOF! spectrometer, which is shielded electrically and ma
netically by a cylindrical Co-Netic tube of 1.3 mm thicknes
The electrons traverse a 3–4-mm-long distance from
sample before entering the graphite-coated time-of-fli
tube through a 1.5-mm large opening at the tip of a co
After drifting through the 30-cm-long field-free region, th
electrons are accelerated onto a pair of multichannel pla
The angle of acceptance was estimated to be63.5° from the
spectrometer axis. Using the white light leakage of the O
measured by a fast photodiode as a time reference, the
tron flight time is converted by a time-to-amplitude conver
~TAC! and recorded by a triggered 100-kHz A/D conver
~National Instruments, MIO-16H!. The correlation traces o
all energy intervals were detected simultaneously, thus
cluding the influence of long-term laser drifts and changes
surface quality. Compared to an earlier setup,46 the energy
resolution of the spectrometer was improved to 15 m
~FWHM! at 1 eV kinetic energy.

IV. RESULTS

A. Correlation traces and analysis model

A correlation trace is obtained by recording the 2PPE s
nal of a certain final-state energy (Efin) interval ~typical
width 100 meV! as a function of the time delay. Neglectin
scattering events in the final state, the intermediate-state
ergy (Eint) can be calculated from the final-state energy
described earlier. In the upper plot of Fig. 4, the autocor
lation trace of an corresponding intermediate-state ene
Eint50.23 eV is shown~dots!. A photon energy of 4.2 eV
was used, and the laser pulse width was 77 fs; as in
experiments described here, the laser light was polarized
allel to the plane of incidence~p-pol!. In an autocorrelation
experiment, the observed traces are symmetric with res
to zero delay, since pump and probe pulses cannot be di
guished. The autocorrelation trace in the upper plot of Fig
shows a sharp peak around zero delay and long wings
tending to a delay time of more than61 ps.

This particular shape of the autocorrelation trace has
ready been discussed in the literature,31,40,47 it is composed
of a fast component~dotted line, autocorrelation function o
the laser pulses! and a slow component~dashed line!. The
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fast component is mainly due to the so-called coherent a
fact, an enhancement, which is due to the fact that the e
trical fields of both pulses add coherently and the energy
both fields is transferred to the electron in both excitat
steps. The slow component reflects the electron dynamic
the intermediate state and is fitted with a convolution of
two laser pulses with an exponentially decaying functio
where the decay constant is identified with the relaxation
of the hot electrons. If the excitation pathway can be
scribed by a two-step process via a real intermediate s
the ratio of the fast component, the slow component, and
constant background~sum of the 2PPE intensity of each in
dividual pulse! is 1:1:1 for zero delay. However, electron
which are excited via instantaneous two-photon transiti
would enhance the fast component, while secondary e
trons generated by an inelastic scattering process would
hance the slow component. For these reasons~and in contrast

to other approaches31!, the amplitude ratio between the fa
and slow components was used as a free parameter, tog

FIG. 4. A two-component fit model is used to fit autocorrelati
traces~upper plot!. The sharpd-band peak in a 2PPE spectru
~lower plot! arises from instantaneous two-photon transitions fr
the highestd bands at theL point, as can be deduced from time
resolved experiments~see text!. The correlation trace follows then
correlation function of the laser pulses and therefore contribu
only to the fast component in the fit. Inset: In the autocorrelat
trace the fast component atEint51.25 eV is stronger~79%! than at
Eint51.0 eV ~63%!.
ti-
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with the absolute amplitude of the autocorrelation signal,
additive constant for the background, and the relaxation t
t r in the intermediate state.

The amplitude ratio of the fit can also be used to ident
the excitation pathway of distinct structures in the spectra
a low photon energy~3.4 eV!, a sharp peak at about 25
meV below thed-band edge (Eint51.25 eV) is observed~see
lower part of Fig. 4!; its photon energy dependence identifi
it as an occupied state. The correlation trace atEint51.25 eV
yields a fast-to-slow amplitude ratio of 3.7:1, compared to
amplitude ratio of 1.7:1 atEint51.0 eV ~see inset!. As only
the contribution of the fast component to the 2PPE inten
~hatched area! rises in thed-band peak, we can conclude th
this feature arises from instantaneous two-photon transitio
This effect was also observed in a cross-correlation exp
ment, where at low intermediate-state energies the insta
neous two-photon transitions from thed-band contribute sig-
nificantly to the fast component of the correlation trace~not
shown!. By comparing the initial-state energy (E
2EFermi522.25 eV) with the calculated band structure
Cu, thed-band peak can be assigned to transitions from
energetically highest d bands at the L point
(L41,L51,L61!.43 Due to the existence of a projected ba
gap on Cu~111!, instantaneous two-photon transitions play
more important role as on the other crystal faces.

For a cross-correlation setup, there is no coherent artif
However, an additional excitation pathway contributes to
signal, where the UV pulse acts as the pump pulse and
visible pulse serves as the probe pulse. In a cross-correla
setup, the symmetry in time is broken, and thus the rel
ation dynamics arising from one or the other excitation pa
way ~UV pump or visible pump! can at least in principle be
distinguished in a time-resolved experiment. Moreover, if
UV pulse acts as the pump pulse, the hot electron lifetim
are believed to be relatively short lived~10–20 fs! ~Refs.
30–32! due to the high intermediate-state ener
(Eint.2.5 eV). Therefore, the relaxation dynamics for th
process can be described by a fast fit component in a
approximation. In contrast to an earlier publication,29 we
used a similar two-component fit model for the cros
correlation experiment as for the autocorrelation experim
in order to account for this second excitation pathway a
for instantaneous two-photon transitions~results are shown
in Fig. 5!.

B. Relaxation times

In the upper part of Fig. 5, various relaxation time trac
derived from cross-correlation (hn52.2 eV) and autocorre-
lation experiments~hn53.4, 3.6, 3.81, and 4.2 eV! as well
as the hot electron lifetimes calculated from Fermi liqu
theory are shown as a function of the intermediate-state
ergy Eint . Note the semilogarithmic scale. ForEint,1.1 eV
the relaxation times for all photon energies decrease w
increasingEint and agree well within the experimental erro
The relaxation times obtained from the cross-correlation
periment deviate slightly~especially for higherEint! from
previously published data.29 This might be due to the im-
proved fit model~with two components! used in this analy-
sis. For higherEint ~1.3–1.8 eV!, the relaxation times in-
crease again and show a strong dependence on ph

s
n
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energy. AtEint51.65 eV the values obtained for the rela
ation time vary from 1364 fs athn53.81 eV to 67610 fs at
hn53.4 eV. In order to discuss this apparent dependenc
the lifetime on photon energy, the corresponding 2PPE sp
tra are shown for three photon energies~3.4, 3.6, and 3.81
eV! in the lower part of Fig. 5. In all spectra a peak due
thed band is observed, which is followed by a sharp drop
2PPE intensity at higher energies due to thed-band edge~see
DOS in Fig. 2!. The relaxation time minima coincide wit
the d-band peaks, while the relaxation time maxima are
cated just beyond thed-band edge, where electrons can
longer be excited from thed bands.

This unusual correlation of relaxation times with ba
structure was observed on a Cs-covered Cu~111! surface by
Pawlik et al.33 The authors interpreted the pronounced mi
mum of the relaxation time at the position of thed-band peak
as a minimum in the lifetimes of thesp-band electrons and
assigned it to a fast decay channel, which is only presen
electrons are exciteddirectly from thed band.30 It was pro-
posed that the electrons excited to thesp band in a vertical
transition preferentially recombine with their ownd-band
holes on a short time scale. However, we would argue
this proposed process should also occur for any transit
from a d band to thesp band and not only for electrons a
the d-band peak. Furthermore, the energy from the electr
hole recombination process leads to the generation of
other electron-hole pair, which is most likely a hole in thed
bands and an electron in thesp band due to the high DOS o
thed band. Thus the hot electron distribution should only
insignificantly altered by this proposed recombination p
cess. Caoet al.32 also observed a similar dependence of
relaxation times on the intermediate-state energies on a

FIG. 5. Relaxation times derived from auto- and cro
correlation experiments for five different pump photon energ
plotted vs the intermediate-state energy~upper part!. Corresponding
2PPE spectra forhn53.4, 3.6, and 3.81 eV~lower part!.
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covered Cu~100! surface and for a K-covered polycrystallin
copper film. The authors proposed that the pronounced
and the maximum oft r above thed-band edge might be
attributed to the existence of longer-lived excitonic sta
consisting of excitedd-band electrons and their holes. It wa
argued that the localization of the excited electron at the h
reduces the scattering probability and thus leads to an
crease in the lifetime. However, even if excitonic sta
would exist in metals~which seems rather unlikely due to th
efficient screening in metals!, the experimental results con
tradict this scenario: ~i! At the intermediate-state energie
where the longer relaxation times are observed~i.e., above
the d-band edge!, electronscannot be excited from thed
bands;~ii ! however, at the intermediate-state energies wh
direct excitation from thed band is possible~and thus longer
relaxation times would be expected!, a pronouncedminimum
in the relaxation time is observed. Therefore, we do not f
low the interpretations given by Pawliket al.30,33 and Cao
et al.32 and will discuss in the following an alternative exc
tation mechanism~mentioned by Aeschlimann48!, which ac-
counts for the observed dependence oft r on the photon en-
ergy, especially for the longer relaxation times above
d-band edge.

V. DISCUSSION

The most striking result of the correlation experiments
the dependence of the relaxation times on the band struc
which results in longer relaxation times at intermediate-st
energies where the electrons can no longer be excited f
the Cu d bands. In the first part of this section, we w
discuss this apparently longer lifetime by looking at the e
citation mechanisms of these electrons in more detail.
estimation of the lifetime of ad-band hole is given in the
second part, while in the third part simulations of the infl
ence of ballistic electron transport on the dynamics of p
togenerated hot electrons probed by 2PPE are presente

A. Auger excitation via d-band hole decay

Photoabsorption of the pump pulse in a metal results
the generation of electron-hole pairs within the penetrat
depth of the light (;150 Å). In copper, the excitation of a
d-band electron to the unoccupied part of thesp band is the
dominant absorption process forhn.2 eV, due to the higher
probability of direct transitions compared to indirect excit
tion and to the high density ofd-band states~see Fig. 2!.
This fact is reflected in the optical properties of copp
which shows a sharp decrease in reflectivity above a pho
energy of 2 eV.49 As the Cu~111! surface has a gap in th
projected band structure, the first excitation step must t
place at points ink space with nonvanishing parallel mome
tum ~see Fig. 2!. We will discuss the different excitation
mechanisms using the band structure along the^110& direc-
tion as schematically shown in Fig. 6.43

The direct transition from thed band to an unoccupied
state in thesp band is denoted as process A. By this proce
electrons can only be excited up to a certain intermedia
state energy~in this example, forhn53.6 eV, the threshold
is at an intermediate-state energy ofEthres51.6 eV!. This
leads to a drastic drop in the 2PPE intensity at higher en
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12 818 57E. KNOESEL, A. HOTZEL, AND M. WOLF
gies ~see Fig. 5!. However, electrons can also be excit
aboveEthres by an indirectsp-interband transition~process
B!. In this case the electron must scatter with a defect o
phonon in order to conserve momentum. Due to the l
density of initialsp-band states~Fig. 2! and the requiremen
of an additional scattering process, these transitions are m
less likely than direct transitions~A!. However, the decay o
photogeneratedd-band holes also results in the generation
hot ~secondary! electrons~process C!. Due to the high prob-
ability of direct transitions~A!, d-band holes are generated
large number. The relaxation of thesed-band holes can be
viewed as an Auger process, where one electron fills the
and transfers the excess energy to another electron, whi
excited above the Fermi level~C!. The intermediate-state
energy of this electron can be as high as the energy of
hole with respect to the Fermi level and can thus reach
maximum the photon energy.

The generation rate of hot electrons excited via intrab
or interband transitions~processes A and B! follows the in-
tensity of the pump pulse. For process C the generation
the d-band holes also follows the intensity of the pum
pulse, but theelectronpopulation excited through Auger de
cay builds up at later times, namely, with the decay of
d-band holes. Assuming an excitation via Auger decay,
longer relaxation times at intermediate-state energies ab
the d-band edge~Eint.Ethres; see Fig. 5! can now be ratio-
nalized, since the observed electron dynamics includes
additional contribution of thed-band hole lifetime. It is most
likely that this Auger-type excitation mechanism~C! is more
efficient than the competing indirect transition~B! due to
effective generation ofd-band holes in the primary absorp
tion step and due to the momentum-conserving excitation
the Auger process. At lower intermediate-state energ
(Eint,Ethres), the excitation process C is also present, but
2PPE spectrum and the observed relaxation times are d
nated by process A.

An additional experimental indication for the effective e
citation of electrons via a hole decay was given Per
et al.50 The authors investigated the optically induced dam
ing of the surface plasmon resonance in gold collo
~d-band edge,Ethres52.3 eV!. It was found that the damping

FIG. 6. Electron excitation mechanisms:~A! direct excitation
from ad band to thesp band,~B! indirect intraband transition, and
~C! Auger excitation: generation of ad-band hole by direct tran-
sitions followed by an Auger decay of ad-band hole.
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rate follows the scattering rate of the photogenerated e
trons. In their calculation the authors had to include a sim
hot electron generation process viad-band holes in order to
describe the experimental findings correctly.

To further test the effectiveness of the Auger excitati
process, we also performed cross-correlation experiment
bare Cu~111! by varying the photon energy of the pum
pulse, but leaving the probe pulse energy unchanged. F
pump pulse energy above 2 eV, a high intensity of the cro
correlation signal with respect to the background was
served even at intermediate-state energies where elec
cannot be excited directly from thed band. This strong sig-
nal was assigned to electrons originally excited byd-band
hole decay. Upon lowering the photon energy below 2 e
no d-band holes could be generated and the cross-correla
signal with respect to the background dropped sharply.

In this framework the observed longer relaxation times
gold28 ~d-band edge,22.3 eV, comparable to copper! can
also be explained when assuming an Auger excitation p
cess, while the relaxation dynamics on silver~d-band edge,
24 eV! occurs on a much faster time scale if the pump pu
energy is lower than 4 eV~see Aeschlimannet al.,28,48 hn
53.3 eV!.

B. Lifetimes of d-band holes

From the differences in relaxation times observed
electrons excited via direct transitions~process A in Fig. 6!
compared to those excited via Auger decay~C!, it should be
possible to estimate the lifetime of ad-band hole. At an
intermediate-state energy ofEint51.65 eV, the observed
electron relaxation time is 1364 fs for hn53.81 eV~process
A!, while for hn53.4 and 3.6 eV~process C! relaxation
times of 67610 and 4268 fs, respectively, were measure
for the same intermediate-state energy~see Fig. 5!. On the
basis of a three-level rate equation model, we present a s
lation of the delayedelectron excitation by ad-band hole
decay in order to quantify the influence of this excitati
mechanism on the observed electron relaxation times. In
first stepd-band holes are generated via direct transitio
from the d band to thesp band ~see inset of Fig. 7!. The
generation rate of thed-band holes (Rh) is given by the
intensity of the pump pulse, which was assumed to be of
form sech2(at) ~pulse width, 50 fs!. The decay of these pho
toexcited holes leads then to the excitation of electrons
an intermediate state. For simplicity we assume a single l
time for all d-band holes~in the simulation shown in Fig. 7
th535 fs!. The rate of the electron excitation (Re) is then
given by

Re~ t !}E Rh~ t8!expS t2t8

th
D u~ t2t8!dt8, ~1!

with the step functionu(t), which is defined byu(t)50 for
t,0 andu(t)51 for t>0. The excited electron population i
assumed to decay with a relaxation time oft r515 fs. As the
electron relaxation dynamics itself remains unaffected by
excitation process, we will not consider the influence of t
transport effect here~see Sec. V C!. For thed-band holes the
ballistic transport is negligible on this time scale, and s
ondary electrons only play a minor role at this hig
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FIG. 7. Left: simulated generation rate ofd-band holes (Rh) and electrons (Re) and electron population (Pe) assuming a laser puls
width of 50 fs, a hole lifetime ofth535 fs, and an electron relaxation time oft r515 fs. Right: the fit to the simulated autocorrelation tra
yielding an effective relaxation time oft555 fs. Inset: Ad-band hole can decay via different channels depending on the origin o
involved electrons. Decaying holes generate secondary holes in the upperd bands, if ad-band electron is involved in the Auger process
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intermediate-state energy. From the electron excitation
and the electron relaxation time, the electron population
the intermediate state (Pe) can be deduced as

Pe~ t !}E Re~ t8!expS t2t8

t r
D u~ t2t8!dt8. ~2!

In the left graph of Fig. 7, the generation rates of the ho
and electrons as well as the electron population are plo
versus time. Due to the delayed excitation process, the m
mum of the electron population (Pe) is only reached when
the pump pulse intensity has almost dropped to zero.
convolution of the electron population with the probe pu
~50 fs, sech2 shape! leads to a cross-correlation trace, fro
which the autocorrelation trace~solid line in the right plot of
Fig. 7! is derived by symmetrization in time. The fitting pro
cedure outlined above, with the amplitude ratio of fast-
slow components set to zero, yields a relaxation time of 5
~dotted line!, which is on the order of the experimental
observed relaxation times~67 fs for 3.4 eV, 42 fs for 3.6 eV!.
For comparison, the simulated autocorrelation trace ass
ing direct ~or indirect! electron excitation is also shown i
the figure~dash-dotted line!. By varying electron relaxation
times and hole lifetimes in the simulation, it can be co
cluded that to a first approximation the observed relaxa
times for Auger-excited electrons are increased by appr
mately the hole lifetime compared to electrons excited
direct or indirect transitions. However, for longer hole lif
times or relaxation times (th1t r.55 fs), the fit no longer
reproduces the simulated autocorrelation traces correctly
te
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Sinced-band holes are generated in a wide energy ra
(2hn,E2EFermi,22 eV), the assumption of a single life
time for all d-band holes is a strong simplification, becau
the phase space for hole scattering~Auger excitation! and
thus the lifetime vary with energy. Thed-band hole lifetime
is expected to be longest for holes at thed-band edge (E
2EFermi522 eV). This view is supported by the experime
tal results of Matzdorfet al.,51 who derivedlower limits for
the d-band hole lifetime in copper in an energy range
23.7 eV<E<22 eV by using linewidth analysis in high
resolution angle-resolved photoemission. It was found t
the linewidth decreases almost linearly from 180 meV aE
2EFermi523.7 eV to 60 meV atE2EFermi522 eV, which
corresponds to a lower limit for the hole lifetime of 10 fs~at
E2EFermi522 eV!.

Photogenerated holes in lower-lyingd bands can be filled
either by sp-band electrons or by electrons from higherd
bands~see inset in Fig. 7!. On the other hand, the electro
excited above the Fermi level in an Auger process can or
nate either from ad band or from thesp band. Due to the
higher density of states of thed bands compared to thesp
band ~see Fig. 2! and due to considerations of momentu
conservation, it is most likely that in the Auger decay of
hole in a lower-lyingd band onesp-band electron and one
d-band electron are involved~Auger: sp/d in Fig. 7!.
Thereby, the excess energy of the excited electron can
exceedEthres, which corresponds to thed-band edge in the
2PPE spectrum. On the other hand, this process leads to
generation of asecondary holein an upperd band. For ex-
citation aboveEthres, two sp-band electrons must be in
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12 820 57E. KNOESEL, A. HOTZEL, AND M. WOLF
volved ~Auger:sp/sp in Fig. 7!, a process which is the onl
decay channel for holes as the upperd band edge. This sug
gests that thed-band holes cascade towards the upper e
of the d bands at22 eV via Auger processes involvin
d-band electrons, before they decay via Auger processe
volving two sp-band electrons.

In this scenario, however, most of the Auger electro
will be excited to an intermediate state with an energy
Eint;2 eV at maximum. Interestingly, the experimentally o
served relaxation rates on all three low-index copper surfa
seem to drop sharply at an intermediate-state energy
Eint;2 eV ~see Fig. 5 and also Pawliket al.30 and Ogawa
et al.31!, above which Auger excitation might only play
minor role. Following the above argumentation, thed-band
hole lifetime used in our simulation can therefore be int
preted as a relaxation time for a hole in an upperd band for
an Auger decay via twosp-band electrons. This relaxatio
time is then approximately the lifetime of ad-band hole at
E2EFermi522 eV, since Auger decay via twosp-band elec-
trons is the only relaxation channel for these holes.

In the following we try to compare thed-band hole life-
time of 35 fs found in our simulation with the lifetimes o
electrons in thesp band for the same excess energy. In co
parison to the theoretically derived electron lifetime of 6
from Fermi liquid theory atE2EFermi52 eV, the d-band
hole lifetime is substantially longer. But as pointed out
Ogawaet al.,31 Fermi liquid theory underestimates the ef
cient screening in metals, which reduces the scattering p
ability and thus enhances the lifetime. A comparison of
hole lifetime with the observed electron relaxation time
however, is not very conclusive, since the relaxation tim
~even if excited by direct transitions! do not represent the
electron lifetimes, because the observed relaxation dynam
is further influenced by the ballistic electron transport out
the detection volume. In order to quantify the transport eff
and finally to extract electron lifetimes, we have carried o
simulations on the basis of a band structure calculat
which will be presented in the next section.

C. Transport effect

The penetration depth of UV light at 3.5 eV photon e
ergy is about 150 Å, while the probe depth is only 30
according to the universal curve of the electron mean-fr
path length~see Fig. 8!.52 In copper electrons at the Ferm
level have a velocity of the order of 108 cm/s ~15 Å/fs!.53

According to their velocity perpendicular to the surfa
(v'), a large number of photoexcited electrons move wit
a few tens of femtoseconds after excitation from the surf
into the bulk, where they cannot be probed by the sec
pulse~see Fig. 8!. The reduction of the hot electrons withi
the probe depth caused by the electron motion is called
transport effect. This effect was already mentioned
Schmuttenmaeret al.27 and investigated by Aeschliman
et al.28 on polycrystalline gold films of variable thicknes
Numerical calculations showed that the hot electron pop
tion in the near-surface region is drastically reduced in
first 30 fs.11,28 Here we present simulations where we a
include the anisotropy of the electron velocities and ther
derive a velocity distribution in the direction normal to th
surface, which depends on the crystal face.
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1. Velocity distributions

For the ballistic transport of electrons at a certa
intermediate-state energy, only the velocity distribution p
pendicular to surfaceD(v') is of relevance. Therefore, w

have first to calculate the electron velocitiesvW (kW ), which are
given by

nW ~kW !5
1

\
¹kWE~kW !, ~3!

whereE(kW ) is the band structure of the~unoccupied! Cu sp
band. The constant-energy surfaces and the correspon
velocities were calculated for four intermediate-state en
gies E5EFermi, 1.5, 2.5, and 3 eV using the empirica
pseudopotential method54,55 with the pseudopotential param
eters of Fong et al.;56 the Fermi level was set toE
58.75 eV. Despite the good agreement of the calcula

band structure with the literature,43,57thekW -dependent veloci-
ties atE5EFermi are by;15% higher than the experimen
tally observed Fermi velocities using the de Haas–van
phen method.53 However, the agreement with the theoretic
results from Lee58 is satisfactory.

To obtain the velocity distribution for an energy interv
@E,E1dE#, the velocities were integrated over the respe
tive constant-energy surfaces with a weighting factor

u¹kWE(kW )u21;uvW (kW )u21. For each low-index copper surfac
these velocity distributions were then projected onto the s
face normal~see Fig. 8! to obtain the velocity distributions
perpendicular to the surfaceD(v'), which are the relevan
quantities for a comparison with the experiment. In Fig. 9
velocity distributionsD(v') at Eint51.5 eV for the^100&,
^110&, and^111& crystal faces are shown. The velocity distr
bution for a free electron gas is constant up to the maxim
velocity of 17.4 Å/fs at this intermediate-state energy.
contrast to this, the velocity distributions from the Cu ba
structure show sharp features, which arise at different vel
ties v' for different crystal faces due to the projection pr
cess.

2. Depletion of the electron population at the surface

Using the velocity distribution discussed above, we sim
lated the decrease of the hot electron population in the pr

FIG. 8. Sketch of the penetration depth of the pump pulse~150
Å! and of the probe depth~30 Å!. According to their projected
velocity (v'50 – 15 Å/fs), some photoexcited electrons leave t
near-surface region~transport effect!.
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57 12 821ULTRAFAST DYNAMICS OF HOT ELECTRONS AND . . .
volume, which will be described in the following. At thi
point, our simulation describes only the decrease of the e
tron population due to the pure ballistic transport; the de
of excited electrons was not included. The velocity distrib
tion D(v') is multiplied with an exponentially decaying sp
tial function according to a skin depth of 150 Å~see also Fig.
8!. At each time step~1 fs!, the electrons move according t
their perpendicular velocities, thus creating a new spa
dependent velocity distribution. It was assumed that e
trons which reach the surface are elastically reflected b
into the bulk. At the left side of Fig. 10, the velocity distr
bution for Eint51.5 eV is plotted at three simulation time
for z550 Å. For t50 fs the velocity distribution is symmet
ric with respect to the movement either towards the surf
or into the bulk. At later times most of the fast electro
already disappeared into bulk. The velocity distribution
now asymmetric; more electrons move into the bulk th
towards the surface. Fort560 fs only electrons with smal
v' values remain in the detection volume.

At each time step the electron population in the ne
surface region, which corresponds to an experimentally

FIG. 9. Velocity distributions perpendicular to the surfa
D(v') for the three low-index copper surfaces and a free elec
gas atEint51.5 eV.

FIG. 10. Left panel: velocity distributionD(v') for Cu~111!,
Eint51.5 eV atz550 Å for three simulation times~0, 30, and 60
fs!. Right panel: half of the electron population in the near-surf
region ~30 Å! removed within the first 20 fs. Especially for longe
times the hot electron population depends on the crystal face. E
tic scattering processes reduce the transport effect~dotted weak
line; scattering time, 10 fs!.
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servable 2PPE intensity, can be simulated by weighting
space-dependent velocity distribution according to the eff
tive probe depth~30 Å electron free mean path! and finally
integrating over space and all velocities. The resulting dep
tion traces are shown for the three low-index surfaces and
the free electron gas on the right side of Fig. 10 f
Eint51.5 eV. Half of the population is swept out of the prob
volume within the first 20 fs: at longer times the depletion
slower and shows a crystal face dependence.

This crystal face dependence can be rationalized by
shape of the velocity distributionD(v') in Fig. 9. As dis-
cussed above, only electrons with smallv' values contribute
to the hot electron population at longer times. Figure 9 sho
that the number of electrons with smallv' values (v'

,3 Å/fs) is lower for thê 110& face and larger for thê100&
face. Accordingly, the reduction of the electron population
fastest for thê110& face and slowest for thê100& face~see
Fig. 10!. The electron population decrease for a free elect
gas lies between the traces for the^110& and ^111& surfaces.

At Eint52.5 eV, however, the electron population for th
^100& surface decreases slightly faster than for the^111& sur-
face, and this trend is even more pronounced atEint53.0 eV
~not shown!. This can be rationalized by the opening of
new band gap in thê100& direction forEint.2 eV, because
the number of electrons with smallv' values is then re-
duced. Thê 100& face is therefore the only crystal face fo
which the transport effect increases with increas
intermediate-state energy. For the other surfaces only a w
dependence on intermediate-state energy is found in
simulation. For a free electron gas, however, the transp
effect always increases for increasing intermediate-state
ergy ~increasing maximal velocityv'!.

The above simulation accounts only for the pure ballis
transport; neither elastic nor inelastic scattering proces
have been included. Elastic scattering processes w
phonons and defects, however, can compensate the effe
ballistic transport to a certain extent~see also Knoese
et al.11!. Hereby, the transport becomes diffusive and el
trons moving into the bulk may actually reverse their dire
tion and reenter the detection volume. As an example,
have assumed a mean elastic scattering time oftscat510 fs.
For the ^111& crystal face, the hot electron population d
creases to 50% then in 38 fs compared to 21 fs with
elastic scattering~see dotted lines in right graph of Fig. 10!.
This redistribution of momentum through elastic scatter
on a relatively short time scale also smoothens the cry
face dependence of the effective electron population.

3. Comparison with experimental results

In the following the influence of the pure ballistic tran
port on the observed relaxation dynamics, i.e., the effect
the shape of the autocorrelation traces, will be discuss
Under certain conditions~high intermediate-state energy,d
rect excitation from thed band!, the experimentally derived
relaxation times are not influenced by secondary electro
but certainly are affected by the ballistic transport. If t
decrease of the electron population caused by the ball
transport could be described by a single-exponential de
~i.e., by a transport relaxation timet trans!, the hot electron
lifetimes (t life) could be derived from the observed rela
ation times (t r) using Matthiessen’s rule~addition of inde-
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12 822 57E. KNOESEL, A. HOTZEL, AND M. WOLF
pendent relaxation rates!.28 We deduce an effectivet trans by
folding the depletion traces with the pump and probe pul
and applying the two-component fit described in Sec. IV
From the analysis of the simulated autocorrelation traces
ing various sets of parameters~pulse width, intermediate
state energy, lifetime!, we can conclude that Mathiessen
rule (1/t r51/tlife11/ttrans) can be applied for electron life
times from 20 to 80 fs within an error of only65%.59 The
transport relaxation times (t trans) are found to be 67 fs for the
^100& and^111& faces and 48 fs for thê110& face for a pulse
width of 50 fs. These transport relaxation times are pra
cally independent of intermediate-state energy~1.5–3.5 eV!;
only for the ^100& face does the time increase by 15% f
Eint,2 eV.

According to Mathiessen’s rule, the influence of the tra
port effect is small for short relaxation times (t r!t trans). For
a high intermediate-state energy (Eint51.65 eV), where sec
ondary electrons play only a minor role, and for direct ele
tron excitation (hn53.81 eV), we deduce an electron life
time of t life516 fs from a relaxation time oft r513 fs ~see
Fig. 5!. This electron lifetime atEint51.65 eV is shorter by
more than a factor of 2 than the lifetime of ad-band hole at
E2EFermi522 eV ~see Sec. V B!. As the electron lifetimes
decrease with increasing intermediate-state energy, this
time difference is even higher atEint52 eV. To a first ap-
proach, we would expect that the lifetimes of the hole a
electron should approximately be the same due to the p
tically constant density of states in thesp band above and
below the Fermi level. However,the necessity of moment
conservation might lead to a larger phase space for elec
scattering than for Auger decay of the hole. The longer li
time of the hole might also be partially rationalized by t
fact that thed-band holes are localized, while the electrons
the sp band have a mean velocity of;15 Å/fs. Following
the argumentation of Caoet al.,32 a localization might dimin-
ish the probability of scattering events and therefore enha
the lifetime.

For long electron lifetimes (t life.100 fs), the relaxation
times would, according to Mathiessen’s rule, approach
transport relaxation time. Since in the experiment~especially
for Eint,0.6 eV; see Fig. 5 and the literature29,30,32! relax-
ation times longer than the transport relaxation times
observed, scattering processes with phonons or elect
must reduce the ballistic transport effectively. This agre
well with numerical calculations, which showed that secon
ary electrons dominate the 2PPE spectra at intermediate-
energies below 0.5 eV~assuminghn.3 eV!.11

Ogawaet al.31 performed autocorrelation experiments
all three low-index copper surfaces using a laser pulse w
of 15 fs. At an intermediate-state energy ofEint52.5 eV,
where Auger excitation most probably plays only a min
role ~see discussion in Sec. V B!, it was observed that the
relaxation on thê110& face is the fastest (;8 fs) followed
by the ^100& face (;14 fs) and thê 111& face (;20 fs).
Simulations using the same pulse width at the sameEint yield
transport relaxation times of 47 fs for the^111& face, 43 fs
for the ^100& face, and 32 fs for thê110& face.~These trans-
port relaxation times are smaller compared to the ones f
pulse width of 50 fs, which can be explained by the larg
fast component in the autocorrelation in case of the
ter.! At this intermediate-state energy, the experimenta
s
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derived relaxation times on the low-index copper surfa
show the same pronounced crystal face dependence as i
simulation. The ballistic transport, which is different for th
three surfaces due to the different velocity distribution
might therefore be the origin of the observed crystal fa
dependence of the relaxation times.

At lower intermediate-state energies (Eint51.5 eV), how-
ever, the experimentally observed crystal face dependen
reversed, whereas our simulation predicts only a weak
pendence on intermediate-state energy. At this intermedi
state energy, however, the observed relaxation times ar
long as 66 fs@for Cu~110! ~Ref. 31!#. Applying Matthies-
sen’s rule, these values would lead to unrealistically lo
electron lifetimes. We therefore conclude that either
transport effect is strongly reduced by multiple elastic sc
tering events or that most of the electrons are excited
Auger decay ofd-band holes. The lifetime of thed-band
holes, which have practically no transport effect~due to the
low dispersion of thed bands!, would then be included in
these long relaxation times. Note that in contrast to interb
transitions the Auger excitation probability depends
intermediate-state energy~low Eint is favored!.

One way of quantifying experimentally the influence
the transport effect on the relaxation times is to carry
correlation experiments on thin films with variable thickne
as demonstrated by Aeschlimannet al.28 and Pawlik.60 For
sufficiently thin films~;penetration depth of the light!, the
transport effect is eliminated. It was observed that especi
at lower intermediate-state energies~for longert r! the relax-
ation times for a thin silver film~15 nm! are up to 75%
higher than for a thicker film of 30 nm.28 The magnitude of
the transport effect agrees well with the predictions based
our simulation. However, thin films might have a high de
sity of defects, which would increase the elastic scatter
rate compared to a single crystal. Since elastic scatte
processes compensate the transport effect to a certain e
~see Fig. 10!, a comparison of experiments on thin films wi
the ones on single crystals is difficult.

VI. SUMMARY

In this paper the excitation mechanisms in 2PPE and
ballistic transport for hot electrons in copper are discus
and compared with the experimentally observed electron
namics.

As for copper, the generation ofd-band holes consume
about 70% of the absorbed pump pulse energy~for hn
53.6 eV!, it is evident that the relaxation of thesed-band
holes influences the generation and relaxation dynamic
the hot electron distribution. In order to account for the e
perimental findings, we propose that hot electrons excited
a d-band hole decay dominate the 2PPE spectra for cer
intermediate-state energies, where the competing excita
pathway via indirect intraband transitions has only a sm
probability. As the relaxation dynamics for electrons, whi
are excited via hole decay, also accounts for the hole l
time, longer relaxation times compared to electrons exc
via direct ~or indirect! transitions are observed.

From the difference in the relaxation time for these tw
excitation pathways, we estimate the lifetime of an upp
d-band hole asth535 fs. It was found that the lifetime of an
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electron in thesp band is by more than factor of 2 short
than the lifetime of ad-band hole at an excess energy of
eV. This difference in lifetime might be due to the stron
localization of thed-band hole compared to thesp-band
electron, since localization most likely reduces the proba
ity of scattering events.

Due to the projected band gap on Cu~111!, the hot elec-
tron distribution observed atki50 in a 2PPE experiment ca
only be rationalized by scattering events in the final state.
these additional scatterings diminish the probability of d
tecting a hot electron, two-photon transitions from init
states with high density of states~d bands! are also observed
in the 2PPE spectra. These instantaneous two-photon tr
tions were identified in a time-resolved correlation expe
ment, since the corresponding 2PPE intensity was foun
follow the autocorrelation function of the laser pulses.

The influence of the ballistic electron transport on t
excited electron population in the near-surface region w
simulated for all three low-index copper surfaces from
crystal-face-dependent velocity distributions, which were
rived from the calculated band structure of copper. It w
found that half of the excited electron population is remov
on
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within 20 fs and that the ballistic transport is also depend
on the crystal face. The experimentally observed crystal f
dependence of the relaxation times31 is qualitatively repro-
duced by our simulation. As the observed long relaxat
times at small intermediate-state energies (Eint,0.6 eV) con-
tradict the predictions of the simulation, we conclude that
generation of secondary electrons and quasielastic scatte
must effectively compensate the transport effect. Due to
transport effect, the delayed excitation via hole decay,
the generation of secondary electrons through inelastic s
tering, the experimentally observed electron relaxation tim
do not represent the pure electronic lifetimes, although
energy-dependent hot electron lifetime for inelastice-e scat-
tering is the dominant quantity in the relaxation dynamics
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