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Stripes, pseudogaps, and Van Hove nesting in the three-bandt-J model
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~Received 30 January 1997; revised manuscript received 7 April 1997!

Slave-boson calculations have been carried out in the three-bandt-J model for the high-Tc cuprates, with the
inclusion of coupling to oxygen breathing-mode phonons. Phonon-induced Van Hove nesting leads to a phase
separation between a hole-doped domain and a~magnetic! domain near half filling, with long-range Coulomb
forces limiting the separation to a nanoscopic scale. Strong correlation effects pin the Fermi levelclose to, but
not precisely at the Van Hove singularity~VHS!, which can enhance the tendency to phase separation. The
resulting dispersions have been calculated, both in the uniform phases and in the phase separated regime. In the
latter case, distinctly different dispersions are found for large, random domains and for regular~static! striped
arrays, and a hypothetical form is presented fordynamicstriped arrays. The doping dependence of the latter is
found to provide an excellent description of photoemission and thermodynamic experiments on pseudogap
formation in underdoped cuprates. In particular, the multiplicity of observed gaps is explained as a combination
of flux phase plus charge-density-wave~CDW! gaps along with a superconducting gap. The largest gap is
associated with VHS nesting. The apparent smooth evolution of this gap with doping masks a crossover from
CDW-like effects near optimal doping to magnetic effects~flux phase! near half filling. A crossover from large
Fermi surface to hole pockets with increased underdoping is found. In the weakly overdoped regime, the CDW
undergoes a quantum phase transition (TCDW→0), which could be obscured by phase separation.
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I. INTRODUCTION

The slave-boson technique has frequently been applie
the study of strong correlation effects in metals.1,2 In the
high-Tc cuprate superconductors, the intense theoretical
tivity now allows a detailed comparison of slave-boson
sults with the results of quantum Monte Carlo~QMC! or
exact diagonalization calculations. Qualitatively, the co
parison is excellent: the latter calculations have confirm
slave-boson predictions2–6 that ~1! correlations preserve
Fermi-liquid-like energy dispersion, but renormalize t
bandwidth~‘‘flat bands’’!;7 ~2! a Mott transition to an insu-
lating phase can only occur at exactly half filling, when t
bare Cu-O energy splittingD0 is larger than a critical value
D0c ~compare Refs. 8, 9, and 10!. The agreement is sem
quantitative: the doping dependence of the chemical po
tial in the three-band model is nearly the same when ca
lated by slave boson or by quantum Monte Ca
techniques,11,12 with a slightly smaller value ofD0c in the
latter ~Fig. 36 of Ref. 13!.

The usual slave-boson technique does not incorporate
magnetic effects which are important near half filling. Th
may be phenomenologically remedied by including t
lowest-order correction int2/U;J, producing a three-band
t-J model.14–17 A finite J leads to a small reduction inD0c ,
thereby improving agreement with QMC calculations. T
present paper utilizes the three-bandt-J model to explore the
role of Van Hove singularity~VHS! nesting in the cuprates
It is found that VHS nesting provides a natural explanat
for the occurence of striped phases, composed of a magn
dominated regime near half filling and a charge-domina
regime near optimal doping. The model is found to give
good description of the observed pseudogap formation
560163-1829/97/56~14!/9091~15!/$10.00
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these materials, as well as to explain why the charged str
are pinned near the VHS.

II. SELF-CONSISTENT EQUATIONS

In a recent survey of the Van Hove scenario,13 it was
pointed out that there are actually two variants of the s
nario, asimpleand ageneralizedscenario. The simple sce
nario explores the role of a peak in the density of sta
~DOS! on the normal state and superconducting propert
ignoring any possible role of competing instabilities. In t
extended scenario, these competing instabilities
predominantly spin- or charge-density waves—play an
sential role, which can lead to the suppression of the su
conducting instability.

Prior slave-boson calculations had shown that correla
effects~a large on-site Coulomb repulsion,U) tend to pin the
Fermi level near the VHS over an extended dopi
range,4,6,18and this has since been confirmed by a numbe
different techniques.19–24It was suggested that nesting of th
VHS’s would lead to density-wave instabilities which cou
successfully compete with superconductivity. This w
modeled25 in a one-band tight-binding model, where the pi
ning was approximated by adjusting the Fermi surface c
vature such that the Fermi level was exactly at the VHS
all dopings. The resulting density wave-superconduct
phase diagram is in good agreement with the experiment
observed pseudogap transition vs doping.26

Clearly, such a model is oversimplified. Strong corre
tion effects tend to suppress electron-phonon coupling n
half filling, suggesting that the density wave must cross o
from spin-density-wavelike near half filling to charge
density wavelike near optimal doping. Whether such a cro
9091 © 1997 The American Physical Society
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over could be adequately described in a one-band model
not at all clear.

In the present paper, a self-consistent three-bandt-J
model calculation is presented for this crossover, confirm
the main results of the simpler calculation, and suggestin
possible origin of striped phases in these materials.
three-bandt-J model Hamiltonian is the same as that pr
sented in Ref. 17, with the addition of a term due to t
formation of a charge-density wave~CDW! of breathing
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mode symmetry. No spin-dependent terms are included
the present model does not describe either the Ne´el or the
superconducting phases. Both the CDW and the magn
flux phase, if present, break the symmetry of the even
odd Cu sites in a given layer, giving rise to a doubling of t
unit cell area. In a basis set consisting of symmetric a
antisymmetric combinations of the atoms on the two sub
tices, the Hamiltonian matrix becomes
S D1 22i tsx 22i tsy 2 iDm 22tcxdb 22tcydb

2i tsx 0 u0sxsy 22i tsxda 0 0

2i tsy u0sxsy 0 22i tsyda 0 0

iDm 2i tsxda 2i tsyda D2 2tcx 2tcy

22tcxdb 0 0 2tcx 0 u0cxcy

22tcydb 0 0 2tcy u0cxcy 0

D , ~1!
ns
whereD65D6Dp . In this matrix, the band parameters a
D, the splitting between the Cu and O energy levels,tCuO
5t(16d), the Cu-O hopping parameter,tOO, the O-O hop-
ping parameter, andD1 a parameter associated with Cu-C
exchange. In addition,ci5cos(kia/2), si5sin(kia/2), i 5x,y,
andu0524tOO.

d is the asymmetry of the Cu-O hopping introduced
the CDW distortion; for a breathing mode, all four Cu-
bonds of one Cu are long@ tCuO5t(12d)#, while all four
bonds for the other Cu are short. There are two poss
values ford: let

dk5H d01d1 , if uEk82EFu<\v0 ;

d0 , otherwise,
~2!

with v0 a phonon cutoff frequency andEk8 the quasiparticle
energy in the absence of a CDW. The use ofEk8 in Eq. ~2! is
a weak coupling approximation; it will be seen to lead to
slightly erroneous dispersion, in that the resulting gap is
exactly centered atEF . In the Hamiltonian matrix, Eq.~1!,
the d i i 5a,b should be replaced by the appropriatedk ,
which may be different for the symmetric and antisymmet
Cu’s.

At the mean-field level, magnetic exchange leads to
effective Cu-Cu hopping, of magnitude

D i j [J(
s

^disdj s
† &5D1eiu i j , ~3!

with i and j labeling adjacent Cu sites. A number of differe
magnetic phases are possible, depending on the choic
phase. Here only two magnetic phases are considered
paramagnetic (u i j 50) and the flux (u i j 56p/4) ~Ref. 27!
phases. The paramagnetic phase is usually called the uni
phase, but here ‘‘uniform’’ will be used in a different way,
denote the absence of a phase separation. In the flux p
the6 sign is chosen so that the net phase change around
plaquette is 6p. For the paramagnetic phase,Dp
le
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522D1( c̄ x1 c̄ y), Dm50, with c̄ i5coskia, i 5x,y. For the

flux phase, Dp52A2D1( c̄ x1 c̄ y) and Dm52A2D1( c̄ x

2 c̄ y).
If the unrenormalized values ofD and t are D0 and t0,

respectively, then settingr 05t/t0, the equations of self-
consistency become

r 0
25

1

2F12
1

Ns
(

k
uk

2f h~Ek!G , ~4!

D02D5
1

2r 0
2Ns

(
k

uk
2f h~Ek!~Ek2D̃ !, ~5!

and

D15
J

2Ns
(

k
uk

2f h~Ek!gkW , ~6!

whereNs is the number of unit cellsEk is the eigenvalue of
H, f h(Ek) is the Fermi function,uk is the amplitude of the
wave function on Cu, andD̃5D12D1gkW . The functiongkW

5 c̄ x1 c̄ y (A c̄ x
21 c̄ y

2) in the paramagnetic~flux! phase. As
written, Eqs. ~4! and ~5! are valid for a hole picture, so
f h(Ek)51 for Ek.EF , and 50 otherwise ~assumingT
50). The Fermi energy is determined from

1

Ns
(

k
f h~Ek!511x. ~7!

For the CDW, the additional self-consistent equatio
are28

d05
2Vep

2tNs
(

k

9 f h~Ek!u1k* ~v2xcx1v2ycy!, ~8!
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d15
2Vep

2tNs
(

k
f h~Ek!u1k* ~v2xcx1v2ycy!, ~9!

whereVep is the phonon-induced effective electron-electr
interaction energy and the double prime on the first s
means that bothuEk82EFu<\v0 and uEukW1QuW

8 2EFu<\v0,

with QW 5(p/a,p/a). Also, u1 is the wave function ampli-
tude for one~e.g., the symmetric! Cu, andv2x , v2y are the
corresponding amplitudes for the~antisymmetric! oxygens.

In the present paper, the parameters are taken asD056
eV, t051.3 eV, tOO520.45 eV,J50.13 eV, and\v0550
meV.13 The free energy is (f e512 f h)

F5F01(
k

f e~Ek!Ek , ~10!

F05NsF ~D02D!~112r 0
2!1

2D1
2

J
1

t2d0d1

Vep
G . ~11!

III. PHASE SEPARATION

A. Search for phase separation

There is considerable experimental evidence for ph
separation in the cuprates, which has been presented
number of conferences29 and reviews.30,31,13 For the hole-
doped cuprates, the phase separation is believed to be
tween a hole-doped phase and an antiferromagnetic i
lator ~AFI! phase close to half filling. The experiment
evidence for this latter case falls into two categories,
pending on whether the dopant ions are mobile or not. Th
in La2CuO41d, the doping is provided by interstitia
oxygens32 which are mobile below room temperature. Wh
the holes bunch up, the interstitial O’s follow, leading to
macroscopic phase separation between an undoped AF
an optimally doped high-Tc superconductor. In other cu
prates, the dopant ions are immobile, and the phase se
tion is restricted to a nanoscopic scale due to Coulomb
pulsion between holes. Tranquada and co-workers33,34 have
demonstrated that in La22x2yNdySrxCuO4, when x;1/8,
commensurability effects pin the domains, allowing a cle
observation of alternating charged and magnetic strip
They suggest that similar stripes exist in other cuprates,
as dynamic fluctuations.

There have been a number of theoretical suggestions
phase separation arises in a doped Mott insulator, some35,36

prior to the discovery of high-Tc superconductivity, and
others37,38,4in the specific context of the cuprates. Howev
detailed calculations have generally found that phase sep
tion is either absent~in the pure Hubbard model39,40! or is
present only for unphysically large choices of paramete
such asJ ~in the t-J model!,40 or the nearest neighbor Cou
lomb energy V ~in the three-band extended Hubba
model!.41 Some recent calculations of thet-J model have
suggested that phase separation persists to lower value
J,42,43 but these results remain controversial.

The present calculations show no evidence of phase s
ration in the absence of electron-phonon coupling. Figur
shows the doping dependence of the free energy for both
paramagnetic~solid line! and flux~dashed line! phases, when
Vep50.17 The cusp at half filling is indicative of the trans
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tion to a charge-transfer insulating state at half filling~dis-
continuity of the chemical potential!. At half filling, the flux
phase is more stable than the paramagnetic phase. Ther
crossover to the paramagnetic phase nearx520.09 for elec-
tron doping, orx50.38 for hole doping. In the present ca
culation, these appear to be first-order transitions, but if
flux per plaquette is not restricted to the values zero andp
@the phaseu i j in Eq. ~3! is allowed to vary continuously15,16#,
then there is a smooth crossover from the flux to the pa
magnetic phase, without a discontinuous jump~see Ref. 44!.

The present slave-boson calculation underestimates
free energy at half filling, due to neglect of Ne´el order. Since
t→0 at half filling, the oxygen bands decouple from th
problem, and the free energy should be identical to t
found in the one-bandt-J model, and hence in the Hubbar
model. This energy is known to beEH520.669 34J.43,45As
denoted by the3 in Fig. 1, this is;50% lower than the
flux phase result.~This estimate neglects a term2nCuJ/2,
which is common to all the magnetic phases and chan
only weakly with doping. HerenCu is the average hole den
sity on the Cu.! Since the Ne´el transition decreases rapidl
with doping, the free energy curve should cross over fr
the 3 to the dashed line at a fairly low doping value. Whi
there are other factors which can further lower the free
ergy near half filling, such as a spin-Peierls phase,46,47it does
not appear that such effects will introduce a tendency tow
phase separation.

Instead, one might invoke alever rule for phase separa
tion: a relatively small perturbation can drive the system
phase separate, if it is applied with an appropriatelever arm.
Since a cusp is already present at half filling, it will be mu
more effectiveto introduce a second free energy dip aw
from half filling.

B. VHS nesting induced phase separation

Figure 2 compares the free energyf 5F/Ns for the para-
magnetic phase for two values ofVep 5 0 or 1 eV to that of

FIG. 1. Comparison of free energies in the paramagnetic~solid
line! and flux~dashed line! phases. To accentuate the curvature inf ,
a term linear inx has been subtracted from all curves. Thet-J
model result at half filling is indicated by a3.
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9094 56R. S. MARKIEWICZ
the flux phase. In the paramagnetic phase, a charge-de
wave~CDW! lowers the free energy by opening a gap at
VHS, lowering the electronic energy of occupied states.~The
nature of the resulting CDW state is discussed further in
following section.! Since the VHS degeneracy is alrea
split in the flux phase~Fig. 7 below!, no additional energy
lowering is possible, and the CDW is not compatible w
the flux phase. From Fig. 2, it can be seen that the f
energy lowering due to the CDW has a strongx dependence
the free energy lowering vanishes asx→0 and is absent for
electron doping. It also vanishes for too large hole dopi
This result is due to VHS nesting: the strongest CDW effe
occur when the Fermi level is close to the VHS.

These results confirm and quantify the prediction4 that
electron-phonon coupling near the VHS produces a dip in
free energy, which can generate a phase separation.
curves of free energy for the CDW phase and the flux ph
cross at a finite hole doping,x. Since it is not possible for the
system to smoothly evolve between the two phases, this
dicates a first order phase transition, with a two-phase co
istence regime given by a tangent construction. In Fig. 2,
assumed that the phase separation starts from the AFI p
at half filling ~denoted by3), but depending on the exac
dispersion, the free energy minimum may be shifted off
half filling. The metallic phase will tend to be pinned ne
the VHS, as discussed further in the following section.

Note that the present calculation is perhaps the stron
indication to date that phase separation can arise in the
prates with a realistic choice of band parameters.

In the following, it will be assumed that there is a pha
separation between a flux phase withx5x1 and a CDW
phase withxc.0.2. The precise value ofxc is not important,
but it will turn out to make a difference whether the flu
phase is atx150 or 01. Before this phase separation
analyzed, the properties of the uniform phases will be brie
discussed.

FIG. 2. Free energyf 5F/Ns in the paramagnetic phase as
function of hole dopingx, for electron-phonon couplingVep50
~solid line! or 1 eV ~dot-dashed line!, compared to the flux phas
~dashed line!. A term linear in x has been subtracted from a
curves. Thet-J model result at half filling is indicated by a3;
dotted line is the tangent construction for two-phase coexistenc
ity
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IV. RESULTS: UNIFORM PHASES

A. CDW gap

Whereas equations Eqs.~8! and ~9! represent a BCS-like
calculation of the CDW gap,28 the nature of the gap is ver
different from that found in a superconductor, since the pa
ing now involves an electron and a hole. From Eq.~2!, there
are two gapswith very different properties. The termd0
produces a uniform gap throughout the Brillouin zone. T
gap isnot tied to the Fermi level, but has its own dispersio
throughout the zone. However, itis tied to the VHS, and
always splits the VHS DOS peak into two components.
the other hand, the gap associated withd1 is localized near
the Fermi level, but need not split the VHS degeneracy.

In the cuprates, it will be shown that the gaps near
VHS’s tend to change the large Fermi surface into pock
near the (p/2,p/2) points. Since thed1 gap only acts to
enhance thed0 gap, the Fermi surface near these pock
remains ungapped, and hence available for, e.g., super
ducting pairing.

These features are illustrated in Fig. 3, for two differe
dopings withVep51 eV. For both dopings,d0 leads to a
similar splitting of the VHS degeneracy, but th
d1-associated gap is very different. Forx 5 0.32, the Fermi
level is more than\v0 below the VHS, so there is a large
gap away from the VHS. Forx 5 0.15, the VHS is now
within \v0 of the Fermi level, but now for both of the band
coupled by nesting@i.e., in Eq. ~1!, da5db5d01d1#, so
there are actually twod1 type gaps near the VHS. Note tha
the gap associated withd1 is not exactly centered atEF , and
indeed has some dispersion of its own. This is due to
weak coupling Eq.~2!, which measures the gap from th
bandsin the absence of electron-phonon coupling.

When Eq.~1! is Fourier transformed back to real spa
~and deconvolved from a symmetric/antisymmetric basis
an atomic basis!, the termda1db is found to correspond to a
uniform breathing-mode distortion, whileda2db produces

.

FIG. 3. Energy dispersion for the paramagnetic phase,
Vep51 eV, for x50.15 ~solid lines! or 0.32~dot-dashed lines!. The
dashed and dotted lines are the corresponding dispersions fromX to

S̄5S/2.
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56 9095STRIPES, PSEUDOGAPS, AND VAN HOVE NESTING . . .
an additional modulation with periodicity;kF
21 , wherekWF

is the wave number at the enhanced gap. This can be un
stood on the basis of simple hole counting: The unifo
breathing-mode distortion causes a doubling of the unit
area. This can only produce a gap at exactly half filling~cor-
responding to a filled band in the supercell!. To produce a
gap atxÞ0 requires a large superlattice, as would be p

duced by a commensurate value ofkWF .
These results clarify an issue that had been rai

earlier.48 Whereas CDW effects have traditionally been a
sociated with Fermi surface nesting, it was pointed out t
polaronic band narrowing effects can be pinned to the VH
and not the Fermi level, and hence can explain the obse
tion of extendedVHS’s.49 Here we see that there are thr
related effects. Thed0 gap is associated with the polaron
effects tied to the VHS, and will be seen to describe
photoemission observations of extended VHS’s. In additi
there is an extra gap associated withd1, when the quasipar
ticle energy is close to the Fermi level. Finally, this latter g
has a nesting enhancement when two pieces of Fermi su
are separated by the nesting vector@here,Q5(p/a,p/a)#.
From Eq.~9!, only in the latter case does the gap contribu
to the self-consistent equation ford1.

B. VHS pinning

Figure 2 shows a crossover in free energy between
flux phase near half filling and the CDW phase near
VHS, which leads to a regime of phase separation. In
subsection, the doping dependence of the CDW phase is
cussed in the absence of phase separation. Since the C
couples to the electronic subsystem via modulation of
hopping parameter, the free energy lowering due to
CDW vanishes asx→0, where correlation effects driv
t→0. When the hole doping gets too large, the Fermi le
moves beyond the VHS, and the stabilization energy a
vanishes. Hence, the strongest CDW effects occur when
Fermi level is close to the VHS~VHS nesting!. Note that,
since theshapeof the Fermi surface is doping dependent, t
VHS remains pinned close to the Fermi level over an
tended doping range. Nevertheless, the free energy lowe
has a well defined maximum. This is better seen in Fig
which plots the difference in free energy between the ca
lations for finiteVep and those withVep50. This free energy

FIG. 4. Free energy differenceD f 5 f (Vep)2 f (0) for the para-
magnetic phase withVep50.6 eV ~dashed line! and 1.0 eV~dot-
dashed line!.
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lowering is approximately quadratic inVep, with a doping
dependence which roughly follows the magnitude of t
CDW gap,DDW , Fig. 5.

The CDW formation also greatly enhances the pinning
the Fermi level to the VHS. Figure 6 plots the energy diffe
ence between the VHS and the Fermi level. In the absenc
electron-phonon coupling~solid line!, the Fermi level
crosses the VHS twice, atx50 andx5 x̃ c , and correlation
effects pin the Fermi level close to the VHS for 0<x< x̃ c .
However, for the large assumed valuetOO520.45 eV, x̃ c is
small, leading to pinning in a narrow range of doping on
In the presence of a CDW, the energy bands split near thX
point of the Brillouin zone, Fig. 7, with eachX-point band
edge forming a separate VHS DOS peak. The Fermi leve
now even further from the average position of the VH
taken as the middle of theX-point gap. However, thelower

FIG. 5. CDW gap 2DDW plotted vs doping in the paramagnet
phase forVep50.6 eV ~dashed line!, or 1 eV ~dot-dashed line!.

FIG. 6. Energy separation between the VHS and the Fermi le
DE5EVHS2EF , in the paramagnetic phase forVep50 ~solid line!,
0.6 eV ~dashed lines!, or 1 eV ~dot-dashed lines!. For VepÞ0, the
VHS is split; the present lines refer to the lower VHS’s. For t
Vep51 eV data, the extra splitting due tod1 is neglected.
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9096 56R. S. MARKIEWICZ
VHS peak is found to be pinned about 10–20 meV below the
Fermi level over a wide range of dopings, Fig. 6. This is in
striking agreement with photoemission observations of o
mally doped cuprates. Due to this strong pinning effect, i
difficult to define just what doping corresponds tothe VHS.
However, the hole-doped end phase of the phase separ
regime will almost certainly be found to be pinned nea
VHS.

These electron-phonon effects are found to be absen
the flux phase. This is because the flux phase itself has
ready taken advantage of VHS nesting to lower its free
ergy, as can be seen in Fig. 7.

The solid line in Fig. 6 bears a close resemblance to
results of earlier slave-boson calculations which neglec
the exchange terms inJ, e.g., Fig. 13~d! of Ref. 9. However,
the exchange has led to a profound modification of the
sulting physics. In the earlier calculations,EVHS2EF→0 at
half filling because the bandwidth was itself renormalized
zero. However, the Fermi surface at half filling is clearly f
from the VHS, Fig. 14 of Ref. 9. The reason is somew
subtle: since the VHS is shifted off of half filling by the ter
tOO, and at half filling the holes are completely on the Cu
how can a term involving oxygen-oxygen hopping mod
the dispersion? The problem is that in the usual slave-bo
model, there is no direct Cu-Cu type hopping, so theCu
band would be completely dispersionless in the absenc
Cu-O hopping. Thus, both the bandwidth andEVHS2EF
vanish at half filling, but their ratio remains constant. In lig
of this, the modifications due to exchangeJ can be readily
understood. Nowt still vanishes at half filling, but the band
width ;2J does not. Thus, now any residual curvature
sociated withtOO really does become negligible at half fil
ing, and the Fermi surface is determined entirely byJ. As
will be shown later, Sec. IV C, Eq.~12!, this means the

FIG. 7. Energy dispersion for the flux phase at half fillin
x1501 ~dashed line! and the paramagnetic phase atx50.22,
Vep50.6 eV ~solid line!, close to the minimum ofD f . Data from
underdoped Bi-2212~diamonds and3 ’s! ~Ref. 50! or SCOC
~squares! ~Ref. 51! are plotted asE/2. Special points of the Bril-
louin zone areX5(p,0), S5(p,p).
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Fermi surface is square~i.e., at the VHS! at half filling in the
paramagnetic phase, and has small pockets near half fi
in the flux phase, Fig. 15.

While there is no evidence for long-range CDW order
the cuprates, there is considerable evidence for short-ra
lattice disorder, summarized in Ref. 13, Sec. 9.2. While
substantial part of this local order is associated with tilti
the CuO6 octahedra out of the planes, there is also a sign
cant contribution associated with CuO bond stretching48

Considerable work will be required to sort out the relati
contributions of various phonon modes. For now, the brea
ing mode CDW is chosen to approximately represent the
energy lowering associated with this short-range order.

C. Insulating regime

At half filling, for D0.D0c , there is an insulating phas
with r 050, butD1Þ0, with energy dispersion

E5D12D1gkW . ~12!

At this doping, the free energy has a cusp~Fig. 2!, so the
chemical potential has a discontinuity:D in Eq. ~12! takes on
different values depending on whetherx50 is approached
from positive or from negative values. These two states h
the same free energy, even though their effective Fermi
els differ by the charge-transfer gap. Hence the chem
potential is pinned in the middle of the gap, and photoem
sion should see a band with finite dispersion, Eq.~12!, sepa-
rated from the chemical potential by half the charge-trans
gap.

Note that this band is only half full, but because of stro
correlation effects the remaining states are no longer ac
sible. This is reminiscent of the upper and lower Hubba
bands, although these are now charge-transfer bands.
splitting of the band is readily done in the flux phase, sin
the lower and upper halfs of the band are only connected
few isolated points~diabolical points!. However, it creates
topological problems for the paramagnetic phase. Since
Fermi surface in the paramagnetic phase is square@at exactly
half filling, Eq. ~12!#, these problems can easily be overcom
by opening a gap at the Fermi level—either due to antifer
magnetism or to a period doubling charge-density wa
Note that this strongly suggests that the opening of a co
lation gap must be accompanied by some other kind of
dering.

The split-off charge transfer band may have been
served experimentally.51 Sincet→0, the dispersion is inde
pendent of all hopping parameters~e.g., tOO). Hence, in the
absence of longer-range exchange terms, the disper
should be characteristic solely of the type of magnetic ord
and should be the same as in the one bandt-J model. Thus,
it is interesting to note that the dispersion in the param
netic phase matches that calculated in thet-J model,52,53

while the flux phase dispersion matches that found in in
lating Sr2CuO2Cl 2 ~SCOC!,51 Fig. 7. This is consistent with
the results of Laughlin54 and Wen and Lee.55

The magnitude of the predicted bandwidth can also
estimated. Using the mean-field decoupling, the equilibri
value of D1 in the paramagnetic phase is 4J/p250.406J,
which is comparable to that found in Ref. 52,D1.0.55J. In
the flux phase,D150.479J, so f 522D1

2/J520.459J, con-
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siderably smaller than the one bandt-J result, EH5
20.669 34J. As discussed above, this is presumably due
neglecting the Ne´el order, and will be addressed in a futu
publication.D1 monotonically decreases in magnitude as
system is doped away from half filling~in agreement with
four-slave-boson calculations56!.

D. Flux phase and VHS nesting

Within the present model, the flux phase has what is
terpreted as a gauge degree of freedom:27,57,13 the energy
does not depend on the individual phasesu i j in Eq. ~3!, as
long as the sum of the phases around a plaquette isp. How-
ever, different choices ofu i j lead todifferent electronic dis-
persions. Since the electronic dispersion is observable~e.g.,
by photoemission!, this cannot be simply a choice of gaug
For instance, the present choice~all phases equal in magn
tude top/4) leads to an ‘‘extendeds-wave’’ type gap, with
zero gap at the four points equivalent to (p/2,p/2) and a
maximum gap at the (p,0)-type points; this is equivalent to
VHS nesting gap. Alternatively, concentrating the full pha
p on a single bond~with u i j 50 on the other three bonds!
leads to gap zeros at the (p,0) points, and maxima at th
(p/2,p/2) points—corresponding to conventional~flat Fermi
surface! nesting—see Fig. 32~b!,~c! in Ref. 13. Both phases
have the same energy, and yet experimentally only
former is observed, Fig. 7.

It is the discreteness of the CuO2 lattice which breaks the
gauge symmetry—e.g., in photoemission, the position of
G point is well defined. Similarly, it is presumably a stru
tural distortion~spin-Peierls-like effect! which breaks the en
ergy degeneracy, and locks in a particular distortion patt
This will be explored further in a future publication.

V. PSEUDOGAPS IN THE UNDERDOPED REGIME

A. The experimental situation

Above, it was shown that the CDW gap is expected
have two components, one tied to the VHS and one to
Fermi surface. In a similar fashion, photoemission studie
underdoped Bi2Sr2CaCu2O8 ~Bi-2212! find two gaplike
features, one tied to the Fermi level, and the other m
larger gap near the VHS. Thesmall pseudogapresembles a
superconducting gap, with the photoemission intensity c
lapsing to zero foruE2EFu<Dsm(kW ); the large pseudogapis
a shift of a broadened quasiparticle-like peak away from
Fermi level, predominantly near (p,0) and (0,p). The small
pseudogap has ad-wave-like symmetry, with a maximum
value of 25 meV near (p,0) and a minimum value of;0
near (p/2,p/2).58,59 The gap magnitude is nearly indepe
dent of doping, but it opens up at the pseudog
temperature—i.e., at the superconducting transition in o
mally doped material, but at a higher temperature in und
doped samples. This gap thus has some features of the F
surface CDW gap discussed above, but combined with
superconducting gap. This near Fermi surface feature wil
analyzed further in the discussion section. Here, I would l
to concentrate on the large pseudogap.

In the underdoped regime, the photoemission studies
a peak near theX point, which shifts further below the Ferm
level with increasing underdoping,50 Fig. 7. The Stanford
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group50 reports a continuous evolution of this peak with u
derdoping, approaching a dispersion near half filling simi
to that found in the insulating compound SCOC,51 squares in
Fig. 7.

On the other hand, Campuzano60 proposes a differen
doping dependence of this feature. He suggests that ther
two independent features near (p,0) in the Brillouin zone,
one a sharp quasiparticle peak which is near the Fermi le
at optimal doping, and broadens severely in underdo
samples, and the second a broad peak which is alre
present at;200 meV below the Fermi level in optimally
doped material, and gradually shifts to 300 meV with i
creased underdoping. The present model suggests an i
mediate position: the data can be understood as a dyna
average of the two separated phases represented by the
and dashed lines in Fig. 7. If the fluctuations are fast co
pared to the experimental observation technique, the d
will give an average dispersion which evolves smoothly w
doping. A quasistatic fluctuation, on the other hand, wo
produce two coexisting peaks, with one peak gradually d
appearing as the other peak grows up with underdoping.

Thermodynamic measurements of the pseudogap by
ram et al.61,62 in underdoped YBa2Cu3O61y ~YBCO! and
LSCO are in good agreement with the Stanford photoem
sion data.50 They have measured the DOS from susceptibi
and heat capacity measurements and find that a pseud
appears and grows with successive underdoping. Aty50.3
in YBCO, the peak of the gap is atDg.100 meV, compa-
rable to the larger photoemission gap seen in Bi-2212. T
gap can be fit to ad-wave gap—i.e., a logarithmic diver
gence atE5EF1Dg , as at a VHS, but with the DOS→0 at
E→EF . Presumably, these measurements are seeing a
perposition of the two gaps seen in photoemission.

There are also photoemission data on underdo
YBCO,63,64 but they do not reveal a similar gap openin
Since the effects are rather subtle, additional measurem
may be needed.

B. Pseudogaps in the uniform phases

Figure 7 compares the dispersion observed for a serie
underdoped samples of Bi2Sr2Ca12xDy xCuO8 with the the-
oretical dispersions from the two equilibrium phases ax
501 andx5xc . For the present choice of band paramete
the bandwidth is underestimated by about a factor of two,
the theoretical calculations match the overall dispersion
the optimally doped and extremely underdoped limits.
deed, as far as the large pseudogap is concerned, its do
dependence is fairly well explained by the fact that it evolv
into the flux phase at half filling.

Thus, Fig. 8 shows the energy dispersion in a series
uniform ~flux or paramagnetic! phases, corresponding to th
free energy curves in Fig. 1. As the flux phase is doped aw
from half filling ~perfect nesting!, theX-point gap gradually
closes. The transition to the paramagnetic phase occurs w
the lower VHS gets too close to the Fermi level. Note th
the doping dependence already does a good job of repro
ing the photoemission data on the large pseudogap~consis-
tent with the results of Preusset al.65!, but cannot reproduce
the small,;25 meV pseudogap. On the other hand, wh
VepÞ0, the paramagnetic phase near optimal doping cle
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9098 56R. S. MARKIEWICZ
displays a gap consistent with the small pseudogap, Fig
However, this agreement breaks down at intermediate d
ings. Figure 5 shows that the density wave gap decre
with decreasingx, while the experimental gap increase
Moreover, since the two pseudogaps have indepen
origins—a CDW or a flux phase—a theory involving un
form phases cannot explain their coexistence. In the follo
ing section, it will be shown that dynamic phase separat
allows a smooth evolution between the two limits.

VI. CALCULATIONS FOR STRIPED PHASES

In the presence of phase separation, the dispersion
change. For a macroscopic phase separation, the photoe
sion would be a superposition of the two coexisting phas
However, in the present case, the phase separation is d
the holes only, so due to strong Coulomb effects~charging of
the domains!, the ensuing phase separation is on a na
scopic scale only, which should lead to a more complex d
persion. There is evidence that in the cuprates, the ph
separation is manifested in the form of alternating charge
magnetic stripes,33,34with a well defined periodicity that var
ies smoothly with doping. For any commensurate period
ity, the dispersion will have additional minigaps associa
with the superlattice periodicity.66 Since the stripes are gen
erally dynamic, these superlattice gaps will probably
washed out.

A proper calculation of the self-consistent, dynamic str
phases is beyond the scope of the current paper. Inste
will suggest a number of plausible forms for the avera
dispersion, and show that it is possible to explain the
served photoemission data. There is considerable flexib
in the results, and it appears likely that different dispersio
can be observed, depending on the spacing of the stripes
on whether the stripes are effectively static or dynamic~i.e,
on the time scale of the observational technique!.

FIG. 8. Energy dispersion for the flux phase atx501 ~solid
line!, 0.15 ~dashed line!, and 0.30~dot-dashed line!, and the para-
magnetic phase atx50.45 ~dotted line!.
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A. Large stripes

To simplify the problem, it is assumed that the fluctu
tions lead to a disorder in which any local region could ha
either of the two dispersions at random. The average dis
sion can then be calculated by a coherent phase approx
tion calculation.67,66Repeating the calculation of Ref. 66, b
assuming a random mix of only two-phases, with Gree
functions G1 and G2 and probabilitiesp1 and p2512p1,
the average Green’s function is~exactly! given by

G05p1G11p2G2 . ~13!

~Note that the assumption that the domains are large eno
to have well definedG1 ,G2 is an implicit assumption of
macroscopic phase separation.! Since the dispersion is give
by real solutions ofG0

2150, the photoemission dispersio
should simply be a weighted superposition of the dispersi
of the two end phases, withG1

2150 or G2
2150. @The latter

correspond to the eigenvalues of the Hamiltonian, Eq.~1!, in
the two coexisting phases.# A similar solution was found in
Refs. 68,13.

Here, the distinction between the flux phase being ax
50 or 01 can be readily understood. Atx50, the Fermi
level lies in the middle of the charge-transfer gap~taken to
be half of the discontinuity in chemical potential in passi
throughx50). Hence, the doping dependence predicted
Eq. ~13! implies a gapped state at half filling, which persis
in the doped material, with the appearance of midgap st
in the doped material, with intensity increasing linearly wi
x. This is the form discussed in Refs. 68,13, and seem
provide a good description of photoemission experiments
a number of three-dimensionald-electron systems.69 It
would also be consistent with the photoemission data on
derdoped YBCO,63 although it is not clear why these data a
inconsistent with the heat capacity results.61

However, this does not provide a good description of
photoemission data in Bi-2212, Fig. 7. A simple modificati
of the theory can significantly improve the agreement. If t
phase separation starts not atx50, but at a small positive
doping x1501, then the doping dependence of the pho
emission would be as follows. For doping betweenx50 and
x1, there is no phase separation. The system remains in
flux phase, with the Fermi level again at midgap in undop
material, but shifting immediately to the top of the char
transfer band as soon as the first holes are doped in.
state is in good agreement with the experimental data on
most underdoped Bi-2212 samples, Fig. 7. With increa
doping, the two-phase regime is reached.~Note that in this
doped regime, the optical conductivity can still see a char
transfer gap.2!

The present model would predict a superposition of
two end phases, rather similar to Campuzano’s interpreta
of the data, but not consistent with the continuous evolut
of the pseudogap suggested by the Stanford50 and Loram61,62

results. This lack of agreement is not surprising. Such a m
roscopic phase separation would also predict a unique v
of the superconducting transition temperatureTc ~the flux
phase atx1 being nonsuperconducting!. The experimental
observation thatTc evolves smoothly with doping strongl
suggests that the phase separation is on such a nanos
scale thatTc evolves with doping via a form of proximity
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effect between the two phases. This same effect should
plain the observed behavior of the pseudogap.

On a deeper level, the striped phases constitute a
thermodynamic state of matter, which can have a dop
dependentTc . A good analogy is provided by a superco
ductor in a magnetic field. In a type I superconductor, th
is a macroscopic phase separation between domains wh
the magnetic field is nonzero, quenching the superconduc
ity, and superconducting domains with zero field. Increas
the field reduces the fraction of the material which is sup
conducting, butTc does not change with field. In a type
superconductor, the field domains are shrunk down to na
scopic size as magnetic vortices, producing a novel stat
matter in whichTc is a continuously varying function of th
field. In the following subsections, a model is provided f
the pseudogap in the striped phases.

B. Small static stripes

If the stripe pattern is static and commensurate with
crystalline lattice, then the stripes will provide a superlatt
to modify the dispersion of the separate phases. Since
resulting dispersion is profoundly modified, it would be a
propriate to repeat the self-consistent calculations in the p
ence of the stripes. Without attempting this difficult proc
dure, however, a qualitative understanding of the results
be achieved by using the self-consistent band parameters
culated for the two phases in equilibrium, atx5x1.0 and
x5xc . For definiteness, the end phases are assumed t
the flux phase atx1501 and the paramagnetic phase wi
Vep50.6 eV, xc50.288. The fraction of charged stripes
thennc5x/xc .

Specifically, the stripes are assumed to be uniform al
the y direction, and of periodicitym1n Cu atoms alongx,
with m Cu atoms in the magnetic phase andn Cu’s in the
charged phase (x5xc). For the cuprates, thex and y axes
run parallel to the Cu-O-Cu bonds. All of the band para
eters can be assigned values corresponding to either the
phase atx1 or the paramagnetic phase atxc , except for the
magnetic coupling of a Cu atom in the magnetic phase w
a neighboring Cu in the charged phase. For these atomsD1
is taken as the average of the magnitudes of theD1’s in the
two phases, with zero-phase factor. With these assumpti
the dispersion is a unique function ofm and n. Figures 9
(m5n52) and 10 (m52, n56) provide representative il
lustrations of the complicated dispersion to be expec
There are 2(m1n) subbands, with very small dispersio
along thex direction, sincet.0 in the flux phase. Note tha
because of this small dispersion alongX, the dispersion
alongG→Y is nearly the same as that alongX→S.

Once again, the results do not greatly resemble
photoemission data. Presumably, this is because the dom
are fluctuating dynamically.70 If photoemission from a static
domain pattern could be observed, then the minigaps
dicted here should be observed as long as the domains
nearly commensurate and disorder effects are small. In
ticular, the dispersion of Fig. 9 has a hole dopi
xc/250.144, and should be similar to thex51/8 phase of
LSCO and La22xBaxCuO4. @Note that the experiments o
Tranquadaet al.33 determined the overall periodicity of th
stripes, but onlyassumed, on analogy with the nickelates
x-
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that the charge stripes were one cell wide, corresponding
hole dopingx50.5. An equally good case can be made13 for
the assumption that the charge stripes are two cells w
with x.0.25; for instance, VHS nesting at (p/a,p/a) is not
well defined unless a stripe is at least two cells wide.
two-cell-wide charge stripe is consistent with the results
White and Scalapino.71#

C. Dynamic stripes

Notice that once nanoscopic stripes are formed, the a
aging inherent in Eq.~13! is lost: no domain is large enoug
to have the dispersion characteristic ofG1. Now the band
parameters have become local functions of space and, in
namic stripes, of time as well. This can best be thought o

FIG. 9. Energy dispersion for a static striped phase, withn52
charge layers andm52 magnetic layers. Solid line~dot-dashed
line!: dispersion alongG→X(Y)→S; dashed line: dispersion alon
X→S/2.

FIG. 10. Energy dispersion for a static striped phase, as for
9, but withn56 charge layers andm52 magnetic layers.
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a generalization of the zero sound modes of a Landau Fe
liquid–shape oscillations of the Fermi surface due
electron-electron interaction. I propose that in this sta
when the stripe motion is rapid enough that only avera
properties are apparent, the appropriate procedure@replacing
Eq. ~13!# is to average the band parameters themselves.

This is done in Fig. 11, for several intermediate dopin
The resulting dispersions are in good agreement with
experimental data, Fig. 7. The photoemission studies
that at optimal doping, the Fermi level is close to anex-
tendedVHS, which evolves into a bifurcated VHS in unde
doped Bi-2212~for a bifurcated VHS, the dispersion has tw
minima offset from theX point along theG-X line of the
Brillouin zone!. These results are well reproduced in t
present calculations.

Figure 12 shows the calculated DOS, illustrating the sp
ting of the VHS degeneracy. Note that in the unmodula
phase atx5xc50.288, the VHS is split, but there is no tru
gap @with N(E)50#. This is because thed0 gap has a dis-
persion, so parts of the Fermi surface remain ungapped
least in the absence of superconductivity. For lower dop

FIG. 11. Energy dispersion for the fluctuating stripe pha
model, fornc50 ~dashed line!, 0.5 ~dot-dashed line!, 0.75 ~dotted
line!, and 1~solid line!.

FIG. 12. Density of states vs energyDE5E2EF for the fluc-
tuating stripe phase model, fornc50 ~dashed line!, 0.5 ~dot-dashed
line!, 0.75 ~dotted line!, and 1~solid line!.
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the effective Fermi surface becomes closer to a square,
there is a gap over the full Fermi surface.

One must be careful about interpreting the DOS above
Fermi level in Fig. 12, because of the way the splitting in
upper and lower Hubbard bands is accounted for in the sla
boson calculations. The figure illustrates thespinon DOS,
while the particle DOS is given by a convolution of spino
and holon contributions. This is most easily illustrated at h
filling: the convolution leaves the DOS below the Ferm
level unchanged, while shifting the part aboveEF across the
charge-transfer gap.

Given the large splitting of the VHS degeneracy near
X point, one would expect a large interband absorpt
associated with inter-VHS scattering. If it is recalled that t
experimental dispersion is about a factor of two larger th
calculated~see Fig. 7!, then this absorption could readily b
identified with the well-known midinfrared absorption in th
cuprates.72 This feature displays a considerable shift as
function of hole doping, being centered at about 0.5 eV
very low dopings, while at optimal doping, the peak h
moved to;0.1 eV. The present interpretation of the splittin
would be consistent~at least near optimal doping! with the
model of ‘‘electronic polarons’’ analogous to Zhang-Ric
singlets.73 In the low doping regime, there may be addition
absorption peaks associated with an isolated charge strip
suggested by the large number of very flat bands al
G→X in Figs. 9,10.

The opening of the pseudogap with underdoping found
Fig. 12 is in good qualitative agreement with the heat cap
ity measurements of Loramet al.61,62 They have fit the DOS
line shape to ad-wave gap, and Fig. 13 shows that the DO
calculated fornc50.5 does indeed bear a strong resembla
to a d-wave gap~dashed line!.

A closer comparison of the data, Fig. 7, and the theo
Fig. 11, reveals excellent agreement nearG ~e.g., along
G→X), but an absence of the experimental points neaS
5(p,p) ~e.g., alongX→S). This is the ‘‘ghost’’ part of the
dispersion, due to the presence of a superlattice assoc
with CDW or magnetic order. The absence of this gh
dispersion near optimal doping is additional evidence for
absence of long-range CDW order, albeit rather weak e
dence. Note that the ghost dispersion is also greatly sme
out in the limiting case of SCOC~squares in Fig. 7!, which
has well defined magnetic order. While the photoemiss
data were taken at a temperature~350 K! above the Ne´el
temperature~265 K!, the magnetic correlation length wa
still much larger than the effective size sampled by neutro

e

FIG. 13. Density of states vs energyDE5E2EF for the fluc-
tuating stripe phase model, fornc50.5 ~solid line!, compared to the
calculated dos for ad-wave gap~dashed line!.
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56 9101STRIPES, PSEUDOGAPS, AND VAN HOVE NESTING . . .
so local antiferromagnetic order was present.51 Moreover,
Bi-2212 has a well-defined structural orthorhombic super
tice, but the ghost dispersion remains extremely weak.74 The
evolution of the Fermi surface with doping shows a cle
crossover from a large Fermi surface, Fig. 14, to a sm
Fermi surface, Fig. 15. Once again, the shapes of the F
surfaces are in good agreement with photoemission, ex
in the ghost part of the dispersion.

Note that while the theoretical data in Figs. 1–7 are ba
on the self-consistent slave-boson calculations of the
and paramagnetic phases or on the result of a more e
calculation43,45 ~the point marked3 in Fig. 1!, the results of

FIG. 14. Fermi surfaces for the fluctuating stripe phase mo
for nc51.0 ~dotted line!, 0.625 ~dot-dashed line!, 0.5625~dashed
line!, and 0.5486~solid line!.

FIG. 15. Fermi surfaces for the fluctuating stripe phase mo
for nc50.125 ~dotted line!, 0.25 ~dot-dashed line!, 0.5 ~dashed
line!, and 0.5469~solid line!.
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this section, Figs. 11–15, require one additional assumpt
This is the assumption that, in the presence of a dyna
stripe phase, the proper average over these stripes is give
the weighted average of the band parameters of the two
existing phases. The present results are consistent with
findings of Salkolaet al.70 They calculated the photoemis
sion spectra of a phenomenological stripe phase Ha
tonian, and found that~1! for a regular stripe array, the dis
persion is dominated by minigaps, and bears lit
resemblance to experiment; and~2! for a quenched random
distribution of stripes~taken as representative of dynamica
fluctuating stripes! there is a single average photoemissi
spectrum, which resembles the experimental observation

D. Relation to other phonon calculations

A number of other groups75–82 have also explored the
possibility of electron-phonon coupling to the breathi
modes in the cuprates. The coupling is generally found to
strong, capable of generating CDW or striped phase insta
ties. The present calculations are particularly close to
inhomogeneous Hartree-Fock calculations of Yonemi
et al.,76 which find a nanoscale phase separation betw
magnetic insulating and charged polaronic domains, ra
similar to Goodenough’s polaron bag model.83 The slave-
boson calculations of den Hertog and Das82 should also be
similar, but they find no evidence of VHS nesting. Indee
the doping dependence of the CDW phase is completely
tureless, and the CDW actually raises the energy of the
tem. These results are more similar to what I found for
electrondoped regime; the reason for these differences is
understood at present.

Whereas the breathing mode is at (p/a,p/a), experiment
finds the strong phonon softening associated with mo
near (p/a,0).84,85 A possible resolution of this problem i
that the observed mode softening may be caused by
striped phases themselves,86 which are aligned along
(p/a,0) in LSCO.

VII. DISCUSSION

The above calculations have provided a plausible exp
nation for the opening of a double pseudogap in underdo
Bi-2212, while providing a sounder underpinning for the e
lier one-band calculations of Ref. 25. The present results
in excellent agreement with these earlier calculations, wh
can therefore be used to supplement the presentT50 calcu-
lations. Here, the detailed correspondence between ex
ment and theory will be briefly summarized, including ca
culations of superconducting properties and tempera
dependences from the one-band model.

First and foremost, it should be noted that Fig. 12 is
very clear demonstration that the physics of the underdo
cuprates is dominated by VHS nesting, with the splitting
the DOS peak increasing smoothly with increased underd
ing. Second, the model is not merely consistent with
underlying presence of striped phases~or similar manifesta-
tions of nanoscale phase separation!, it requiresthem to re-
produce the smooth doping dependence of the pseudo
magnitude. Third, it correctly reproduces the characteri
double gap structure which has been such a puzzling fea
of the photoemission experiments: the large splitting of

l,
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VHS degeneracy, associated withd0, and the smaller pulling
back of DOS from the Fermi level, associated withd1. Since
both are aspects of a single transition, both disappear a
same pseudogap transition temperature, as found experi
tally.

Figure 16~Ref. 26! shows that the model reproduces t
experimentally observed87 pseudogap phase diagram, inclu
ing a doping dependent superconductingTc . The competi-
tion between pseudogap and superconductivity displaye
Fig. 16 can be understood in terms of the evolution of
shape of the Fermi surface with doping. The VHS is pinn
by correlation and phase separation effects near the F
surface; this pinning means that the shape of the Fermi
face must evolve with doping, being square at half fillin
and curved in such a way as to accomodate more hole
doping increases. Since the pseudogap is associated
nesting, it dominates near half filling, when the nesting
perfect. Away from half filling, the nesting is worse, so th
pseudogap and pseudogap transition temperature both
idly decrease with doping. Superconductivity requires a la
DOS, but is insensitive to nesting; moreover, it can arise
those sections of Fermi surface which survive the imper
nesting. For both of these reasons, the superconducting
sition temperature grows with increasing doping, until it
comparable to the density-wave transition.

Within the model, the pseudogap arises from a structu
or magnetic instability—actually, there is a crossover b
tween the two effects with increased underdoping. Neit
has any direct relation with superconductivity, except t
they compete with it for the large DOS associated with
VHS. Superconductivity first arises in the model from t
leftover DOS associated with parts of the Fermi surfa
away from the VHS. This is illustrated in the one-ba
model calculation of Fig. 17, which shows how the ele
tronic dispersion, in the presence of a density-wave gap
modified by the appearence of a superconducting gap.~In the
figure, ans-wave gap is assumed, consistent with the ear

FIG. 16. Phase diagram of the pseudogap~dashed line! and
superconducting~solid line! phases, based on the one-band mod
and compared to the experimental data of Loramet al. ~Ref. 87! for
YBa2Cu3O61y .
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calculation.25 Just how these features are modified by a m
realisticd-wave gap will be explored in a future publication!
In this figure, the holelike parts of the Fermi surface~dotted
lines! are ghosts, with the intensity suppressed by cohere
factors, and will not be observed by photoemission. T
solid lines in this figure should be compared to the dot
lines in Fig. 11. The main difference is the superconduct
gap away from the VHS—mainly near the hole pockets
S/2, although there is a weak superconducting contribut
to the gap at the VHS. Thus, unlike Fig. 12, in the prese
of a superconducting gap, the DOS will vanish at the Fe
level ~except at isolated points for ad-wave gap!.

Hence, in the present model, the smaller photoemiss
gap near the Fermi level is a composite object, due in par
superconductivity but also in part to the density-wave g
This explains why a gap persists near (p,0) in the pseudogap
regime above the superconductingTc . However, atTc there
should be subtle changes in the form of the gap—in parti
lar, aboveTc , the density-wave gaps should vanish not ju
at S/2 ~for a d-wave gap!, but in a finite portion of the Bril-
louin zone nearS/2. The present model would predict a sca
ing of the superconducting part of the gap withTc , and
hence withnc .25 Evidence for such a gap feature is found
neutron scattering measurements of the magnetic suscep
ity nearS5(p,p), which see a spin gap followed by a res
nance peak, both of which features scale withTc .88 Such a
spin gap follows from BCS theory. To be consistent w
Fig. 17, the susceptibility must be associated with scatte
between sections of Fermi surface nearS/2 which are not
gapped by the density-wave order.

Thus, the present model has two density-wave-like gap
large one associated with VHS splitting and a smaller tied
the Fermi surface, which approximately scale together
are both largest near half filling, and a superconducting
which has the opposite doping dependence. The overall s

l,

FIG. 17. Energy dispersion in the one-band model, in the pr
ence of superconductivity. Dotted line is the hole-like part of d
persion~electron-like part reflected around Fermi level!. Only the
electronlike part~solid lines! will be visible in, e.g., a photoemis
sion experiment. To stress the role of the superconducting gap
smaller CDW gap,d1, has been set equal to zero.
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larity to the phase diagram deduced by Batlogg and Eme89

should be noted.
Within the present model, the issue ofoverdopingcan be

briefly addressed. From the free energy curves of Fig. 2
appears that the system will continue to evolve in a unifo
paramagnetic phase for doping beyond the phase sepa
regime. However, the free energy has a local minimum n
optimal doping, which is likely to be enhanced by the dif
culty of adding additional holes to the CuO2 planes. Hence
there may well be another phase with lower free ener
probably associated with doping holes off of the planes~per-
haps onto the apical O’s and Cu-dz2’s! in this doping range.
The crossover from the optimally doped phase to this ov
doped phase will probably again involve a phase separa
Experimental evidence for a second phase separation in
overdoped regime is summarized in Ref. 13, Section 1
This does not preclude the possibility that there is a small
finite range of doping near the optimal in which a sing
phase solution is stable. Whereas in YBCO the pseudo
and superconducting transition temperatures coincide at
timal doping, in LSCO the pseudogap temperature is con
erably higher thanTc , even at optimal doping.13 Interest-
ingly, heat capacity measurements in LSCO~Ref. 61! find
that the gap closes to a single VHS peak at the Fermi le
~see Fig. 21 of Ref. 13! in the overdoped range,x50.27. For
larger overdopings, this peak remains at the Fermi level,
decreases in intensity~as might be expected in the presen
of a phase separation!. This suggests an even stronger p
ning of the Fermi level to the VHS than expected theore
cally. Note from Fig. 2 that in the overdoped regime, t
CDW undergoes a quantum phase transition,TCDW→0. The
possible role of such a QCP on superconductivity has b
discussed recently.90 However, this could be obscured by
second phase separation in the overdoped regime.

There have been a number of alternative interpretation
the pseudogap. The strictly magnetic models91 have diffi-
culty explaining why a gap is also seen in the charge sp
trum, including photoemission and heat capacity. Other m
els suggest that it is associated with local pair formation, a
precursor effect to superconductivity.92 However, in over-
doped materials, the pseudogap transition lies at a lower t
perature than the superconducting transition.93 Moreover,
these models do not explain the frequent association of
pseudogap with structural anomalies, Ref. 13, Sections 9
et
it

ted
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y,

r-
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ap
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Perhaps the clearest example is in YBa2Cu4O8. Even when
stoichiometric, this material is underdoped, behaving
many ways like YBa2Cu3O6.6, with a pseudogap onset nea
150 K. When some of the Y is replaced by Ca, a transition
a long-range structually ordered phase is found at nearly
same transition temperature.94 Moreover, the theory predicts
that, in the doping range where both phases coexist, the o
of superconductivity leads to a softening of the pseudog
Fig. 18. This can explain a number of observations of latt
anomalies atTc , Ref. 13, Section 9.3.

While the present model provides an impressive pict
for pseudogap formation in the presence of dynamic strip
it must be recalled that a number of intermediate steps n
to be filled in. These include~1! self-consistent calculation o
the band parameters in a static striped phase; and~2! incor-
poration of dynamical fluctuations into the calculation.
addition, ~3! a more detailed analysis of just which phono
modes are coupled is necessary, to see how both the sm
DW gap and the superconducting gap can bed wave. De-
spite these limitations, it is clear that the present calculati
have the ability to explain both the stripes and the pseudo
within a common theoretical framework.

FIG. 18. Temperature dependences of the pseudogap~dashed
line! and the superconducting gap~solid line! in the one-band
model.
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