PHYSICAL REVIEW B VOLUME 56, NUMBER 14 1 OCTOBER 1997-I

Stripes, pseudogaps, and Van Hove nesting in the three-bartdJ model

R. S. Markiewicz
Physics Department and Barnett Institute, Northeastern University, Boston, Massachusetts 02115

(Received 30 January 1997; revised manuscript received 7 April)1997

Slave-boson calculations have been carried out in the threetbhnubdel for the hight . cuprates, with the
inclusion of coupling to oxygen breathing-mode phonons. Phonon-induced Van Hove nesting leads to a phase
separation between a hole-doped domain afm@gneti¢ domain near half filling, with long-range Coulomb
forces limiting the separation to a nanoscopic scale. Strong correlation effects pin the Ferroidegeh but
not precisely at the Van Hove singulari(yHS), which can enhance the tendency to phase separation. The
resulting dispersions have been calculated, both in the uniform phases and in the phase separated regime. In the
latter case, distinctly different dispersions are found for large, random domains and for Kstatigr striped
arrays, and a hypothetical form is presenteddgmamicstriped arrays. The doping dependence of the latter is
found to provide an excellent description of photoemission and thermodynamic experiments on pseudogap
formation in underdoped cuprates. In particular, the multiplicity of observed gaps is explained as a combination
of flux phase plus charge-density-wai@DW) gaps along with a superconducting gap. The largest gap is
associated with VHS nesting. The apparent smooth evolution of this gap with doping masks a crossover from
CDW-like effects near optimal doping to magnetic effe¢hsx phasé near half filling. A crossover from large
Fermi surface to hole pockets with increased underdoping is found. In the weakly overdoped regime, the CDW
undergoes a quantum phase transitiohicdy—0), which could be obscured by phase separation.
[S0163-18297)00638-3

I. INTRODUCTION these materials, as well as to explain why the charged stripes
are pinned near the VHS.
The slave-boson technique has frequently been applied to

the study of strong correlation effects in methfsin the
high-T. cuprate superconductors, the intense theoretical ac- Il. SELF-CONSISTENT EQUATIONS
tivity now allows a detailed comparison of slave-boson re- .
sults with the results of quantum Monte Cal@MC) or In a recent survey of the Van Hove sgen&ﬁot was
exact diagonalization calculations. Qualitatively, the com-Pointed out that there are actually two variants of the sce-
parison is excellent: the latter calculations have confirmed@/0, asimpleand ageneralizedscenario. The simple sce-
slave-boson predictiof® that (1) correlations preserve a Nario explores the role of a peak in the density of states
Fermi-liquid-like energy dispersion, but renormalize the(POS on the normal state and superconducting properties,
bandwidth(“flat bands”);” (2) a Mott transition to an insu- '9noring any poss'*?'e role of competing .mStab.'“t'eS'.l.n. the
lating phase can only occur at exactly half filling, when theextende_d scenario, these competing instabilities—
bare Cu-O energy splitting is larger than a critical value predominantly spin- or charge-density waves—play an es-

Aq, (compare Refs. 8, 9, and JL0The agreement is semi sential role, which can lead to the suppression of the super-
Oc A== e C oS . " conducting instability.
quantitative: the doping dependence of the chemical poten- Prior slave-boson calculations had shown that correlation

tial in the three-band model is nearly the same when Calcuéffects(a large on-site Coulomb repulsidd) tend to pin the

lated by f'l%\’e_ boson or by quantum Monte Carlopgimi |evel near the VHS over an extended doping
technlql_Jeé,' with a slightly smaller value of\qc in the 544461830 this has since been confirmed by a number of
latter (Fig. 36 of Ref. 13. _ . different technique$®~2*It was suggested that nesting of the
The usual slave-boson technique does not incorporate thgHs's would lead to density-wave instabilities which could
magnetic effects which are important near half filling. This successfully compete with superconductivity. This was
may be phenomenologically remedied by including themodeled® in a one-band tight-binding model, where the pin-
lowest-order correction in?/U~J, producing a three-band ning was approximated by adjusting the Fermi surface cur-
t-J model**~17 A finite J leads to a small reduction iio,,  vature such that the Fermi level was exactly at the VHS for
thereby improving agreement with QMC calculations. Theall dopings. The resulting density wave-superconducting
present paper utilizes the three-bantimodel to explore the phase diagram is in good agreement with the experimentally
role of Van Hove singularitfVHS) nesting in the cuprates. observed pseudogap transition vs dogihg.
It is found that VHS nesting provides a natural explanation Clearly, such a model is oversimplified. Strong correla-
for the occurence of striped phases, composed of a magnetition effects tend to suppress electron-phonon coupling near
dominated regime near half filling and a charge-dominatedhalf filling, suggesting that the density wave must cross over
regime near optimal doping. The model is found to give afrom spin-density-wavelike near half filling to charge-
good description of the observed pseudogap formation ilensity wavelike near optimal doping. Whether such a cross-
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over could be adequately described in a one-band model wasode symmetry. No spin-dependent terms are included, so
not at all clear. the present model does not describe either thel e the

In the present paper, a self-consistent three-b&dd superconducting phases. Both the CDW and the magnetic
model calculation is presented for this crossover, confirminglux phase, if present, break the symmetry of the even and
the main results of the simpler calculation, and suggesting add Cu sites in a given layer, giving rise to a doubling of the
possible origin of striped phases in these materials. Th@nit cell area. In a basis set consisting of symmetric and

three-band-J model Hamiltonian is the same as that pre-antisymmetric combinations of the atoms on the two sublat-
sented in Ref. 17, with the addition of a term due to thetjces the Hamiltonian matrix becomes

formation of a charge-density waveCDW) of breathing

A, —2its, —2itsy —iA,  —2tc s, —2tc,dy
2its, 0 UgSySy  — 2itsyd, 0 0
2its, UoSySy 0 —2its, 9, 0 0 @
iAn 2its, 8, 2its,d, A_ 2tc, 2tc, '
—2tc, oy 0 0 2tc, 0 UgCxCy
—2tcy 6y 0 0 2tey UgCyCy 0

\/Avh?;eAiTttAiAbp .t In thisthmagix, thg kéand paraTeﬁ;s are _ _2A1(C_x+_y)r A,=0, with C_i: coka, i =x,y. For the

, the splitting between the Cu an energy levélso — — —

—t(1+ ), the Cu-O hopping parameteg,o, the O-O hop-  1UX_Pphase, A,=— V2A5(cytcy) and Ap=—y2A4(cy

ping parameter, and; a parameter associated with Cu-Cu — Cy)-

exchange. In additiorg; = coska/2), s;=sinka/2), i =X,y, If the unrenormalized values a&f andt are Ay andt,

anduy= —4tgo. respectively, then settingo=t/ty, the equations of self-
5 is the asymmetry of the Cu-O hopping introduced byconsistency become

the CDW distortion; for a breathing mode, all four Cu-O

bonds of one Cu are lonftc,o=t(1—6)], while all four , 1 1 2 2 (£ 4
bonds for the other Cu are short. There are two possible =317 N, ¢ Yk h(EW |, 4
values ford: let
; r_ . 1 _
- 5O+ 511 if |Ek EF|$hw0’ (2) AO—AZWE Uifh(Ek)(Ek_A), (5)
8y, otherwise, o K

with wy a phonon cutoff frequency arfe, the quasiparticle and

energy in the absence of a CDW. The us&pfin Eq. (2) is

a weak coupling approximation; it will be seen to lead to a

slightly erroneous dispersion, in that the resulting gap is not

exactly centered & . In the Hamiltonian matrix, Eq(l),

the & i=a,b should be replaced by the appropriaig, whereNy is the number of unit cell§, is the eigenvalue of

which may be different for the symmetric and antisymmetricH, f,(E,) is the Fermi functiony, is the amplitude of the

CU:t- h field level i h leads t wave function on Cu, anE:A+2A1y|;. The functionyg

e ol et 1R 16905 10 80 ¢ ¢ (cE c3) inte paramagnetdu) hse. A
' written, Egs.(4) and (5) are valid for a hole picture, so

_ fr(Ex)=1 for E,.>Eg, and =0 otherwise(assumingT

A= (did])=Ae", (3)  =0). The Fermi energy is determined from

a

J
Ar=5y; 2 Uf(BO v, ()

with i andj labeling adjacent Cu sites. A number of different 1

magnetic phases are possible, depending on the choice of N_s ; (B =1+x. (@)

phase. Here only two magnetic phases are considered, the

paramagnetic &;=0) and the flux ¢; = m/4) (Ref. 279 For the CDW, the additional self-consistent equations

phases. The paramagnetic phase is usually called the UnlfOI’mezg
[ H 1) H H M a.r

phase, but here “uniform” will be used in a different way, to

denote the absence of a phase separation. In the flux phase, Vv

the + sign is chosen so that the net phase change around any Sn= ~ Vep ”f E)u* Cot Do 8

plaguette is =m. For the paramagnetic phasej, 0 2tN, ; n(EQUI02xCuct v2,Cy), ®
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-V 1.0y
51:?!\;12 (B UT(vaxCxtv2yCy), 9) I

whereVg, is the phonon-induced effective electron-electron 081
interaction energy and the double prime on the first sum i
means that bothE,—Eg|<#%w, and |E"§+6|—EF|$ﬁwo, 0.6
with Q= (m/a,w/a). Also, u, is the wave function ampli-
tude for one(e.g., the symmetrjcCu, andv,,, v,y are the f(eV)
corresponding amplitudes for tiantisymmetri¢ oxygens.

In the present paper, the parameters are takehas6
eV, tg=1.3 eV,tgo=—0.45 eV,J=0.13 eV, andh wy=50 o0zl
meV ! The free energy isf(=1—f}) I

0.0}
F=Fo+ > fe(EWEL, (10) [
202 255 Y ST P PN NP S B
ep

FIG. 1. Comparison of free energies in the paramagristitid
I1l. PHASE SEPARATION line) and flux(dashed lingphases. To accentuate the curvaturé,in
a term linear inx has been subtracted from all curves. Thé

A. Search for phase separation model result at half filling is indicated by .
There is considerable experimental evidence for phas
separation in the cuprates, which has been presented in

number of conferencésand reviews?3%13 For the hole-

ﬁgn to a charge-transfer insulating state at half fillifts-
continuity of the chemical potentialAt half filling, the flux
doped cuprates, the phase separation is believed to be b%r_]ase IS mtortehstable than thtg pz:]ramagnen%%gafse. 'Il'here IS a
tween a hole-doped phase and an antiferromagnetic ins Tossover 1o the paramagnetic phase ear v.us 1or elec-

ron doping, orx=0.38 for hole doping. In the present cal-

lator (AFIl) phase close to half filling. The experimental ) . - :
evide;ce )forr) this latter case falls int% two cate?gories de_culatlon, these appear to be first-order transitions, but if the

pending on whether the dopant ions are mobile or not. Thu{.qu per plaqL_Jette s not restricted to the val_ues zeroland
in La,CuQ,, s the doping is provided by interstitial the phase); in Eq. (3) is allowed to vary continuousty ™,
oxygens? which are mobile below room temperature. Whenthen thgre IS a smpoth cros;over_from the flux to the para-
the holes bunch up, the interstitial O’s follow, leading to amagnetlc phase, without a discontinuous jufape Ref. 44

macroscopic phase separation between an undoped AFI and The present slaye-boson calculation underestim_ates the
an optimally doped high, superconductor. In other cu- free energy at.hlalf filling, due to neglect of dleorder. Since
prates, the dopant ions are immobile, and the phase sepalra_-’o at half filling, the oxygen bands decpuple_ from the
tion is restricted to a nanoscopic scale due to Coulomb reprObIem’ and the free energy should be _|dent|cal to that
pulsion between holes. Tranquada and co-wofRéfshave ound in the one-bant-J model, and_hence n the4sl,11;bbard
demonstrated that in La, ,Nd,Sr,CuO,, whenx~1/8, model. This energy 1S _known t9 @*_ _(?'669 34. AS
commensurability effects pin the domains, allowing a clea/denoted by thex in _F'g' 1 this is~50% lower than the
observation of alternating charged and magnetic stripedlUX Phase result(This estimate neglects a termnc,J/2,
They suggest that similar stripes exist in other cuprates, bNich is common to all the magnetic phases and changes
as dynamic fluctuations. o_nIy weakly with _doplng. Hereig, is _the average hole dgn—
There have been a number of theoretical suggestions thalty On the Cu. Since the Nel transition decreases rapidly
phase separation arises in a doped Mott insulator, &the With doping, the free energy curve should cross over from
prior to the discovery of highr, superconductivity, and the X to the dashed line ata fairly low doping value. While
other&”384in the specific context of the cuprates. However,there are other factors which can further lower the free en-

detailed calculations have generally found that phase separ&fdY near haltfilling, such as a spin-Peierls phi&sEjt does
tion is either absentin the pure Hubbard mod®1*9 or is not appear that such effects will introduce a tendency toward

present only for unphysically large choices of parametersPhase separation.

such as] (in thet-J mode),* or the nearest neighbor Cou- Instead, one might invoke laver rule for phase separa-
lomb energy V (in the three-band extended Hubbard tion: a relatively small perturbation can drive the system to
mode).*! Some recent calculations of the model have phase separate, if it is applied with an appropriater arm

suggested that phase separation persists to lower values %llnce acuspis a_Iready present at half filling, it wil t.’e much
14233t these results remain controversial. more effectiveto introduce a second free energy dip away

The present calculations show no evidence of phase sepHpm half filling
ration in the absence of electron-phonon coupling. Figure 1
shows the doping dependence of the free energy for both the
paramagneti¢solid line) and flux(dashed lingphases, when Figure 2 compares the free enerfyy F/N; for the para-
Vep=0.1" The cusp at half filling is indicative of the transi- magnetic phase for two values ¥, = 0 or 1 eV to that of

B. VHS nesting induced phase separation
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FIG. 2. Free energy =F/Ng in the paramagnetic phase as a  FIG. 3. Energy dispersion for the paramagnetic phase, for
function of hole dopingx, for electron-phonon coupliny =0 Vep=1 eV, forx=0.15(solid lineg or 0.32(dot-dashed lings The
(solid line) or 1 eV (dot-dashed ling compared to the flux phase dashed and dotted lines are the corresponding dispersionsdftom
(dashed ling A term linear inx has been subtracted from all S=g/2.
curves. Thet-J model result at half filling is indicated by x;

dotted line is the tangent construction for two-phase coexistence. IV. RESULTS: UNIFORM PHASES

the flux phase. In the paramagnetic phase, a charge-density A. CDW gap

wave (CDW) lowers the free energy by opening a gap at the , ,
VHS, lowering the electronic energy of occupied stat&se Whereas equations Eqe) and(9) represent a BCS-like

nature of the resulting CDW state is discussed further in th&@lculation of the CDW gaff} the nature of the gap is very
following section) Since the VHS degeneracy is already different from that found in a superconductor, since the pair-
split in the flux phas€Fig. 7 below, no additional energy ing now involves an electron and a hole. From E), there
lowering is possible, and the CDW is not compatible withare two gapswith very different properties. The termi,
the flux phase. From Fig. 2, it can be seen that the fre@roduces a uniform gap throughout the Brillouin zone. This
energy lowering due to the CDW has a strondependence: gap isnottied to the Fermi level, but has its own dispersion
the free energy lowering vanishess>0 and is absent for throughout the zone. However, it tied to the VHS, and
electron doping. It also vanishes for too large hole dopingalways splits the VHS DOS peak into two components. On
This result is due to VHS nesting: the strongest CDW effectghe other hand, the gap associated withis localized near
occur when the Fermi level is close to the VHS. the Fermi level, but need not split the VHS degeneracy.

These results confirm and quantify the predictidhat In the cuprates, it will be shown that the gaps near the
electron-phonon coupling near the VHS produces a dip in th&/HS’s tend to change the large Fermi surface into pockets
free energy, which can generate a phase separation. Thear the ¢/2,7/2) points. Since thes; gap only acts to
curves of free energy for the CDW phase and the flux phasenhance the’, gap, the Fermi surface near these pockets
cross at a finite hole doping, Since it is not possible for the remains ungapped, and hence available for, e.g., supercon-
system to smoothly evolve between the two phases, this irducting pairing.
dicates a first order phase transition, with a two-phase coex- These features are illustrated in Fig. 3, for two different
istence regime given by a tangent construction. In Fig. 2, it iglopings withV¢,=1 eV. For both dopingsé, leads to a
assumed that the phase separation starts from the AFI phasinilar splitting of the VHS degeneracy, but the
at half filling (denoted byx), but depending on the exact J;-associated gap is very different. For= 0.32, the Fermi
dispersion, the free energy minimum may be shifted off oflevel is more tharf w, below the VHS, so there is a larger
half filling. The metallic phase will tend to be pinned neargap away from the VHS. Fox = 0.15, the VHS is now
the VHS, as discussed further in the following section. within 7 wq of the Fermi level, but now for both of the bands

Note that the present calculation is perhaps the strongesbupled by nestindi.e., in Eq. (1), 3= 6,= 8o+ 1], SO
indication to date that phase separation can arise in the cthere are actually tw@; type gaps near the VHS. Note that
prates with a realistic choice of band parameters. the gap associated witBy is not exactly centered &, and

In the following, it will be assumed that there is a phaseindeed has some dispersion of its own. This is due to the
separation between a flux phase witkex; and a CDW weak coupling Eq.2), which measures the gap from the
phase withx.=0.2. The precise value of, is not important, bandsin the absence of electron-phonon coupling
but it will turn out to make a difference whether the flux = When Eq.(1) is Fourier transformed back to real space
phase is atx,=0 or 0". Before this phase separation is (and deconvolved from a symmetric/antisymmetric basis to
analyzed, the properties of the uniform phases will be brieflyan atomic basjs the termé, + &, is found to correspond to a
discussed. uniform breathing-mode distortion, whilé,— &, produces
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FIG. 4. Free energy differenckf = f(V¢) —f(0) for the para- 50~ 7 , / AR —
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an additional modulation with periodicity- kr*, wherekg 00 01 02 o.g{ 04 05 06

is the wave number at the enhanced gap. This can be under-
stood on the basis of simple hole counting: The uniform FiG. 5. CDW gap Apy plotted vs doping in the paramagnetic
breathing-mode distortion causes a doubling of the unit celphase forv,,=0.6 eV (dashed ling or 1 eV (dot-dashed ling
area. This can only produce a gap at exactly half filliogr-

responding to a filled band in the supergello produce a |owering is approximately quadratic Me,, with a doping
gap atx#0 requires a large superlattice, as would be prodependence which roughly follows the magnitude of the

duced by a commensurate valuekgf. CDW gap,Apy, Fig. 5.

These results clarify an issue that had been raised The CDW formation also greatly enhances the pinning of
earlier®® Whereas CDW effects have traditionally been as-the Fermi level to the VHS. Figure 6 plots the energy differ-
sociated with Fermi surface nesting, it was pointed out thagnce between the VHS and the Fermi level. In the absence of
polaronic band narrowing effects can be pinned to the VHSelectron-phonon coupling(solid line), the Fermi level
and not the Fermi level, and hence can explain the observarosses the VHS twice, at=0 andx='>?c, and correlation
tion of extendedVHS’s.*° Here we see that there are three gffects pin the Fermi level close to the VHS for&<X..

related effects. Th&, gap is associated with the polz_aromc However, for the large assumed valug= —0.45 eV, X, is

&mall, leading to pinning in a narrow range of doping only.
Mn the presence of a CDW, the energy bands split neakthe
point of the Brillouin zone, Fig. 7, with eacK-point band
edge forming a separate VHS DOS peak. The Fermi level is

photoemission observations of extended VHS's. In additio
there is an extra gap associated w#h when the quasipar-
ticle energy is close to the Fermi level. Finally, this latter gap

has a nesting enhancement when two pieces of Fermi surfa?]%w even further from the average position of the VHS,

are separated by the nesting vedtbere, Q= (w/a,w/a)]. ; e
From Eqg.(9), only in the latter case does the gap contributetaken as the middle of th-point gap. However, thiower

to the self-consistent equation féy. 80 (e

B. VHS pinning 60

Figure 2 shows a crossover in free energy between the [
flux phase near half filling and the CDW phase near the !
VHS, which leads to a regime of phase separation. In this [
subsection, the doping dependence of the CDW phase is dis- AE(meV) [
cussed in the absence of phase separation. Since the CDW 20
couples to the electronic subsystem via modulation of the
hopping parameter, the free energy lowering due to the
CDW vanishes ax—0, where correlation effects drive
t—0. When the hole doping gets too large, the Fermi level

moves beyond the VHS, and the stabilization energy also —20L ' ]
vanishes. Hence, the strongest CDW effects occur when the T TN N P
Fermi level is close to the VHSVHS nesting. Note that, 00 01 02 03 04 05 06

since theshapeof the Fermi surface is doping dependent, the

VHS remains pinned close to the Fermi level over an ex- G, 6. Energy separation between the VHS and the Fermi level
tended doping range. Nevertheless, the free energy loweringe=g,,,.—E., in the paramagnetic phase fég,= O (solid line),

has a well defined maximum. This is better seen in Fig. 40.6 eV (dashed lines or 1 eV (dot-dashed lings For Ve, #0, the
which plots the difference in free energy between the calcuvHs is split; the present lines refer to the lower VHS's. For the
lations for finiteVe, and those wittVe,=0. This free energy V=1 eV data, the extra splitting due # is neglected.
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Fermi surface is squakee., at the VH$ at half filling in the
paramagnetic phase, and has small pockets near half filling
in the flux phase, Fig. 15.

While there is no evidence for long-range CDW order in
the cuprates, there is considerable evidence for short-range
lattice disorder, summarized in Ref. 13, Sec. 9.2. While a
substantial part of this local order is associated with tilting
the CuQ; octahedra out of the planes, there is also a signifi-
cant contribution associated with CuO bond stretchfhg.
Considerable work will be required to sort out the relative
contributions of various phonon modes. For now, the breath-
ing mode CDW is chosen to approximately represent the free
energy lowering associated with this short-range order.

E(eV)

C. Insulating regime

At half filling, for Ag>A, there is an insulating phase
with ro=0, butA;+ 0, with energy dispersion

. . . E=A+2A;yk. (12
FIG. 7. Energy dispersion for the flux phase at half filling

x;=0" (dashed ling and the paramagnetic phase »+0.22, At this doping, the free energy has a cu$pg. 2), so the
Vep=0.6 eV (solid line), close to the minimum oA\ f. Data from  chemical potential has a discontinuity:in Eq. (12) takes on
underdoped Bi-2212diamonds andx's) (Ref. 50 or SCOC (jfferent values depending on whether0 is approached
(squarep (Ref. 51 are plotted as=/2. Special points of the Bril-  from positive or from negative values. These two states have
louin zone areX=(m,0), S= (). the same free energy, even though their effective Fermi lev-
els differ by the charge-transfer gap. Hence the chemical
VHS peak is found to be pinned about-P0 meV below the  potential is pinned in the middle of the gap, and photoemis-
Fermi level over a wide range of dopingsig. 6. This is in ~ sion should see a band with finite dispersion, 8@), sepa-
striking agreement with photoemission observations of optifated from the chemical potential by half the charge-transfer
mally doped cuprates. Due to this strong pinning effect, it is9ap- _ _
difficult to define just what doping correspondsthe VHS. Note_that this band is only half full, but because of strong
However, the hole-doped end phase of the phase separati&ﬂ”e'at'on effects the remaining states are no longer acces-

regime will almost certainly be found to be pinned near sible. This is reminiscent of the upper and lower Hubbard_
VI—g|S y P abands, although these are now charge-transfer bands. This

These electron-phonon effects are found to be absent i plitting of the band is readily done in the flux phase, since
the flux phase. This is because the flux phase itself has aj- e lower and upper halfs of the band are only connected at a
y . : ew isolated pointgdiabolical pointy. However, it creates

ready taken advantag_e Of.VHS hesting to lower its free en'Eopological problems for the paramagnetic phase. Since the
€rgy, as can .be seen in Fig. 7. Fermi surface in the paramagnetic phase is sqsrexactly

The solid line in Fig. 6 bears a close resemblance to the ¢ fijling, Eq. (12)], these problems can easily be overcome
results of earlier sIaye-bosoq calculations which neglecteq;,y opening a gap at the Fermi level—either due to antiferro-
the exchange terms i e.g., Fig. 1&l) of Ref. 9. However, magnetism or to a period doubling charge-density wave.
the exchange has led to a profound modification of the reNote that this strongly suggests that the opening of a corre-
sulting physics. In the earlier calculatiorsys—Er—0 at  |ation gap must be accompanied by some other kind of or-
half filling because the bandwidth was itself renormalized todering.
zero. However, the Fermi surface at half filling is clearly far ~ The split-off charge transfer band may have been ob-
from the VHS, Fig. 14 of Ref. 9. The reason is somewhatserved experimental% Sincet—0, the dispersion is inde-
subtle: since the VHS is shifted off of half filling by the term pendent of all hopping parametdiesg.,tog). Hence, in the
too, and at half filling the holes are completely on the Cu’s,absence of longer-range exchange terms, the dispersion
how can a term involving oxygen-oxygen hopping modify should be characteristic solely of the type of magnetic order,
the dispersion? The problem is that in the usual slave-bosoand should be the same as in the one baddnodel. Thus,
model, there is no direct Cu-Cu type hopping, so e it is interesting to note that the dispersion in the paramag-
band would be completely dispersionless in the absence ofetic phase matches that calculated in thé model?>>3
Cu-O hopping Thus, both the bandwidth anBly,s—Er  while the flux phase dispersion matches that found in insu-
vanish at half filling, but their ratio remains constant. In light lating Sr,CuO,Cl, (SCOQ,*! Fig. 7. This is consistent with
of this, the modifications due to exchangecan be readily the results of Laughlif and Wen and Le&
understood. Now still vanishes at half filling, but the band- The magnitude of the predicted bandwidth can also be
width ~2J does not. Thus, now any residual curvature as-estimated. Using the mean-field decoupling, the equilibrium
sociated withtog really does become negligible at half fill- value of A; in the paramagnetic phase isl/4r2=0.406],
ing, and the Fermi surface is determined entirelydoyAs  which is comparable to that found in Ref. 52,~=0.55]. In
will be shown later, Sec. IV C, Eq(12), this means the the flux phaseA,=0.479, sof=—2A%/J=—0.459, con-
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siderably smaller than the one bartd] result, Ey= group® reports a continuous evolution of this peak with un-
—0.669 34. As discussed above, this is presumably due taderdoping, approaching a dispersion near half filling similar

neglecting the Nel order, and will be addressed in a future to that found in the insulating compound SC&Ggquares in
publication.A; monotonically decreases in magnitude as theFig. 7.

system is doped away from half fillingn agreement with On the other hand, Campuza&fgroposes a different
four-slave-boson calculatiorfy. doping dependence of this feature. He suggests that there are
two independent features neai,Q) in the Brillouin zone,
D. Flux phase and VHS nesting one a sharp quasiparticle peak which is near the Fermi level

" _ . at optimal doping, and broadens severely in underdoped

Within the present model, the flux %%aﬁ?ishas what is ingamples, and the second a broad peak which is already
terpreted as a gauge degree of freedort: ™ the energy  resent at~200 meV below the Fermi level in optimally
does not depend on the individual phaggsin Eq. (3), 8 goped material, and gradually shifts to 300 meV with in-
long as the sum of the phases around a plaquette BOW-  creased underdoping. The present model suggests an inter-
ever, different choices of; lead todifferent electronic dis-  megiate position: the data can be understood as a dynamic
persions Since the electronic dispersion is observalel®).,  ayerage of the two separated phases represented by the solid
by photoemissiop this cannot be simply a choice of gauge. ang dashed lines in Fig. 7. If the fluctuations are fast com-
For instance, the present choi@l phases equal in magni- pared to the experimental observation technique, the data
tude to/4) leads to an “extendes-wave” type gap, with | give an average dispersion which evolves smoothly with
zero gap at the four points equivalent ta/@,m/2) and a  goping. A quasistatic fluctuation, on the other hand, would
maximum gap at thex,0)-type points; this is equivalentto a produce two coexisting peaks, with one peak gradually dis-
VHS nest.lng gap. Altgrnatlvely, concentrating the full phaseappearing as the other peak grows up with underdoping.
7 on a single bondwith #;=0 on the other three bonds  Thermodynamic measurements of the pseudogap by Lo-
leads to gap zeros at ther(0) points, and maxima at the ram et al®-®2 in underdoped YB3Cu306., (YBCO) and
(m/2,mI2) points—corresponding to conventioridiat Fermi | SCO are in good agreement with the Stanford photoemis-
surface nesting—see Fig. 3B),(c) in Ref. 13. Both phases sjon data® They have measured the DOS from susceptibility
have the same energy, and yet experimentally only thend heat capacity measurements and find that a pseudogap
former is observed, Fig. 7. _ _ appears and grows with successive underdopingy A0.3

Itis the discreteness of the Cy@attice which breaks the jy YBCO, the peak of the gap is dty=100 meV, compa-
gauge symmetry—e.g., in photoemission, the position of theaple to the larger photoemission gap seen in Bi-2212. The
I' point is well defined. Similarly, it is presumably a struc- gap can be fit to al-wave gap—i.e., a logarithmic diver-
tural distortion(spin-Peierls-like effegtwhich breaks the en- gence aE=E¢+A,, as at a VHS, but with the DOSO at
ergy degeneracy, and locks in a particular distortion patterrE_)EF_ Presumably, these measurements are seeing a su-

This will be explored further in a future publication. perposition of the two gaps seen in photoemission.
There are also photoemission data on underdoped
V. PSEUDOGAPS IN THE UNDERDOPED REGIME YBCO,%*%* but they do not reveal a similar gap opening.

i L Since the effects are rather subtle, additional measurements

A. The experimental situation may be needed.
Above, it was shown that the CDW gap is expected to
have two components, one tied to the VHS and one to the

Fermi surface. In a similar fashion, photoemission studies in B. Pseudogaps in the uniform phases

underdoped BiSr,CaCy,0g (Bi-2212) find two gaplike Figure 7 compares the dispersion observed for a series of
features, one tied to the Fermi level, and the other muclynderdoped samples of B8r,Ca; Dy ,CuOg with the the-
larger gap near the VHS. Tremall pseudogapesembles a oretical dispersions from the two equilibrium phasesxat
superconducting gap, with the Photoemission intensity col—q+ andx=x.. For the present choice of band parameters,
lapsing to zero fotfE— Eg| <A, (K); thelarge pseudogajs  the bandwidth is underestimated by about a factor of two, but
a shift of a broadened quasiparticle-like peak away from thehe theoretical calculations match the overall dispersion in
Fermi level, predominantly near(0) and (O7). The small the optimally doped and extremely underdoped limits. In-
pseudogap has d-wave-like symmetry, with a maximum deed, as far as the large pseudogap is concerned, its doping
value of 25 meV near+,0) and a minimum value o0  dependence is fairly well explained by the fact that it evolves
near (r/2,7/2) %%°° The gap magnitude is nearly indepen- into the flux phase at half filling.
dent of doping, but it opens up at the pseudogap Thus, Fig. 8 shows the energy dispersion in a series of
temperature—i.e., at the superconducting transition in optiuniform (flux or paramagnetjcphases, corresponding to the
mally doped material, but at a higher temperature in underfree energy curves in Fig. 1. As the flux phase is doped away
doped samples. This gap thus has some features of the Ferfrdm half filling (perfect nesting the X-point gap gradually
surface CDW gap discussed above, but combined with theloses. The transition to the paramagnetic phase occurs when
superconducting gap. This near Fermi surface feature will béhe lower VHS gets too close to the Fermi level. Note that
analyzed further in the discussion section. Here, | would likethe doping dependence already does a good job of reproduc-
to concentrate on the large pseudogap. ing the photoemission data on the large pseuddgapsis-

In the underdoped regime, the photoemission studies fintent with the results of Preuss al®), but cannot reproduce
a peak near th¥ point, which shifts further below the Fermi the small,~25 meV pseudogap. On the other hand, when
level with increasing underdoping,Fig. 7. The Stanford Veo# 0, the paramagnetic phase near optimal doping clearly
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1.00 A. Large stripes

To simplify the problem, it is assumed that the fluctua-
tions lead to a disorder in which any local region could have
either of the two dispersions at random. The average disper-
sion can then be calculated by a coherent phase approxima-
tion calculatior?”®®Repeating the calculation of Ref. 66, but
assuming a random mix of only two-phases, with Green’s
functions G; and G, and probabilitiesp; and p,=1—p4,
the average Green’s function (exactly given by

075

0.50

E(eV) 3
0.25

Go=p1G1+p2Gs. (13

(Note that the assumption that the domains are large enough
to have well definedG,,G, is an implicit assumption of
macroscopic phase separatjo8ince the dispersion is given
by real solutions onglzo, the photoemission dispersion
should simply be a weighted superposition of the dispersions
of the two end phases, witB; *=0 or G, '=0. [The latter
correspond to the eigenvalues of the Hamiltonian, (Ejg.in

FIG. 8. Energy dispersion for the flux phasexat0" (solid  the two coexisting phasgsA similar solution was found in
line), 0.15(dashed ling and 0.30(dot-dashed ling and the para- Refs. 68,13.
magnetic phase at=0.45 (dotted ling. Here, the distinction between the flux phase being at
=0 or 0" can be readily understood. At=0, the Fermi
Jevel lies in the middle of the charge-transfer gagken to

0.00

—025F 4

displays a gap consistent with the small pseudogap, Fig. 7: . A 4 S .
However, this agreement breaks down at intermediate do;?—e half of the discontinuity in chemical potential in passing

: : - hx=0). Hence, the doping dependence predicted by
ings. Figure 5 shows that the density wave ga decreaségoug S - : ;
wigt]h degreasingx while the experimgntal ga?) ﬁmreases.. d- (13 implies a gapped state at half filling, which persists

Moreover, since the two pseudogaps have independem the doped material, with the appearance of midgap states

o . A . r"ﬁthe doped material, with intensity increasing linearly with
origins—a CDW or a flux phase—a theory involving uni- \ b 1, Wi | e 'ng ! y wi

i . . X. This is the form discussed in Refs. 68,13, and seems to
form phases cannot explain their coexistence. In the follow-

. . T X ~provide a good description of photoemission experiments in
ing section, it will be shown that dynamic phase separatlorfgl number of three-dimensional-electron system® It

allows a smooth evolution between the two limits. would also be consistent with the photoemission data on un-
derdoped YBCQ? although it is not clear why these data are
inconsistent with the heat capacity res(its.
VI. CALCULATIONS FOR STRIPED PHASES However, this does not provide a good description of the
hotoemission data in Bi-2212, Fig. 7. A simple modification

In the presence of phase separation, the dispersion wi f the theory can significantly improve the agreement. If the

c_hange. For a macroscopi_c_ phase separation, _thg photoem Jase separation starts notxat 0, but at a small positive

sion would_ be a superposition of the two coeX|st|_ng phase oping x,=0", then the doping dependence of the photo-

However, in the present case, the phase separathn is due dthission would be as follows. For doping between0 and

the holes only, so due to strong Coulomb efféctsarging of . there is no phase separation. The system remains in the

the domaing the ensuing phase separation is on a nanofiyy phase, with the Fermi level again at midgap in undoped

scopic scale only, which should lead to a more complex dismaterial, but shifting immediately to the top of the charge

persion. There is evidence that in the cuprates, the phasgansfer band as soon as the first holes are doped in. This

separation is manifested in the form of alternating charge anetate is in good agreement with the experimental data on the

magnetic stripe$>**with a well defined periodicity that var- most underdoped Bi-2212 samples, Fig. 7. With increased

ies smoothly with doping. For any commensurate periodicdoping, the two-phase regime is reachédote that in this

ity, the dispersion will have additional minigaps associateddoped regime, the optical conductivity can still see a charge-

with the superlattice periodiciif Since the stripes are gen- transfer gap)

erally dynamic, these superlattice gaps will probably be The present model would predict a superposition of the

washed out. two end phases, rather similar to Campuzano’s interpretation
A proper calculation of the self-consistent, dynamic stripeof the data, but not consistent with the continuous evolution

phases is beyond the scope of the current paper. Insteadof the pseudogap suggested by the Starifeadd Lorani™®2

will suggest a number of plausible forms for the averageresults. This lack of agreement is not surprising. Such a mac-

dispersion, and show that it is possible to explain the obfoscopic phase separation would also predict a unique value

served photoemission data. There is considerable flexibilityf the superconducting transition temperatdie (the flux

in the results, and it appears likely that different dispersionghase atx; being nonsuperconductingThe experimental

can be observed, depending on the spacing of the stripes, antiservation thafl. evolves smoothly with doping strongly

on whether the stripes are effectively static or dynath&,  suggests that the phase separation is on such a nanoscopic

on the time scale of the observational technjque scale thatT. evolves with doping via a form of proximity



56 STRIPES, PSEUDOGAPS, AND VAN HOVE NESTING ... 9099

effect between the two phases. This same effect should ex-
plain the observed behavior of the pseudogap.

On a deeper level, the striped phases constitute a new
thermodynamic state of matter, which can have a doping
dependenfl,. A good analogy is provided by a supercon-
ductor in a magnetic field. In a type | superconductor, there
is @ macroscopic phase separation between domains whereir
the magnetic field is nonzero, quenching the superconductiv-
ity, and superconducting domains with zero field. Increasing E(eV)
the field reduces the fraction of the material which is super-
conducting, buflT, does not change with field. In a type Il
superconductor, the field domains are shrunk down to nano-
scopic size as magnetic vortices, producing a novel state of
matter in whichT is a continuously varying function of the
field. In the following subsections, a model is provided for
the pseudogap in the striped phases.

o —0.4F XY S T
B. Small static stripes

If the stripe pattern is static and commensurate with the FIG. 9. Energy dispersion for a static striped phase, with2
crystalline lattice, then the stripes will provide a superlatticecharge layers andn=2 magnetic layers. Solid linédot-dashed
to modify the dispersion of the separate phases. Since thie): dispersion alond”— X(Y)—S; dashed line: dispersion along
resulting dispersion is profoundly modified, it would be ap-X—S/2.
propriate to repeat the self-consistent calculations in the pres-
ence of the stripes. Without attempting this difficult proce-that the charge stripes were one cell wide, corresponding to a
dure, however, a qualitative understanding of the results cahole dopingx=0.5. An equally good case can be m&der
be achieved by using the self-consistent band parameters calte assumption that the charge stripes are two cells wide,
culated for the two phases in equilibrium,>atx;>0 and  with x=0.25; for instance, VHS nesting atr(a,/a) is not
x=X.. For definiteness, the end phases are assumed to beell defined unless a stripe is at least two cells wide. A
the flux phase ax,=0" and the paramagnetic phase with two-cell-wide charge stripe is consistent with the results of
Ve=0.6 eV, x,=0.288. The fraction of charged stripes is White and Scalapin6']
thenv.=x/X..

Specifically, the stripes are assumed to be uniform along C. Dynamic stripes
they direction, and of periodicityn+n Cu atoms along,
with m Cu atoms in the magnetic phase amdCu’s in the
charged phasexEx.). For the cuprates, the andy axes
run parallel to the Cu-O-Cu bonds. All of the band param-
eters can be assigned values corresponding to either the fl
phase ai, or the paramagnetic phasext, except for the
magnetic coupling of a Cu atom in the magnetic phase with
a neighboring Cu in the charged phase. For these atams, 0.6
is taken as the average of the magnitudes ofAh's in the i
two phases, with zero-phase factor. With these assumptions,
the dispersion is a unique function of and n. Figures 9
(m=n=2) and 10 (=2, n=6) provide representative il-
lustrations of the complicated dispersion to be expected.
There are 2fn+n) subbands, with very small dispersion
along thex direction, sincg=0 in the flux phase. Note that,
because of this small dispersion aloxg the dispersion E(eV)
alongI'—Y is nearly the same as that aloXg-S.

Once again, the results do not greatly resemble the
photoemission data. Presumably, this is because the domains
are fluctuating dynamicall{f If photoemission from a static
domain pattern could be observed, then the minigaps pre-
dicted here should be observed as long as the domains are
nearly commensurate and disorder effects are small. In par-
ticular, the dispersion of Fig. 9 has a hole doping
Xc/2=0.144, and should be similar to the=1/8 phase of
LSCO and La_,Ba,CuQ,. [Note that the experiments of
Tranquadaet al3* determined the overall periodicity of the  FIG. 10. Energy dispersion for a static striped phase, as for Fig.
stripes, but onlyassumedon analogy with the nickelates, 9, but withn=6 charge layers anch=2 magnetic layers.

Notice that once nanoscopic stripes are formed, the aver-
aging inherent in Eq(13) is lost: no domain is large enough
to have the dispersion characteristic ®f. Now the band
parameters have become local functions of space and, in dy-
mic stripes, of time as well. This can best be thought of as
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FIG. 13. Density of states vs enerdyfg=E—E for the fluc-
tuating stripe phase model, feg=0.5(solid line), compared to the
calculated dos for @-wave gap(dashed ling

z 1 the effective Fermi surface becomes closer to a square, and
A . there is a gap over the full Fermi surface.
r X S/2 One must be careful about interpreting the DOS above the
Fermi level in Fig. 12, because of the way the splitting into
upper and lower Hubbard bands is accounted for in the slave-
boson calculations. The figure illustrates thiginon DOS,
while the particle DOS is given by a convolution of spinon
and holon contributions. This is most easily illustrated at half
a generalization of the zero sound modes of a Landau Fermfilling: the convolution leaves the DOS below the Fermi
liqguid—shape oscillations of the Fermi surface due tolevel unchanged, while shifting the part abdwe across the
electron-electron interaction. | propose that in this statecharge-transfer gap.
when the stripe motion is rapid enough that only average Given the large splitting of the VHS degeneracy near the
properties are apparent, the appropriate procefepgacing X Point, one would expect a large interband absorption
Eq. (13)] is to average the band parameters themselves ~ @ssociated with inter-VHS scattering. If it is recalled that the
This is done in Fig. 11, for several intermediate dopings &XPerimental dispersion is about a factor of two larger than
The resulting dispersions are in good agreement with thgalcqlated(s_ee Fig. 7, then this ?b_SOfp“O” could “?ad'_'y be
experimental data, Fig. 7. The photoemission studies ﬁnédentlfled with the well-known midinfrared absorption in the
that at optimal doping, the Fermi level is close to ext

cuprates? This feature displays a considerable shift as a
. i . . function of hole doping, being centered at about 0.5 eV at
gendedd\éﬂzsz,ilvr;lch et\)/.(;lvestlndtov?_'glfl:;]caégd VH.S mhundtsvr- very low dopings, while at optimal doping, the peak has
oped bi- Jfor a bi urcate » (N€ GISPErsion Nas o ,4yeq to~0.1 eV. The present interpretation of the splitting
minima offset from theX point along thel’-X line of the 514 e consistentat least near optimal dopipgyith the
Brillouin zone. _These results are well reproduced in the ,o4el of “electronic polarons” analogous to Zhang-Rice
present calculations. _ _ _singlets” In the low doping regime, there may be additional
~ Figure 12 shows the calculated DOS, illustrating the split-gphsorption peaks associated with an isolated charge stripe, as
ting of the VHS degeneracy. Note that in the unmodulatedsyggested by the large number of very flat bands along
phase ak=x.=0.288, the VHS is split, but there is no true I'— X in Figs. 9,10.
gap[with N(E)=0]. This is because thé, gap has a dis- The opening of the pseudogap with underdoping found in
persion, so parts of the Fermi surface remain ungapped, &lig. 12 is in good qualitative a%reement with the heat capac-
least in the absence of superconductivity. For lower dopingity measurements of Loraet al®!®2 They have fit the DOS
line shape to a-wave gap, and Fig. 13 shows that the DOS
calculated forv,=0.5 does indeed bear a strong resemblance
20 RN RARN RN RARES RARRE RARE to ad-wave gap(dashed ling
{ A closer comparison of the data, Fig. 7, and the theory,

FIG. 11. Energy dispersion for the fluctuating stripe phase,
model, forv.=0 (dashed ling 0.5 (dot-dashed ling 0.75 (dotted
line), and 1(solid line).

R ) PP dispersion near optimal doping is additional evidence for the

-~

n 15 | ; Lo — Fig. 11, reveals excellent agreement ndar(e.g., along

I~ C ,‘l n'| I-! ,'1 ] I'—=X), but an absence of the experimental points rear

L 10 Pyl ili 1 _' =(,m) (e.g., alongX—YS). This is the “ghost” part of the

%) - ,' “{ ) 0 ,’ \\ ] dispersion, due to the presence of a superlattice associated
= 5l i-"\‘»‘ IV E with CDW or magnetic order. The absence of this ghost

A2 )|

A \*'..“' N e absence of long-range CDW order, albeit rather weak evi-
~03 -02 -01 0.0 01 02 dence. Note that the ghost dispersion is also greatly smeared
AE(eV) out in the limiting case of SCOGsquares in Fig. )7 which
has well defined magnetic order. While the photoemission
FIG. 12. Density of states vs energyE=E—E for the fluc-  data were taken at a temperatu850 K) above the Nel
tuating stripe phase model, fog=0 (dashed ling 0.5 (dot-dashed temperature(265 K), the magnetic correlation length was
line), 0.75(dotted ling, and 1(solid line). still much larger than the effective size sampled by neutrons,

e
5]
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(0,m) (m,m) this section, Figs. 11-15, require one additional assumption.
This is the assumption that, in the presence of a dynamic
stripe phase, the proper average over these stripes is given by
the weighted average of the band parameters of the two co-
existing phases. The present results are consistent with the
findings of Salkolaet al.”® They calculated the photoemis-
sion spectra of a phenomenological stripe phase Hamil-
tonian, and found thal) for a regular stripe array, the dis-
persion is dominated by minigaps, and bears little
resemblance to experiment; a(@ for a quenched random
distribution of stripegtaken as representative of dynamically
fluctuating stripesthere is a single average photoemission
spectrum, which resembles the experimental observations.

D. Relation to other phonon calculations

A number of other groupgs®2 have also explored the
possibility of electron-phonon coupling to the breathing
. modes in the cuprates. The coupling is generally found to be
0,0) ) .0 strong, capable of generating CDW or striped phase instabili-

ties. The present calculations are particularly close to the

FIG. 14. Fermi gurfaces for the fluctuatir_lg stripe phase m0d9|inh0mogeneous Hartree-Fock calculations of Yonemitsu
for »;=1.0 (dotted ling, 0.625(dot-dashed ling 0.5625(dashed et 51,7 which find a nanoscale phase separation between
line), and 0.5488solid line). magnetic insulating and charged polaronic domains, rather

similar to Goodenough’s polaron bag mo8&The slave-
so local antiferromagnetic order was pres&nMoreover, boson calculations of den Hertog and Bfashould also be
Bi-2212 has a well-defined structural orthorhombic superlatsimilar, but they find no evidence of VHS nesting. Indeed,
tice, but the ghost dispersion remains extremely wéake the doping dependence of the CDW phase is completely fea-
evolution of the Fermi surface with doping shows a cleartureless, and the CDW actually raises the energy of the sys-
crossover from a large Fermi surface, Fig. 14, to a smaltem. These results are more similar to what | found for the
Fermi surface, Fig. 15. Once again, the shapes of the Ferngilectrondoped regime; the reason for these differences is not
surfaces are in good agreement with photoemission, excephderstood at present.
in the ghost part of the dispersion. Whereas the breathing mode is at/@,/a), experiment

Note that while the theoretical data in Figs. 1-7 are basefinds the strong phonon softening associated with modes
on the self-consistent slave-boson calculations of the fluxear (r/a,0) 848 A possible resolution of this problem is
and paramagnetic phases or on the result of a more exatitat the observed mode softening may be caused by the
calculatiof®*® (the point markedx in Fig. 1), the results of ~striped phases themsel&s,which are aligned along
(7/a,0) in LSCO.

(0,m) (.7) VII. DISCUSSION

The above calculations have provided a plausible expla-
nation for the opening of a double pseudogap in underdoped
Bi-2212, while providing a sounder underpinning for the ear-
lier one-band calculations of Ref. 25. The present results are
in excellent agreement with these earlier calculations, which
can therefore be used to supplement the prefer calcu-
lations. Here, the detailed correspondence between experi-
ment and theory will be briefly summarized, including cal-
culations of superconducting properties and temperature
dependences from the one-band model.

First and foremost, it should be noted that Fig. 12 is a
very clear demonstration that the physics of the underdoped
cuprates is dominated by VHS nesting, with the splitting of
the DOS peak increasing smoothly with increased underdop-
ing. Second, the model is not merely consistent with the
underlying presence of striped phages similar manifesta-

0.0) 70) tions of nanoscale phase separatjonrequiresthem to re-
' ' produce the smooth doping dependence of the pseudogap

FIG. 15. Fermi surfaces for the fluctuating stripe phase modelmagnitude. Third, it correctly reproduces the characteristic
for »,=0.125 (dotted ling, 0.25 (dot-dashed ling 0.5 (dashed double gap structure which has been such a puzzling feature
line), and 0.5469solid line). of the photoemission experiments: the large splitting of the
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FIG. 16. Phase diagram of the pseudogddpshed ling and FIG. 17. Energy dispersion in the one-band model, in the pres-

superconductingsolid line) phases, based on the one-band model.€nce of superconductivity. Dotted line is the hole-like part of dis-
and compared to the experimental data of Loegral. (Ref. 87 for  Persion(electron-like part reflected around Fermi leveDnly the
YBa,Cu304. . electronlike part(solid lines will be visible in, e.g., a photoemis-
sion experiment. To stress the role of the superconducting gap, the
VHS degeneracy, associated with, and the smaller pulling Smaller COW gaps,, has been set equal to zero.
back of DOS from the Fermi level, associated with Since
both are aspects of a single transition, both disappear at tHaalculation?® Just how these features are modified by a more
same pseudogap transition temperature, as found experimeigalisticd-wave gap will be explored in a future publicatipn.
tally. In this figure, the holelike parts of the Fermi surfadetted
Figure 16(Ref. 26 shows that the model reproduces thelines) are ghosts, with the intensity suppressed by coherence
experimentally observé@pseudogap phase diagram, includ- factors, and will not be observed by photoemission. The
ing a doping dependent superconductifhg The competi- solid lines in this figure should be compared to the dotted
tion between pseudogap and superconductivity displayed ilines in Fig. 11. The main difference is the superconducting
Fig. 16 can be understood in terms of the evolution of thedap away from the VHS—mainly near the hole pockets at
shape of the Fermi surface with doping. The VHS is pinnedS/2, although there is a weak superconducting contribution
by correlation and phase separation effects near the Ferri? the gap at the VHS. Thus, unlike Fig. 12, in the presence
surface; this pinning means that the shape of the Fermi supf & superconducting gap, the DOS will vanish at the Fermi
face must evolve with doping, being square at half filling, level (except at isolated points for@wave gap.
and curved in such a way as to accomodate more holes as Hence, in the present model, the smaller photoemission
doping increases. Since the pseudogap is associated wi@i@p near the Fermi level is a composite object, due in part to
nesting, it dominates near half filling, when the nesting issuperconductivity but also in part to the density-wave gap.
perfect. Away from half filling, the nesting is worse, so the This explains why a gap persists near,Q) in the pseudogap
pseudogap and pseudogap transition temperature both raf¢gime above the superconductifig. However, afT . there
idly decrease with doping. Superconductivity requires a largghould be subtle changes in the form of the gap—in particu-
DOS, but is insensitive to nesting; moreover, it can arise onar, aboveT., the density-wave gaps should vanish not just
those sections of Fermi surface which survive the imperfecat S/2 (for ad-wave gap, but in a finite portion of the Bril-
nesting. For both of these reasons, the superconducting tralpuin zone nea/2. The present model would predict a scal-
sition temperature grows with increasing doping, until it ising of the superconducting part of the gap with, and
comparable to the density-wave transition. hence withy, .?° Evidence for such a gap feature is found in
Within the model, the pseudogap arises from a structuraheutron scattering measurements of the magnetic susceptibil-
or magnetic instability—actually, there is a crossover be-ty nearS= (1, ), which see a spin gap followed by a reso-
tween the two effects with increased underdoping. Neithenance peak, both of which features scale vilith® Such a
has any direct relation with superconductivity, except thatspin gap follows from BCS theory. To be consistent with
they compete with it for the large DOS associated with theFig. 17, the susceptibility must be associated with scattering
VHS. Superconductivity first arises in the model from thebetween sections of Fermi surface n&i2 which are not
leftover DOS associated with parts of the Fermi surfacegapped by the density-wave order.
away from the VHS. This is illustrated in the one-band Thus, the present model has two density-wave-like gaps, a
model calculation of Fig. 17, which shows how the elec-large one associated with VHS splitting and a smaller tied to
tronic dispersion, in the presence of a density-wave gap, ithe Fermi surface, which approximately scale together and
modified by the appearence of a superconducting @aphe  are both largest near half filling, and a superconducting gap
figure, ans-wave gap is assumed, consistent with the earliewhich has the opposite doping dependence. The overall simi-
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larity to the phase diagram deduced by Batlogg and Efery 15.0
should be noted. F
Within the present model, the issuemferdopingcan be
briefly addressed. From the free energy curves of Fig. 2, it
appears that the system will continue to evolve in a uniform [
paramagnetic phase for doping beyond the phase separate 10.0 F
regime. However, the free energy has a local minimum near [
optimal doping, which is likely to be enhanced by the diffi- r
culty of adding additional holes to the Cy@lanes. Hence, — A{(meV) 75}
there may well be another phase with lower free energy, -
probably associated with doping holes off of the plafpes-
haps onto the apical O’s and @l)2’s) in this doping range.
The crossover from the optimally doped phase to this over- I
doped phase will probably again involve a phase separation. a5l
Experimental evidence for a second phase separation in the
overdoped regime is summarized in Ref. 13, Section 11.6. i
This does not preclude the possibility that there is a small but ool b Lo L beu b L,
finite range of doping near the optimal in which a single 0 2% 50 17?1{) 100 125 150
phase solution is stable. Whereas in YBCO the pseudogap
and superconducting transition temperatures coincide at op- FIG. 18. Temperature dependences of the pseudégashed
timal doping, in LSCO the pseudogap temperature is considine) and the superconducting gapolid ling) in the one-band
erably higher tharT., even at optimal dopin$f Interest- ~ model.

ingly, heat capacity measurements in LSQRef. 61 find  pgrnang the clearest example is in ¥Bai,Og. Even when
that the gap closes to a single VHS peak at the Fermi levelyyichiometric, this material is underdoped, behaving in
(see Fig. 21 of_Ref. ])f:i_n the overdoped rangx,=0.2_7. For many ways like YBaCu;Og 6, With a pseudogap onset near
larger overdopings, this peak remains at the Fermi level, buj50 K. When some of the Y is replaced by Ca, a transition to
decreases in intensitas might be expected in the presenceg ong-range structually ordered phase is found at nearly the
of a phase separatipnThis suggests an even stronger pin-same transition temperatu¥&Moreover, the theory predicts
ning of the Fermi level to the VHS than expected theoreti-that, in the doping range where both phases coexist, the onset
cally. Note from Fig. 2 that in the overdoped regime, theof superconductivity leads to a softening of the pseudogap,
CDW undergoes a quantum phase transitigyw—0. The  Fig. 18. This can explain a number of observations of lattice
possible role of such a QCP on superconductivity has beeanomalies af;, Ref. 13, Section 9.3.
discussed recentR?. However, this could be obscured by a ~ While the present model provides an impressive picture
second phase separation in the overdoped regime. for pseudogap formation in the presence of dynamic stripes,
There have been a number of alternative interpretations df must be recalled that a number of intermediate steps need
the pseudogap. The strictly magnetic modelsave diffi-  to be filled in. These includél) self-consistent calculation of
culty explaining why a gap is also seen in the charge spedhe band parameters in a static striped phase;(@nuhcor-
trum, including photoemission and heat capacity. Other modporation of dynamical fluctuations into the calculation. In
els suggest that it is associated with local pair formation, as addition, (3) a more detailed analysis of just which phonon
precursor effect to superconductiviy.However, in over- modes are coupled is necessary, to see how both the smaller
doped materials, the pseudogap transition lies at a lower tenDBW gap and the superconducting gap candbe/ave. De-
perature than the superconducting transifforiMoreover,  spite these limitations, it is clear that the present calculations
these models do not explain the frequent association of thkave the ability to explain both the stripes and the pseudogap
pseudogap with structural anomalies, Ref. 13, Sections 9.1,%ithin a common theoretical framework.
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