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Resonance patterns of an antidot cluster: From classical to quantum ballistics
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We explain the experimentally observed Aharonov-Bohm~AB! resonance patterns of an antidot cluster by
means of quantum and classical simulations and Feynman path integral theory. We demonstrate that the
observed behavior of the AB period signals the crossover from a lowB regime which can be understood in
terms of electrons following classical orbits to an inherently quantum highB regime where this classical
picture and semiclassical theories based on it do not apply.@S0163-1829~97!05036-4#
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I. INTRODUCTION

In recent years the physics of electrons in semicondu
systems of reduced dimensionality has been studied ex
sively at high magnetic fields where the quantum mecha
of Landau levels gives rise to the quantum Hall effect, a
also at very low magnetic fields where many phenomena
be understood in terms of electrons following classical b
listic trajectories.1 The crossover between these two very d
ferent regimes is poorly understood; identifying and p
forming relevant experiments has been difficult and sim
theoretical models that capture the essential physics have
been formulated.

A series of experiments carried out recently in the cro
over regime have yielded intriguing results.2 The device
studied ~see the left inset of Fig. 1! was a quantum wire
defined in a two-dimensional electron gas and containin
pair of antidots, i.e., regions from which electrons are
cluded, in close proximity to each other. As a function
magnetic fieldB, the conductanceG of this device showed a
dip associated with the trapping of electrons in a closed o
encircling the antidot pair.3 Superimposed on this dip wer
Aharonov-Bohm~AB! conductance oscillations due to qua
tum interference associated with the multiply connected
vice geometry. Plot (a) at the bottom of Fig. 1 is an exampl
of such an experimental conductance trace. Within exp
mental uncertainty, the period of the AB oscillations w
independentof B,2 a phenomenon that has been difficult
understand since the area enclosed by a classical cyclo
orbit decreases asB increases. One might expect this to r
sult in an AB period that increases withB.4 Another intrigu-
ing experimentally observed phenomenon that will be
560163-1829/97/56~12!/7503~5!/$10.00
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ported here is that when the geometry of the antidots
varied smoothly by varying the voltage on the gates t
define them, an additional AB conductance peak can, un
certain conditions, appear abruptly, as if the electronic o
suddenly enclosed an extra quantum of magnetic flux. As
gate voltage is varied further, the sequence of AB resonan
~as a function ofB) soon reforms and becomes regular aga
Such dislocations in the pattern of AB resonances are
served when more than one transverse mode is transm
through the constrictions between the antidots and the ed
of the quantum wire. The independence of the AB period
the value ofB is observed both in this regime and when on
a single mode is transmitted.

This is clearly an ideal system for comparing classical a
quantum behavior. In this paper we account for its surpris
behavior with the help of computer simulations and Fey
man path integral theory. Our quantum simulations rep
duce the experimentally observed conductance dip and
resonances. We show the latter to be due to resonant tr
mission ~as distinct from resonant reflection! of electrons.
We demonstrate that the experimentally observed consta
of the AB period is an innately quantum phenomenon t
signals thebreakdownof the semiclassical picture of elec
trons following classical trajectories that is valid at lowerB.
By contrast,no breakdown of the semiclassical picture h
been found in previous work on large arrays of antido7

because in those devices3 the constrictions were much wide
each transmitting many modes. Our quantum simulati
also reproduce the experimentally observed abrupt app
ance of additional AB resonances as the antidot geometr
varied and the subsequent reemergence of the regula
7503 © 1997 The American Physical Society
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quence of conductance peaks; an explanation of this p
nomenon is also suggested.

II. THE MODEL

The model used in our quantum simulations is a tig
binding Hamiltonian on a square lattice,

H5(
m,n

amn
† amnWmn2t~am11n

† amne
ina1amn

† am11ne2 ina

1amn11
† amn1amn

† amn11!. ~1!

Herem andn label sites in thex andy directions in Fig. 1,
t5\2/(2m* d2), a5eBd2/\ @the magnetic phase factoreina

is associated with hopping in thex direction since we use th
Landau gaugeA5(2By,0,0) ~Ref. 8!#, B points in thez
direction, d is the lattice parameter,2e is the electron
charge, andm* is the electron effective mass. We ignore t
small Zeeman splitting between spin up and down. The e
tron potential energy@the site energyWmn in Eq. ~1!# was
assumed to be parabolic near the edges of the gates
define the boundaries of the wire and the antidots, and
elsewhere.Wmn was modeled as a sum of partial electr
potential energy functionsWg(u) associated with the indi
vidual gates g, with Wg(u)5EF@u2a(11sg)#2/a2 for
u,a(11sg) and Wg(u)50 for u.a(11sg). u is the dis-
tance from the edge of the gate.a is a scale of length tha

FIG. 1. Two-terminal conductanceG and AB periodDB vs B
for the device in left inset. Plot (a) @(b)#: experiment~quantum
simulation! with one mode transmitted through each constrictio
Plot (c): quantum simulation with two modes transmitted. Lar
open~full ! circles:DB for case (b) @(c)#. Small open~full ! sym-
bols: experimentalDB in one~two! mode regime. Solid line in top
panel: semiclassicalDB vs B for closed classical orbit of antido
pair; sd52.0. Left inset: Schematic of quantum wire with two a
tidots. Black and shaded regions are depleted of electrons. U
right inset: Simplified model used in analytic path integral theo
Lower right inset: Device in which the straight edges of the wire
further from the constrictions.
e-

-

c-

hat
at

was chosen to be 0.05m. sg is the dimensionless width of th
depleted region around the gate.~In this worksg51 for both
gates that define the edges of the quantum wire andsg[sd
for both gates that define the antidots.! EF5pn\2/m* is the
electron Fermi energy measured from the bottom of the b
andn53.47310215 m22 is the 2D electron density far from
the gates. As in the experiments, the distance between
outer gates that define the quantum wire in Fig. 1 was 1m,
each antidot had a lithographic diameter of 0.2m, and the
spaces between the two antidots and between the ant
and outer wire gates were 0.2m. In our simulations 100 lat-
tice sites spanned the 1m width of the wire. For a typical
value of B50.25 T this implies five lattice spacingsd per
magnetic length„\/(Be)…1/2. Thus although our numerica
results reproduced the experimentally observed behavio
the device quite well, it should be emphasized that the mo
of the system used was a moderately coarse tight-bind
lattice rather than a continuum.9

III. QUANTUM SIMULATIONS AND COMPARISON
WITH EXPERIMENTS

The electron wave functions and the multichannel qu
tum transmission and reflection matrices for the above mo
were calculated numerically using a stabilized transfer m
trix technique.10 The two-terminal conductanceG was then
obtained from the Landauer formula11 G5(e2/h)Tr(tt†).

The calculated conductanceG of the device is shown in
Fig. 1 for two values of the width of the depleted regio
around the antidots. Plot (b) @(c)# is for sd52.050 ~1.850!
for which the individual conductancesG1 of the two con-
strictions between the antidots and the outer gates are
accurately quantized to 2e2/h (4e2/h); i.e., one~two! trans-
verse modes are transmitted perfectly through each cons
tion. The constriction between the antidots is pinched off.
the upper and lower ends of the range ofB shown, the con-
ductances of the two parallel constrictions are added@as at
B50 ~Ref. 12!# and the conductance of the device is close
G54e2/h (8e2/h). However, in betweenG is depressed;
this is the dip in the conductance of the device that is
served experimentally2 due to the trapping of electrons in th
orbit around the antidots. This effect is remarkably strong
near the center of the dip the calculated conductance fall
little more than half of its maximum value. As in the expe
mental data, the calculatedG exhibits AB oscillations super-
imposed on the conductance dip, and as in the data the
tern of oscillations is much simpler when only one mode
transmitted through each constriction.@The experimental
trace (a) is in the single mode regime as is plot (b).] The
conductance dip in the simulations is at a somewhat hig
value ofB than in the experiment; we did not tune the mod
parameters for a perfect match. This should be rememb
when comparing simulations with experiment in Fig. 2 a
in the top panel of Fig. 1.

A feature of our numerical results is that the AB res
nances~when they are strong! usually take the form of sharp
peaks and smooth minima in the conductance; in the sim
case (b) the peak conductance equals the ideal value 4e2/h
for perfect transmission through both constrictions. T
means the AB resonant states give rise toresonant transmis-
sion. Trace (a) is consistent with what would be obtained b
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56 7505RESONANCE PATTERNS OF AN ANTIDOT CLUSTER: . . .
broadening a series of peaks with sharp maxima and sm
minima like those in plot (b); no kT broadening is included
in plots (b) and (c).

The locations inB of the peaks in the calculated condu
tanceG are shown in Fig. 2~a! for various widthssd of the
antidot depletion regions. The results in Fig. 2~a! are in good
qualitative agreement with the corresponding experime
data plotted against the antidot gate voltageVg in Fig. 2~b!.
In both the experiment and simulations the pattern of c
ductance maxima is simple and regular when one mod
transmitted through each of the two constrictio
(G152e2/h). But in the regime where two modes are pe
fectly or partly transmitted there are anomalies—a cond
tance maximum disappears assd increases near (sd51.8,
B50.216 T! and assd decreases near (sd51.97,B50.30 T!.
But assd is varied further the remaining conductance pea
form into a periodic pattern once again; i.e., these anoma
resemble dislocations in a crystal. The same two dislocat
are seen at somewhat lowerB in the experimental data whe
two modes are transmitted through each constriction.13 A
series of experimental conductance traces around the d
cation atB50.237 T is shown in the inset of Fig. 2~b!. Note
that in the dislocation found experimentally on the hi
~low! B side of the trapping dip in the conductance, the co
ductance peak disappears as the antidot gate voltage
comes more~less! negative. This is in agreement with th
orientation of the corresponding dislocations in Fig. 2~a!
since increasing the depletion widthsd in the simulations
means makingVg more negative.

Since the dislocations in the pattern of AB resonances
found in our simulations that are based on a model of n
interacting electrons, it seems unlikely that they are due
electron-electron interactions. However, both experiment
and in the simulations the dislocations occur when more t

FIG. 2. Positions inB of conductance maxima obtained from~a!
quantum simulations vs widthsd of the antidot depletion region
and ~b! measurements vs antidot gate voltageVg . Quantized pla-
teaus in conductanceG1 of individual constrictions are indicated
Curves are guides to the eye. Inset: Measured conductanceG @for
variousVg from 21.16 V ~top trace! to 21.32 V# vs B ~from 0.21
T to 0.26 T! around dislocation atVg521.22 V, B50.237 T.
Traces are offset for clarity.
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one mode is transmitted through the constrictions. Ind
more complex dislocation patterns are seen in Fig. 2~a! for
sd,1.7, where a third mode is transmitted. More than o
mode penetrating the constrictions should result in more t
one trapped electron orbit of the antidot pair being prese
This is consistent with the beatlike modulation of the amp
tude of the AB resonances visible in plot (c) of Fig. 1 ~two
modes transmitted!, but absent in plot (b) ~one mode pen-
etrates!. Our numerical study of the transmission probab
ties associated withindividual scattering channels that con
tribute to the total conductance of the device showed t
when two modes are transmitted through the constricti
the resonant structures in the different channels fall into t
groups. The peaks in the transmission belonging to these
groups move out of phase with each other in the vicinity
the dislocations and cancel there resulting in the disapp
ance of a conductance peak. Thus it appears that destru
interference of out of phase resonances associated wit
least two different orbits is responsible for the dislocation

The spacing of successive conductance peaks inB ~the
AB period DB) found in the quantum simulations is show
by the large open~full ! circles at the top of Fig. 1 for the
samesd as in conductance plot (b) @(c)#. DB decreases with
increasingB at low B but is stationaryat the conductance
dip. @The anomaly inDB at B52.8 T for case (c) is due to
a dislocation whose core is at (sd51.65, B53.0 T! in Fig.
2~a!.# SinceDB could only be measured in a relatively na
row range ofB at the conductance dip, the fact that th
simulations showDB to be stationary there accounts for th
independence ofDB of B that was observed by Gouldet al.2

The small symbols in the top panel of Fig. 1 show the m
suredDB for several values ofVg . The data shows som
scatter but there is overall agreement with the quant
simulations—the measuredDB also decreases with increa
ing B at low B and levels out at the conductance dip. Noti
that overallDB is insensitive tosd in both Fig. 1 and Fig.
2~a!, consistent with the insensitivity to the antidot gate vo
age found experimentally.2

IV. ANALYSIS: QUANTUM SIMULATIONS
VS CLASSICAL SIMULATIONS AND FEYNMAN PATH

INTEGRAL THEORY

The fact thatDB decreaseswith increasingB at low B
may at first seem surprising since the area enclosed b
cyclotron orbit in free space decreases with increasingB.
However, at lowB the diameter of a cyclotron orbit is large
than the distance between the gates defining the edges o
wire, so that a closedcircular orbit enclosing the antidots
cannot occur. But the constrictions between the the gates
the antidots are asymmetric; one side is curved, the o
straight—see left inset, Fig. 1. This results in the electr
wave, as it emerges from the constriction, being collima
at an angle of aboutp/6 relative to the edge of the straigh
gate14 so that a closednoncircular quantum orbit of the an-
tidots can form.

A similar collimation effect also occurs classically,14

making closed classical lowB orbits possible. We have per
formed classical calculations of such closed orbits for
same model electron potential as was used in our quan
simulations and calculated the AB phase associated w
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7506 56G. KIRCZENOWet al.
these orbits using the semiclassical result\fAB
S.C.5rm* v•dl

2eAeB. HereAe is the area enclosed by the orbit. The sem
classical AB period thus obtained for a closed classical o
is shown by the line in the top panel of Fig. 1; the semicl
sical AB period decreases with increasingB as in the quan-
tum simulations but doesnot become stationary.15 Since the
same electron potential energy function was used in both
quantum and classical simulations, the fact that the station
AB period was only found in the quantum simulations
significant: It implies that the constant AB period observ
experimentally is an inherently quantum phenomenon
signals the breakdown of the semiclassical picture of e
trons following classical trajectories that is valid at lowerB.

One can understand the effect of the confinement of
electron orbit by the edges of the quantum wire on the
period at lowB by considering a simplified model of th
device and a class of Feynman paths depicted in the u
right inset of Fig. 1. The edges of the wire are represented
infinite hard walls and the antidots by a narrow infinite b
rier. In the symmetric gaugeA5(2By/2,Bx/2,0), we pa-
rametrize the Feynman path byx5k(v/v)cos(vt),
y5(v/v)sin(vt), wheret is the time,v is the Fermi velocity,
and v5v/r . r is half of the distance between the constr
tions.k is the parameter that defines the shape of the part
lar Feynman path. The action for a closed path is then gi
by Sk5rL dt5Tm* v2(k222kvc /v11)/4, where T
52p/v andvc5euBu/m* . The action is stationary with re
spect to the shape parameterk for k5 k̂5vc /v. Thus the
stationary Feynman path is circular as expected w
vc5v, i.e., when the cyclotron radius equalsr . For lowerB,
vc,v and thereforek̂,1 and the stationary Feynman pa
is an ellipse whose areaincreasesas theB increases. This
suggests that the AB period should decrease with increa
B, qualitatively in agreement with our lowB simulation re-
sults. On closer inspection, this turns out to be correct—
propagatorU(r ,t,r ,t1T) for the set of Feynman paths en
closing the barrier is dominated byeiSk̂ /\, and therefore the
AB phase is given ~up to a constant! by fAB

'Sk̂ /\5Tm* v2(12vc
2/v2)/(4\). The AB period is

then given by 2p5uDfABu'DBudfAB /dBu or DB
'4\m* pv2/(BTv2e2); i.e., DB decreases asB increases.
More general path integral calculations that confirm t
qualitative result will be presented elsewhere.
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At higher B the cyclotron diameter becomes smaller th
the width of the quantum wire, so that the confinement of
AB orbit by edges of the quantum wire should be less i
portant. Thus at higherB one should expect the area of th
quantum AB orbit to shrink and the AB period toincrease
with increasingB. The crossover to this higherB regime
should occur when the cyclotron diameter is equal to
distance between the two constrictions at the edges of
device, i.e., within the dip in the conductance of the dev
that is due to the trapping of electrons in the orbit encircli
the antidots. This explains why the AB period in our qua
tum simulations begins to increase with increasingB at the
high B edge of the resistance peak, as can be seen in Fi
ThusDB was effectively independent ofB in the experimen-
tal data of Gouldet al.2 because that data was taken at t
crossover from the lowB regime to the highB regime,
which coincides with the trapping dip in conductance.16

As a further test of this explanation we carried out qua
tum simulations of transport in a similar device in which t
straight edges of the quantum wire are further from the c
strictions and should have less of an effect on the AB orbi
the lower values ofB. This device is depicted in the lowe
right inset of Fig. 1. As expected from the above argume
in our simulations of this device the AB period increas
with increasingB throughout the range ofB in which AB
conductance oscillations were present. Experiments
Hirayama and Saku17 on such a device also found the A
period to increase with increasingB, lending further support
to the above theory.

V. CONCLUSIONS

In conclusion, we have shown that the observ
Aharonov-Bohm resonance patterns of an antidot cluster
be accounted for by quantum simulations and have dem
strated that the previously unexplained constant period of
resonances signals the crossover from a classical ball
regime at low magnetic fields to an inherently quantum
gime at higher fields. The crossover from classical to qu
tum ballistics should be an interesting new field of study.
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