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The alloying of isomorphid. 1, ferromagnetic CoRt MnPt, and antiferromagnetic Fefyields pseudobi-
nary (M,_,M,Pt;) compounds whose magnetic phase diagrams display paramagnetic, ferromagnetic, antifer-
romagnetic, spin glass, and reentrant spin glass regions, depending on concentration and temperature. We show
that it is possible to reproduce many features of these phase diagrams, namely, the Curielaetplera-
tures, using a simple Ising Hamiltonian, treated in the pair approximation of a square cluster-variation method,
with only three dominant magnetic interactions betwedrel@ments, the magnetic role of Pt being neglected.
The homoatomic interactionSy;y, Jusm+) are given by the magnetic transitions of the binary compounds,
whereas the heteroatomig,,,. interaction is either parametrized or fitted and left free to vary with concen-
tration.[S0163-18207)01225-3

The three magnetic phase diagrams of themodel has to be considered as a first step to treat real alloy
(Co_xMn,)Pt, (Co,_4Fe )Pk, and(Mn,_,Fe)Pt; pseudo-  systems with competing magnetic interactions and, as a fur-
binary systems that result from alloying either two ferromag-ther interest, to show also its validity limits. First the model
netic CoP§ and MnP§ compounds or one ferromagnetic is rapidly described. Then it is applied to the three sytems in
(CoPg or MnPg) and one antiferromagnetic FgPtom-  two steps. In the first step the homoatomic exchange interac-
pound have been experimentally determihetiThese phase tions @um, Jw'um:) are deduced from the Curie or dle
diagrams_are shown in Fig. 1. Although the_binary COM-temperatures of the binary compounds and the mikgg
pounds display collinear ferromagneti€) or antiferromag-  ipteractions are introduced to reproduce the transition tem-

netic (AF) structures, all the terary systems display dISOr'peratures of the ternary phases. This first step illustrates the

dered spin states such as reentrant spin JRS&) or spin L . : .
oo . limits of the model showing that a constahj+ interaction
glass(SG) states within given temperature and concentration g M

ranges. Typical features of these phase diagramsiatbe Is not able to reproduce the main features of the phase dia-

occurrence of RSG phases at low temperature below the feE_rams. In the second step the heteroatomic interaction is let
romagnetic phase iiCo-Mn)Pts, (ii) the occurrence of a ree to change with the concentration. The obtained results

pure spin glass phase separating the ferromagnetic side frofipStrate the fact thalyy+ changes its sign roughly over the
the antiferromagnetic one ifCo-FePt; which is not ob- concentratl_on range Wh_ere st_rong frustrateo! SG or RSG
served in(Mn-Fe)Pt, and i) the presence of RSG phases phases eX|§t. Outside th!s region, where collinear F or AF
on the ferromagnetic side in the last two systems. In terms gprders dominate, the Curie or Bletemperatures are more or
frustrations, théCo-FePt; would be the most frustrated one €ss well reproduced with a constant valuelgfy . showing
among the three systems with the presence of a SG phase féyat the model works well for collinear systems, except for
0.55<xr<0.8. In previous experimental repoftésome of  the (Co-Mn)Pt; system whose behavior is specific.
us have argued that the observed frustrated phases could re-The model developed by Mitra and Ghatapplies to
sult from a competition between pair exchange interactionslisordered magnetic binary systems with competing ferro-
with different signs. In order to see what the significant mag-magnetic and antiferromagnetic exchange interactions that
netic interactions are really that drive the observed magnetidisplay at low temperature unusual magnetic behaviors,
phase diagrams, we present the results of a simulation modelarked by reentrant magnetic phase transitions, spin glass
for Ising spins treated in the square approximation of agphase, etc. It was recently applied by Basu and GRatak
cluster-variation method using only pair correlations. Thisternary A,_,B,),_,C, systems wher€ is a nonmagnetic
method was first developed by Mitra and Ghétésr de- element, aiming at simulating magnetic behavior of metallic
scribing magnetic phase diagrams of binary disordered sysjlasses, in particular transition-metal-metalloid glasses. As
tems. the magnetic moment of Pt, deduced from neutron diffrac-
We are aware of the oversimplification introduced intion measurements, is either zero in FeFRef. 6 or small
treating the spin systems as Ising spins but the chosen Isimpmpared to the & moments in CoRt (Ref. 7 and in
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FIG. 1. Experimental magnetic phase diagramgQ@d-Mn)Pt,
(a), (Co-FePt; (b), and(Mn-Fe)Pt; (c), according to, respectively,

Refs. 1-3.

be treated as theA;_,B,);_,C, systems withC=Pt, and

J FIG. 2. Simulations of the Curie temperatures of the
(Co,_yMn,)Pt; compounds with different values dt, _u, given

in the picture, compared to the experimental val(dezk circles.
The J values are normalized to the Curie temperature of MnPt

B atoms are taken equal to zero in Ref. 5, our problem con-
sists of solving the case where=0, that means to treat an

M, _,M, alloy disordered on a simple cubic lattice as in Ref.

4 with only three dominant magnetic exchange interactions
(Imm» Imrmr» andJdym). Such an approximation is further-
more justified as, in these pseudoalloys, the shortest distance
between 8 neighbors(0.35 nm) is large compared to the
usual nearest neighbor distan¢®25 nn) in bce or fcc me-
tallic alloys. No chemical order has been observed until now
between &8 atoms. Conversely, to treat the disordered case
that we have not yet undertake@,atoms should be consid-
ered. It is clear that any disorder between Pt dhdtoms,

by introducing 8l pairs of nearest neighbors, has drastic con-
sequences on the magnetic properties. For example the fer-
romagnetism disappears in Mnftwhereas ferromagnetism
appears in FeRtwith disordering® Departures from stoichi-
ometry may have similar consequences. It is the reason why
the study of the magnetic properties of these ternary systems
has to be strongly correlated to a thorough control of their
structural state. For example, the Curie temperature of the

stoichiometric MnP§ as thoroughly checked in Ref. (%50

K) is clearly higher than that given by Ref.(390 K) when
it corresponds to the exact stoichiometry. However, the pres-

ence of defects such as antisites or antiphase boundaries can-
not be totally avoided, and one should have in mind that such
MnPt,2 the pseudobinary systems we are interested in cadefects in changing the local environments of atoms may

introduce perturbations in the basic magnetic properties, giv-

M, M'=A or B andr=0.75. Let us recall that the atomic ing rise in some cases to mixed F and AF phases as indicated

structure of these compounds, when ordered, id theone,

in Figs. 1b) and Xc).

where the 8 magnetic atoms occupy the corners of a cube For example, the case of FePtas been investigated in
and are in position of second-nearest neighbors of the fcdetail by neutron diffractioi. The basic magnetic structure
lattice, whereas the Pt atoms occupy the centers of the culié stoichiometric and ordered FepPis the[330] AF order
faces. The 8 atoms have 12 Pt atoms in their first shell of with a Neel temperature of 160 K. The atomic disorder and
neighbors and 8V or M’ atoms in their second shell of (or) the presence of APB’s introduce either thg00] AF

neighbors. As the exchange interactions betw@eandA or

order with a Nel temperature of 80 K or ferromagnetism,
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FIG. 3. Simulations of the Curie and Betemperatures of the Concentration Concentration
(Co, _,Fe)Pt; compounds with different values df;, _g., com-
pared to experimental values  (circles andTy (triangles. The FIG. 5. Prototype phase diagrams calculated with a constant
J values are normalized @ of CoPt. Jum value of —0.1 and different negative values of the ratio

Inmr I Ium -
but all observed magnetic orders are collinear. Both AF tran-
sitions observed ifCo-FePt; system are indicated on the 1
phase diagram of Fig.(lb). In the following simulations, we H=-— ZZ Jijsizsjz—hzi: Siz, (1)
will retain only the main trends of the phase diagrams. !

As described in Ref. 5, the alloy is modeled by an ISIngWhere the Ising spi;, at theith site takes the valug 1 and

Hamiltonian: h is an external magnetic field. The exchange magnetic field
Jij takes three valuedyp, Jag, andJgg for magnetic bonds
A-A, A-B, andB-B, respectively and it is zero when@
MoyFe, Pty atom participates in the formation of the bond. All the ex-
change interactions can be ferromagnetic or antiferromag-
450 ' ' ‘ netic in nature. The model is then treated using the cluster-
400 | e a4 Exp | variation methodCVM) developed by KikucKiand applied
by Ogucht® to magnetic systems. This approximation in the
350 ° . calculation of the free energy involves the decomposition of
1.0 the system intdN building blocks and the use of an effective
v 300 0.0 ) i field as a variational parameter. The building blocks are
E 250 ) 4 taken as squares of four atoms, in which atomic bonds are
® exactly counted assuming a random distribution of atoms in
g 200 r ~1.0 A 4 1 the block. AsN decreases, the free energy tends to its exact
% 150 L —10 “N value. This approximation, called the square approximation
= of the pair CVM, is quite better than those most often used to
100 |- 1 calculate the free energy of Ising or Heisenberg spin systems
0.0 which do not go beyond the Bragg-Williams approximation.
50 - 1.0 4 The case treated by Basu and Ghatak in Ref. 5 was limited to
o } . ‘ ‘ ferromagnetic interactions fary, andJgg and to a unique
0.0 0.2 04 06 08 1.0 and smalllgg/Jaa ratio of 0.1 whereas phase diagrams were
simulated for varioug 5g from positive to negative, a nega-
MnPt; Concentration (Fe) — FePt, tive value ofJ,g being necessary to introduce frustrations,

i.e., SG or RSG phases. Different situations were treated in

FIG. 4. As in Fig. 3 for the (Mp_,Fe)Pt compounds. The  Ref. 4 by Mitra and Ghatak.
values are normalized fb. of MnPt=450 K. This value, given in To apply this formalism to our alloy systems, we have
Ref. 1, which is slightly different from that of Ref. 3, is that which only to change the number of nearest neighbansf(om 8,
corresponds to the exact stoichiometry we have used in our simtthe value they have arbitrarily taken, to 6, which corresponds
lations. to the number of nearest neighbors on a simple cubic lattice.
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In order to see how this model works when applied to real
alloy systems, we have limited our application to the calcu-
lation of the Curie and Nal temperatures whose expressions

are given in Ref. 5, but not to the calculation of the spin glas§at

transitions that is implied to calculate the zero-field suscep-
tibility and the nonlinear susceptibility. In the simulations all
theJ values are normalized to the highest transition tempera-
ture of the considered system.
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FIG. 6. Prototype phase diagrams calculated
with a constantdyy//Jym ratio of —0.555
[case of(Mn-Fe)Pt;] for three values oflyy:
[0.1, 0, —0.1, respectively in(@), (b), and (c)]
illustrating the great sensitivity of the phase dia-
gram to the sign oy .

II. RESULTS WITH Jyu: FREE TO CHANGE

WITH CONCENTRATION

Results are collected in Figs. 7—9 where both the simu-
ed and experimental phase diagrams are represented to-
gether with the fitted concentration dependencd,gf,. In

the (Co-Mn)Pt; system, the amplitude of variation 8w

is small but the concentration range whekg, varies is
broad. Surprisinglylcoumn IS positive on the Co-rich side and

negative on the Mn-rich side, whereas the most frustrated

I. RESULTS WITH A CONSTANT Jywm: VALUE

side of the phase diagram is the Co-rich side: the maximum
of TRSG peaks at GgMn, ,Pt; and no canted spin states are

. . observed at lowT on the Mn-rich side for 0.&xy,<1.
_Resullts for the(Co-Mn)Pt; phase diagram are shown in ajthough developed initially by Basu and Ghatalo de-
Fig. 2. It corresponds to the case treated in Ref. 5 Withyine 5 similar situation, it appears that, when applied to a

Jcoco@ndJynmn both positive. The best fit is obtained with a
small and negative value afcoy,=—0.0437. A negative
value of Jeoumn IS expected to introduce the frustrated bonds

that originate the occurrence of reentrant spin glass phases at

low temperature. Considering the curves of Fig. 2 in detail it
appears that the fit is better on the Co-rich side with
Jcomn=0.2 and on the Mn-rich side witBcgy,=—0.2, in-
dicating a trend for a change dg,y, with composition.

Results for the(Co-FePt; and (Mn-Fe)Pt; phase dia-
grams are shown in Figs. 3 and 4. It is clear that it is not
possible to reproduce both ferromagnetic and antiferromag-
netic sides of the phase diagrams with a unique value of
Jcoee OF Iunre Which would be positive on the ferromagnetic
side and negative on the antiferromagnetic one.

Moreover, in order to check the influence of the coexist-
ence of two antiferromagnetic orders in FgPtielding two
different values of)r.g., We have varied.g.Over a large
range including the values corresponding to the twa@INe
temperatures. Results are shown in Fig&)55(d) for a
value ofJcomnyre= —0.1. Itis hard to distinguish any differ-
ence between the four different diagrams calculated for
Jrere= — 0.2, —0.355, - 0.5, and—0.75, respectively. This
indicates that the influence afr.r. ON the concentration
ranges of existence of ferromagnetic and antiferromagnetic
regions is small. Conversely it is the effect of the mixed
interaction which is important. This is illustrated in Fig. 6
whereJyu andJy - interactions are fixed to those of the
(Mn-Fe)Pt; system. It is clear that the stability limits of each
phase and the occurrence of reentrance are strongly influ-
enced bydyu/. This point had been already outlined by Ref.
4. 1t is the reason why in the following step we limit the
simulations to varyingdywm:, the value ofJgee being ad-
justed to the highest N temperature.
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real system, the model is too simple for the case where the
frustrations are only expressed by reentrant SG phases.
In the (Co-FePt; system(Fig. 8), the agreement between
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FIG. 7. Theoreticalcontinuous ling and experimentalcircles

(Co-Mn)Pt; magnetic phase diagrams and concentration depen-
dence ofdun corresponding to the best fit.
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simulated and experimental phase diagrams is excellent ohunre Changes its sign, has been missed by the authors of
both sides of the phase diagram. The decrease of the Curfeef. 3.
temperature is well reproduced withlcore=0.6 for To conclude, it is clear that the Ising Hamiltonian model
0=<Xg=0.52 and the variation of the etemperature fits we use was not expected to yield a description of RSG and
well with Jeore= —0.67 for 0.8<xg.<1. The intermediate SG canted spin states. But it shows that, when collinear F or
concentration range (0.52:=<0.8) whereJc,. Changes AF orders dominate, this model is able to reproduce the high
progressively from 0.6 te-0.67 corresponds roughly to the temperature stability limits of the collinear magnetic orders,
occurrence of the spin glass region where there is a strongamely the Curie or N& temperatures, with these
canting of the magnetic moments. It means that when collingoncentration-independant exchange interactions. We be-
ear orders dominate, this Simp|e model works well with Con-"eve that our S|mp||f|ed approach works well in these or-
stantJcoco, Jrerer @NdJcore Values, but with @core value  dered M,M')Pt, compounds because thel Zitoms have
which is positive on the ferromagnetic side and negative Offarge magnetic moments and occupy a unique position-
the antiferromagnetic side._ In that system the region of OCnerg of the fcc lattice, yielding predominant large direct
currence of the canted spin stat#8SG32 does not corre-  “gxchange” interactions that overcome the long-range spin-
spond to a variation odcre. spin correlations as mediated by the electron conductions in
Roughly the same conclusions held for thén-Fe)Pt;  the RKKY model™® This situation is different from that usu-
system except over the narrow concentration rangeyjly observed in binary frustrated metallic alloys as de-
(0.6<Xyn=<0.7) whereJyre changes its sigiFig. 9. Over  scribed, for example, in Cu-Mn by Lingt al1* Let us men-
that concentration range the experimental phase diagram dgon to conclude that a real interest in studying these
termined by Ref. 3 displays a continuous transition |in6(|\/|,|\/|’)pt3 compounds with competing magnetic interac-
through the ferromagnetic to the antiferromagnetic regionjons is the possibility to explore the magnetic behavior over
with a multicritical point forxg.=0.67 andT=200 K. No  the whole concentration range from the ferromagnetic side to
spin glass phase has been observed between the ferromage antiferromagnetic one, by staying inside the same crys-
netic region and the antiferromagnetic one, but a RSG phasgjlographic structure, without significant volume change. A

is observed below the Curie temperature forsjmilar study is not possible in most of metallic binary al-
0.47<xr<0.67 indicating the presence of frustrated spinjgys.

states. In most similar systems resulting from alloying ferro-
magnetic and antiferromagnetic phases the presence of a
RSG phase below the ferromagnetic state announces the
proximity of a SG phasésee, for example, Refs. 11 and)12

as it is the spin glass phase that is the reentrant phase. Due to The contribution of F.A.-G. was supported by DGICYT
the difficulties in getting stoichiometric and well-ordered Grant No. SAB95-0390, CNRS-CONACYT Grant No.
samples, it is possible that the existence of a spin glass rd64922A (France-Mexico, 1995 and CONTACYT Grant
gion, over the narrow concentration range 0.6—0.7 wher&lo. 961015(Mexico).
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