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Microscopic dynamics of ACg, compounds in the plastic, polymer,
and dimer phases investigated by inelastic neutron scattering
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We present inelastic neutron-scattering results A@g, (A=K,Rb,C9 compounds. The spectra of the
high-temperature fcc phases strongly resemble the ones of prisgijia @e plastic phase. At equal tempera-
tures we find identical rotational diffusion constants for pristing &d RhCgo (D,=2.4 10:°s™* at 400 K).
The changes taking place in the inelastic part of the spectra on codlipgindicate the formation of strong
intermolecular bonds. The buildup of intensities in the gap region separating internal and external vibrations in
pure Gy is the most prominent signature of this transition. The spectra of the low-temperature phases depend
on their thermal history. The differences can be explained by the formation of a polymer (ppaseslow
cooling from the fcc phageand a dimer phas@ipon fast cooling respectively. The experimental data are
analyzed on the basis of lattice dynamical calculations. The density-of-states are well modeled assuming a
[2+2] bond for the polymer and a single intercage bond for the dimer. Indications for different intercage
bonding are also found in the internal mode spectra, which, on the other hand, react only weakly to the charge
transfer. The dimer phase is metastable and converts into the polymer phase with a strongly temperature-
dependent time constant. The transition from the polymer to the fcc phase is accompanied by inelastic precur-
sor effects which are interpreted as the signature of inhomogeneities arising from plastic monomer regions
embedded in the polymer phase. In the polymer p#eSg, compounds show strong anharmonic behavior in
the low-temperature region. The possible connection with the metal-to-insulator transition is discussed.
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[. INTRODUCTION ties depend crucially on the alkali ion. For Rbg, and
Cs;Cgp a metal-insulator transitiotMIT) is observed at 50
Among the alkali-metal-doped ¢ crystals theACgq,  and 40 K, respectivel§In the case of KCg, the situation is
compositions A=K,Rb,C9 show exceptionally rich phase less cleat! While electron spin resonand&SR experi-
diagrams due to solid-state chemical reactions. These reaments seem to indicate that;K 4, stays metallic down to
tions lead to the formation of strong covalent bonds betweetowest temperatures resistivity measurements come up with
the Cg, molecules in contrast to the usual intermolecularindications for a metal-to-semiconductor transition near 50
bonding via van der Waals and Coulomb for¢es., inA;C K. The experimental observation of a MIT in RBg, and
60 andAgCgo compounds In order to understand the physi- Cs;Cgy spurred several theoretical studies. First-principle
cal properties of these fulleride phases a large variety oflensity functional calculatioh favor a three-dimensional
investigational techniques have been applied. The structur&BD) antiferromagnetically ordered ground state, while a
parameters have been resolved using x-ray diffractibit ~ semiempirical tight-binding mod&icomes up with a critical
elevated temperatures=(450 K) the AC¢, compounds crys- dependence of the electronic behavior on the degree of
tallize in a fcc structure with the alkali ions fully occupying conjugation present in the interggbonds. So far, the ex-
the octahedral vacancy sites. perimental evidence does not permit us to draw a definite
Upon slow cooling the fcc structure converts into anpicture of the electronic ground state in the orthorhombic
orthorhombic structure, in which theggmolecules combine phase. While the muon-spin-relaxatigMSR) measurements
to form linear polymer chains®’ The polymer phase is ther- on Rb;Cg, done by Uemurat alX* are interpreted as being
modynamically stable at room temperature and, in contrast toompatible with a spin-density-wave state, MacFarlane
other alkali fullerides, may be exposed to air. In®s, the et al,’® using the same experimental technique, claim that
situation is more complex than outlined above due to the facthe magnetic structure must be more disordered. The same
that the fcc phase becomes thermodynamically unstable beonclusion is reached by Cristofolirit al!® investigating
fore the polymer formation sets in. This leads to the intercaCs,Cgy With MSR. Neutron-diffraction experiments on
lation of an intermediate phase which is thought to consist oRb,Cg, powder at 100 and 10 K do not show differences
a continuous lattice featuring 4Cq, and K-free regions.  which could be interpreted as signatures of 3D magnetic
Spin susceptibility, optical conductivifNMR,®*°and resis-  ordering'’ The NMR data by Brouegt al 8 support antifer-
tivity measurementsidentify the polymer phases at room romagnetic fluctuations up to room temperature and the oc-
temperature as metallic. The details of the electronic propereurence of an antiferromagnetic spin-flop phase below 25 K.
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If the ACqq crystals are sufficiently rapidly quenched slightly different route, producing homogeneousCgq
from the high-temperature fcc phase the polymer formatiorsamples by annealing stoichiometric quantities qf @nd
is suppressed. The diffraction patterns of this new phase sigh;Cg, powders at T~ 650 K for several days. Despite the
nal the existence ofCg), > dimers®*® The electronic sys- fact that A;Cg, compounds are stable with respect to air
tem of the dimer phase shows a transition from diamagnetiexposure the samples were handled in an inert gas atmo-
to paramagnetic respondeAt least in K;Cg, the dimer sphere and sealed into air-tight, cylindrical aluminium con-
phase seems to convert into the polymer phase via an intetainers. The RpC4, and C5Cgy polymer phases were pro-
mediate fcc phast. duced by a slow cooling to room temperatufeT). The
Indirect confirmation of the polymer and dimer formation phase purity was checked by x-ray diffraction. Sample quan-
has been provided from optical spectroscopy. Rat&mnd tities of the order b1 g were investigated. To obtain the
infrared measuremerifsshow strong variations of the g  dimer phases the samples were quenched from 450 to 77 K
intramolecular excitation spectrum which can only be underand then immediately transferred into the cryostat of the in-
stood by a breakdown of the icosahedral symmetry causestrument. During the transfer the temperature was continu-
by the formation of inter-G, covalent bonds. In the polymer ously monitored and at no time exceeded 200 K.
these bonds are thought to correspond f2-82] cycloaddi-
tion involving double(6,6) bonds on adjacent & molecules B. Spectrometers
in analogy to the photét and pressure-induc&dpolymer-

ization of pristine G, while the type of bonding seems to The INS experiments were done using two spectrometers:

depend crucially on the charge state in the case of ththe cold neutron time-of-flight instrument IN6 at the high-
P y 9 flux reactor of the Institute Laue-Langevin and the thermal

: 23,6 .
dimer: . . neutron time-of-flight instrument DN6 at the Silogactor of
The present study intends to contribute towards a deep%e CENG. both situated in Grenoble. France

understanc_]mg_ of the o_lynamlcal Processes taking place in The instrument IN6 was chosen for several reasons. Due
these fascinating materials. Inelastic neutron scattéii\g)

neutron experiments are not restricted to the vicinity of th
zone center. As, in addition, all excitations are allowed, w
are able to extract the vibrational density-of-statéBOS).

Sheir precursors in great detail. The energy region of particu-
Sar interest between 0.5 meV and the first intrgg€xcitation

The most direct information about the bonding ofg@nol- around 30 meV can be covered in neutron energy gain mode

: . . (up-scatteringdown to temperatures of about 200 K. At the
ecules is contained in the low-frequency part of the SpeCtr.aSame time the energy resolution is sufficiently good to ob-

Vgnl_shlng |£1;cen5|tles in the region between 8 Q”d 33_’ meV "Serve in detail the softening of modes in the Debye region.
pristine Cs5~" reflect the fact that we are dealing with two The incident energyE; was chosen to be 4.75 meV. Data

different energy scales. These scales are set by weak int jere collected in 235°He counters covering the angular

molecular van der Waals and' strong mtramolecular COVaIenrange from 10 to 113°. These angles translate into an elastic
C-C bonds, respectively. This separation of scales breaks

1 -1 ;
down upon polymerization or dimerization resulting in a fill- Wavevector range of 0.3 A'<Qg=2.6 A"". The elastic

. o - ... _resolution amounts to 17@eV full width at half maximum
ng of the gap. The spectral Q|str|but|on gf the gap |_ntgn3|t!es(FWHM) when time—focugng on the elastic line. Both time-
is closely related to the particular bonding. Quantitative m_focusing on the elastic line and in the inelastic region was

formation about the bond strengths can be obtained by fised to optimized resolution as a function of energy transfer
comparison with model calculation. The changes of the spec- P . crgy :

; : o The thermal instrument DN6 was used in order to
tra with temperature shed light on the phase transition omplement the results of IN6 for larger values(up to 7
mechanisms. Precursors of these transitions are, in particulaz,_lp t hew=0) and also to invest 3[ the int rr?al mod
to be expected in the Debye region. As the transitions ar at hw=0) 0 to investigate € ode

associated with a change in orientational ordering — such apectrum with better resolution. The 36_¥He counters were
in pristine Cs.2°— libronic excitations may be expected to positioned such as to cover the scattering angles from 24° to
soften when gpproachinﬁc 100°. Experiments with three different incident enerdigs

The paper is structured as follows. In Sec. Il we giveWere performed: 17.4 MeVoEeasic~ 0.8 meV FWHM us-

details about | tion, ; tal setup, H g PGO002, 45.0 meV §Egasii=3.0 meV FWHM us!ng
etails about sample preparation, experimental setup, a U111, 70.0 meV 6E, 45 meV FWHM using

data analysis. The discussion of the experimental result .
4 P G004. Both the neutron energy gain and Idgewn-

starts with the lattice dynamics of the fcc, polymer, and ; i  th loited
dimer phase. External modéSec. Il and internal modes Scattering sides of the spectra were exploited.

(Sec. IV) will be treated separately. The insight gained there )

then allows us to study the structural phase transitions in Sec. C. Data analysis

V. The final part of the paper is devoted to the dynamics at The time-of-flight spectra are corrected for background

low temperatures and its possible connection with the MIT.scattering and are properly normalized to both the incoming

flux and a vanadium standard. After corrections for the en-

Il. EXPERIMENT ergy dependence of the detector efficiency the scattering law

S(26,w) is obtained. S(26,w) can be converted into

S(Q,w) using an adapted interpolation scheme.

ACg, samples can be obtained by the reaction of alkali The vibrational density-of-staté¥DOS) is a particularly
vapor with GCgy at elevated temperatures. We followed auseful quantity for studying lattice dynamics. The VDOS is

A. Sample preparation
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} FIG. 2. Symmetrize®(Q, w) for Rb,Cgg at 400 K in the quasi-
: elastic region E;=17.4 me\. Points correspond to the experimen-
L tal data: open squares 2.5°A, full squares 3.0 A%, open lotzgens
0 Sapanad il a4 Mt A 3.5 A1 and full lotzgens 4.0 A1. The lines correspond to Lorent-

0 20 40 60 80 100 120 140 zians(see Eq. B convoluted with the instrument resolution.

Energy [meV] fullfilled for o> 2 meV. The reason for this behavior is to

FIG. 1. Inelastic spectrum of R4 at 350 K (E;=4.75 meVf be found in the rather peculiar shape of thg,@olecule,
after summation over detectors and conversion to en&®@xp): reminiscent of a hollow sphere, leading to dynamical form
experimental resultZ(theory: spectrum calculated using the self- factors for the librational modé%?® which are practically
consistently determine@(w) as input;Z,: calculatedn-phonon  zero forQ values smaller than 2.5 AL, When performing
contribution to the spectrum. The mean square displacement ithe incoherent approximation a too restric@dange, there-
(u?)=0.038 A2, fore, excludes the libronic excitatioffsfrom the obtained

GDOS.
directly related to the one phonon part of the incoherent scat- G(w) is always a well-defined function and offers a con-
tering function®® As, however, both the alkali and carbon cise way of presenting the experimental data which accounts
atoms are coherent scatterers we are obliged to invoke ttfer the Debye-Waller and Bose factor variations and corrects
incoherent approximatidh in order to extract the VDOS for multiphonon contributions. The incoherent approxima-

from the INS spectra, i.e., we assume that tion enters only when identifyinds(w) with the actual
5 5 GDOS.
J'QmaX( d%o dQ~ QmaX( d°o ) dQ A large part of the discussion will be done presenting the
Quin \ d(fiw)dQ oh Qi \ d(fiw)dQ inc data in the form ofw 'y"[w], where x"[w] denotes the

1) generalized susceptibility. To improve the data statistics in-
. . ) , tegration is again carried out ovér. We would like to point
for a sufficiently IgrgeQ sampling. The right-hand S|_de re- out that due to thi€) integrationw x"[w] is instrument
fers to a hypothetical incoherent sample. Thiw) obtained  jependent, which poses no problem for the relative compa-
from the INS data is a generalized vibrational density-of-(isions we will do. To a first approximation the quantity

states(GDOS), which differs from the actual VDOS in that o~ 1y"[w] is proportional tow?G(w) as Debye-Waller and

the contributions of the different ions are weighted with theirmultiphonon corrections partially compensate each dther.

scattering powersa/M. Multiphonon contributions to o~ Ly"[w] is in direct connection with the actual experimen-
S(Q,w) are determined self-consistently. It turns out that theiy| gata

multiphonon contributions to the spectra are negligible in the
low-frequency intermolecular regior<(2% at 4 meV and o Y w]xT 1(w) for ho<<k,T. 2)
350 K for the IN6 datg. They, however, become important
for the molecular excitations at higher energies due to thd he relative errors in the data are thus preserved. In addition,
increase inQ. For example, at 350 K the multiphonon con- @~ 'x"[w] is well suited even for systems featuring diffu-
tributions in the IN6 spectra are of the same order of magsion processes while the concept of a density-of-states be-
nitude as the one-phonon part for energies above 100 metomes doubtful in this case.
(see Fig. 1L As the multiphonon contributions involve a
folding of the density-of-states they contribute a broad back- Ill. MICROSCOPIC DYNAMICS
ground distribution which hardly alters the peak positions. IN THE LOW-FREQUENCY REGION

The validity of the incoherent approximation can be
checked by comparinG(w) as obtained from different sam-
pling regions inQ space. For RPC4, we find that as long as The high-temperature T>400 K) INS spectrum of
Qmad @) exceeds 3.0 A G(w) is only weakly dependent Rb;Cg, resembles strongly the one of pristingdG i.e., it
on theQ range exploredapart from changes which can be features broad quasielastic contributions at low frequencies
traced back to differences in energy resolutidn the case separated from the spectrum of intramolecular vibrations by
of the IN6 experiments using; = 4.75 meV this conditionis a well-pronounced gap. In Fig. 2 we show typical spectra of

A. fcc phase
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L the small extra scattering from the Rb ions the elastic signals
have exactly the same absolute strength.
It has been shown recentfyby INS experiments on
. o o O single crystals of G that short-range orientational order
8 < o % - may persist above the se fcc transition, although the pow-
i o 1 der results agree well with the predictions of a continuous
I . | rotational diffusion modet>*° Short-range orientational or-
4l D-._2_{}- - i der in Rh Cgo can be ruled out on the basis of the elastic part
oo of the powder spectra. The coherence length of about 40
+ 1 A found just aboveT, in pristine Gy, diminishes rapidly
1 with temperature. As observed in the temperature range from
260 to 400 K this loss of orientational order leads to a de-
cline of the elastic intensities beyond what is expected from
the decrease of the vibrational Debye-Waller factor. At 400
1 K orientational order can be excluded in fcgdC Therefore,
= 1 if short-range orientational order were present in fcc
Rb;,Cgo then the absolute strength of the elastic signal
1 should exceed the one ofgg This, however, is not ob-
. . ] served experimentalf3
D-:"j{h' n ¥ ] The fast reorientation of the §g molecules in the absence
o D'EI-' ] of short-range orientational order may strongly favor the po-
e - L . lymerization process by bringing togethegdInolecules in
0 2 4 6 all possible relative configurations. Among those configura-
QA" tions the ones featuring paralléd,6) bonds then can evolve
into the formation of covalenf2+2] cycloaddition bonds®
FIG. 3. Pseudolinewidth (Q) and intensityl (Q) for Rb;Cgoat  This scenario is the more intriguing as the fast rotation rates
E‘OO *Eafsg’btaé”i‘_’ bg fiﬁi}”g Lorer_1tzians| to thf experimenltlal ‘_j‘:]‘t"’}n fcc ACg, coincide with rather short inter-gg distances.
see Eg. an 1g. 4. e experimental results agree well wit H H H
the predictions of a rotational diffusion model. The diffusion con- gnstﬂlztaczceﬁggfr;gemgrfjoe?;igrse?r?rgr?;%ég g:g;an;)s/ n
stant comes out aB, = 2.4 10_10 s~1. The different symbols cor- due to theopresence of Coulomb attractionsAiéGo. The
respond to measurements using IN6 at 4.75 nfepen lotzgens . . . LY .
DNG at 17.4 meV(open squarés and DN6 at 45 meV(full essential dlffe_rence leading to the pqumenzatlorA@GO is
squares not _of dynamical but quantgm-chemlcal nature. The energy
barriers for polymer formation are too high for uncharged

i ) i , , Cgo molecules in their respective electronic ground states.
the quasielastic region. For a giv€nthe symmetrized scat-

tering law can be well parametrized by single Lorenzian
functions(folded with the instrument resolutign B. Polymer phase
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Cooling RbCgy samples slowly from the high-

r/2 temperature phase leads to the formation of one-dimensional
(3)  polymer chains. Following the discovéhof photopolymer-

ization in pristine Gg several theoretical calculations for the

zone center modes of neutral £ chains were
The so obtained intensitie$(Q) and pseudolinewidths performed®”~3° A comparison of the theoretical predictions
I'(Q) of the quasielastic signal are shown in Fig. 3. Datafor the low-frequency region with experiment turns out dif-
from three experimental setugN6 at 4.75 meV, DN6 at ficult in the absence of INS data due to the weak optical
17.4 and 45.0 me)/have been combined in order to cover activity of the intercage modes. The range obtained by the
the wave vector range from 0.3 A<Q<7 Al The first-principles calculations of Adamset al. for [2+2] cy-
mapping of the data was achieved by a vanadium standardloadded neutral g, molecules (10 me¥Aw<20 meV)
The results agree well with th€Q) andI'(Q) obtained by agrees well with our INS results on charged chains in
fitting Eq. (3) to the exact theoretical expression of a rota-AC4,. A further going comparison is not possible at the
tional diffusion modeP>?°The only free parameter of such a present stage as the calculations are limited to the zone cen-
statistical model is the diffusion constant, which becomes foter modes while the experimentally determined vibrational
the present casB,=2.4 10°s ! (Rb;Cqo at 400 K. This  density-of-states contains particularly large contributions
means that, as in pristineggabove its sc— fcc transition, from the zone boundary modes.
we are dealing with a plastic crystal phase. For comparison, To obtain a better understanding of the low-frequency lat-
D,=1.8 10° s7! for pristine Cy at 300 K. To check tice vibrations we have, therefore, carried out lattice-
whether the presence of the Rb ions in,RR, has any in- dynamical calculations for RICg, using a hybrid model
fluence on the rotational relaxation time we repeated the which combines force fields and potential-derived atom-
measurements usingggpowder. At 400 K the quasielastic atom interactions. In previous studies of the low-frequency
part of the spectra of g and Rb Cg, turns out to be indis- part of the lattice dynamics of & and A;Cgq We have
tinguishable within the experimental errors and apart fromadopted an external mode approdtihis approximation,

|
&(Q.w)=;m-
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TABLE I. Van der Waals parameters for the different type of | | | |

0.008 i \ i
bonds. We use a Lennard-Jones parametrization of the form I ' _
V(r)=D[(a/r)?=2(a/r)°]. | a: —e—Model 1 | -
Bond o (R) D (meV) 0.006-] ——0— Experiment
Cc-C 3.82 2.85 i
Rb-C 4.42 1.3
Rb-Rb 511 1.95

GDOS [meV' "]
e
(e}
o
N}

which treats the G molecules as rigid bodies and ignores
any intramolecular vibrations, works well as long as the fre- 0.002-
guencies of the external and internal modes are separated b
a sufficiently large gap. For the polymer phase, this condition .
is no longer satisfied. Therefore, in the calculations presented
here, all C and Rb atoms are treated as independent dynami 01
cal units. 0 5 10 15 20 25
Lattice geometry and orientations of thesdOmolecules . Energy [meV]
were chosen according to the structural models proposed by g ggs ‘ } | |
Stephenset all (orthorhombic space groug® 2/m 2,/ - N
n 2, /n with two Rb;Cgq units in the primitive ce)l. In ad- - b: ——<— Total (model P1) g
dition we acknowledge experimentaind theoreticdl indi- -
cations of a deformed £ cage. The C atoms participating in 0.006
the [2+2] cycloaddition are shifted in such a way as to _
change the bond lengths of this four-C ring to 1.58 and 1.56
A for the interfullerene and intrafullerene bonds, respec- E
tively. g 0.0047"
3

The on-ball C-C intergtction is described by a force field
|4

—a— C60 transiations

—— CGO librations

—+—— Rb vibrations —

proposed by Jishiet al.*™” consisting of four longitudinal
Born-von-Kaman and four angle-bonding force constants. 0.002-
This model was developed to reproduce all optic active in- .
ternal modes of the neutralggmolecule and for the present -+
purpose predicts the overall shape and range of the whole p
intramolecular spectrum sufficiently well. Van der Waals 0 —4adli = i

atom-atom potentials are introduced for C-Rb, Rb-Rb bonds 0 5 10 15 20 25
as well as for bonds between two C atoms belonging to two Energy [meV]

different molecules, taking into account all bonds with

|engths between 3.1 and 14.0 A . Table | shows the FIG. 4. MOde'(Pl) GDOS(nOI’ma”Zed to 1 of external modes
Lennard-Jones parameters used in all calculations. With rdor the polymer phaséa) Comparison with the experimental spec-
spect to our previous model calculatidisyve have slightly trum. (b) The corresponding decomposition into contributions from
altered two parameters. & was taken from Ref. 41, which Ceo translations, G rotations, and Rb vibrations.

improved the position of the main low-energy libration peak. 1 1e on the Rb sites and-1/6C for each C atom. We
Furthermore, we slightly enhancedcQy to shift some Rb  found, however, that this interaction only produces very
weight up to 7 meV simulating the observed shoulder for thesmall weight shifts in the region around 5 meV, and, there-
polymer phasésee discussion belgw fore, can safely be ignored in our analysis.

To simulate the proposef@+2] cycloaddition bond we When comparing with the experimental data we deter-
use a minimal set of three parameters consisting of a bonghine the spectral weight in absolute units by using the first
stretching force constank;,., for the interfullerene C-C intramolecular peak, corresponding to the fivefold degener-
bond and two angle bending force constahtsis related to  ate Hy(1) modes in icosahedrd}, Cg, as a standard. De-
the angle spanned by the interfullerene C-C bond and thspite its simplicity, the modgldenoted P1 thereaftegives a
(6,6) bond (treated as a single bond in the calculatipis,  very good description of the experimental GDQ®e Fig.
to the angles spanned by the interfullerene C-C bond and th®. It is particularly satisfying that both the Born von ¥aan
(5,6) bonds. The three parameters were varied to optimiz€F;,,,) and valence force constants {, K,) obtained for the
the description of the upper frequency part of the external2+2] intercage couplingTable Il) compare very favorably
mode spectrg10—-25 meV. Neither transverse force con- with the interactions used for theggpentagongshort(5,6)
stants nor diagonal interactions within the fourfold ring arebondg thus giving physical weight to the models.
included in this model. A good understanding of the vibrational spectrum can be

To estimate the changes in the phonon dynamics induceobtained from the phonon dispersion, which is shown in Fig.
by the charge transfer from the Rb ions to thg,@wolecules 5 for selected high symmetry directions. An analysis of the
we have equally carried out calculations including Coulombcharacters of the phonon modes involved leads to the follow-
forces by assuming an ionic lattice with effective charges oing interpretation of the spectrum.
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TABLE II. Force constants used in the lattice dynamical model C. Dimer phase

calculations. The angle force constants are defined as .
K=1/(r,r,)9°®/da?, i.e., as the second derivative of the lattice By quenching the REC ¢ powder from 450 to 77 K and

potential® with respect to the angle, divided by the lengths, Subsequiezntly heating to @K a new phase forms consisting
andr, of both bonds attached to the angle. They, therefore, posse&f (_C_eo)z dimers. So far it was not pc_>s&_b|e to rgflne the
the same units (£odyn/cm) as the longitudinal Born von Karman positions of the carbon atoms participating in the dimer bond

force constanf . from the powder-diffraction dath.However, theoretical
calculationg® and structural investigatiohsigree that most

Model Finter Ky K> probably the charged dimers are single bonded. As the issue

P1[2+2] 200 40 30 is not completely. settled we decided to take an unbiased

D1 [2+2] 100 23 20 approach simulating both [2+2] cycloadded(model D1:

D2 sb 320 60 60 monoclinic space groug2/m)* as well as a single-bonded

D3 sb 235 33 29 dimer structurdmodels D2 and D3: monoclinic space group

P2,/a).5 Model D2 treats the g, molecules as undistorted
while for model D3 the intercage nearest-neighbor atoms
The GDOS in the region 12—25 meV has almost equatvere displaced along the dumbbell axis to simulate the re-
contributions from rotational and translational modes. Thidaxation of the bonds in the contact region. The intercage
includes librations around axes perpendicular to the chaibond distance for model D3 was chosen as 1.6 A, which we
direction, which result in shear distortions of the fourfold consider a physical value in light of the polymer data. The
ring. The translational weight is partly produced byy@is-  on-ball interactions as well as the interatomic potentials used
placements along the chain direction. Such modes exhibdre identical to the ones of the polymer model.
very steep dispersions along lines parallel tokhelirection The crude characterization of the phonon spectra in the
in reciprocal space, and are also responsible for the filling oflimer phase does not depend on the model chéssa Fig.
the pseudo gap around 10 meV. The second translationg). Because of the weak coupling of a dimer to its environ-
contribution comes from modes withggmotions perpen- ment, the phonon dispersion features very flat optic branches
dicular to the chains. The broad pseudo gap at 10 meV hagee Fig. 7 consisting of intradimer vibrations, which lead to
its origin in a strong hybridization between these translassharp peaks in the GDOS. The two highest of those peaks at
tional branches and the librations mentioned above. Librai2.2 and 13.0 meV involve both & librations and transla-
tions around the chain axis are much softer and produce thons perpendicular to the dimer axis, whereas antiphase
main peak in the spectrum just below 5 meV. This is oftranslations parallel to the dimer axigond stretching
particular interest for the discussion of the low-temperaturgnode$ are responsible for the peak at 10.4 meV. The peaks
behavior in Sec. VI. The Rb contribution to the GDOS isin the lower part of the spectrum arise primarily from libra-
fully included in the lower part£8 meV). This agrees with tions. The details in this part are less well reproduced by the
our results omA3;Cgo which show that the Rb ions occupying models. In the case of tH&+2] dimer the model predicts
octahedral sites are weaker bodfidNo distinct peaks are three librational bands at approximately 3, 4, and 5 meV plus
observed in the spectra which would scale wMg,?éﬁ. a gap at 6 meV, while the experimental data feature only two
There is, however, a shoulder at 7 meV in the GDOS ofweak peaks and no gap. For the single bonded dimer the
Rb, Cg, Not observed in CLCq, and K;Cgo which we tenta-  experimental two-peak structure is reflected in the calcula-

tively assign to optical Rb vibrationsee Fig. 4. tions, however, the positions, in particular of the first peak,
are underestimated. These discrepancies should not be over-
25 - : | interpreted given the simplicity of our models. In particular,

| they do not allow us to disciminate among the two bonding
T scenarii. The Lennard-Jones potentials have been optimized
for pristine Cy. It, therefore, comes as no surprise that the
first librational peak for the single-bonded dimer comes to lie
at 2 meV. The relative size of the weights in the lower and
upper part of the spectrum agrees well with experiment. For
example, D1 predicts that 77% of the external GDOS is con-
tained below<9 meV as compared to 73% estimated from
the data. A particular feature of the experimental dimer spec-
trum is the strongly enhanced intensity between 1 and 2 meV
leading to a nearly linear increase of the experimental
density-of-states in that region. It is difficult to conceive a
; ; way of modifying our model to reproduce this enhancement,
01; (500)(0.50) T (5.50.5.5.5)00.5) r as the slope of the accpustic b'ranches is basically dete'rmined
by the Van der Waals interactions. The enhancement is spe-
FIG. 5. Dispersion relation of the external modes for the poly-Cific to the dimer, i.e., it disappears upon transformation to
mer phase as obtained with model P1 described in the text. The twie polymer(see Sec. V B A possible explanation for this
Rb;Ceo Units in the primitive cell lead to the 18 external dispersion feature is orientational or bonding disordéyoson peak
curves shown. The polymer chains are aligned parallel to the orthowhich would also offer an explanation for the difficulty of
rhombick, direction. the models to describe the low-lying librational branches.

Energy (meV)

=
s
\




56 MICROSCOPIC DYNAMICS OFACg, COMPOUNDS IN ... 5943
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3 g
Q B )
(]
3 £ s
0.004+ -
0 ,, ) ] ; ) 5
0 | pal ' (500(0.50) I' (5.50(5.5.5(00.5 T
0 2 4 Egergy ?meV]1 0 12 14 FIG. 7. Dispersion relation of the external modes for the dimer
phase as obtained with model D1. The four;Rlg, units in the
0.012 } ] | } } i | primitive cell leading to 36 external dispersion curves. The acoustic
L i spectrum is significantly softer than in the polymer as expected for
b: —<— Total model D3 a molecular systerf(Cg), 2] bound by Van der Waals forces.
—_— C60 translations
" ¢ ibrations 1] the weak couplmgs found for tH@+2] bond the difficulties
—0.008 60 - of model D2(undistorted single-bonded dumbeglte repro-
3 ——— Rb vibrations duce the position of the bond-stretching peak at 10.2 meV,
£ and this despite the already large valud-gf;, comes as a
] surprise. Deeper analysis reveals that the origin for this
3 shortcoming is to be found in the radial softness of the con-
tact regions. Moving the contact atom radially out apprecia-
bly stiffens this region and;,,, drops to the(5,6) bond
value of 235000 dyn/cnimodel D3. This result demon-
strates the influence of the unfortunately unknown relaxed
atom positions on the model parameters.
The valence force constants are physically reasonable for

0O 2 4 6 8 10 12 14 all three models, provided one corrects for the varying bond
Energy [meV] lengths. In particular for model D3 they can practically be
transferred from the on-ball pentagon interactions.
Summarizing we find that while unable to discriminate
the two bonding senarii by the quality of the data reproduc-
tion the interpretation of the coupling parameters favors
single bonded dimers.

FIG. 6. GDOS of external modes for the dimer phasgCom-
parison of models D1 and D3 with the experimental déa.De-
composition as in Fig. @) using model D3.

Structural investigatiofisshow, on the other hand, no clear
indications for orientational disorder.

Although leading to a similar quality of data description
the models differ in their physical interpretation. Within the  The fact that the evolution of the internal and external
[2+2] bonding scenario the coupling ofsggmolecules turns  modes can be observed simultaneously under exactly the
out significantly weaker in the dimer than one would havesame experimental conditions is an invaluable advantage of
expected from the polymer. The stretching force constaniNS for the study of the phase transitions. In Fig. 8 we show
Finter = 100 000 dyn/cm for the single bonds is roughly threea comparision of the density-of-states in the region 25 meV
times smaller than the one found within graphite planes ane<# w<55 meV between pristine &, Rb;Cgo both in the
two times smaller than the one used to describe the shoftc rotator phase, RIC 4 in the fcc merohedrally disordered
(5,60 on-ball bonds. In the case of neutral molecules thisphase, and R§Cg, in the bcc ordered phase. The data have
finding could be used as a strong argument to ref2te2]  been obtained in down scattering with the instrument DN6
bonding in the dimer. For anions one has to be more carefulsing an incident energy of 70 meV. The fcc signals are
as the symmetry requirements encountered by the donatéstoadened due to the rotational diffusion of the cages. If we
electrons are completely different for(CGo)z‘2 and  neglect the crystal field perturbations caused by the presence
(Ce0)p " While in the polymer there is a one-to-one corre- of the Rb ions then the differences observed between pristine
spondence between the number of donated electrons and tBe, and RbCg, must be due to charge transférin the
number of intercage bonds there are two donated electrortegion investigated only the band corresponding to the
per intercage bond in the dimer. These differences may resull 4(2) modes in pristine G, reacts visablysee arrow in Fig.
both in longer bond distances and weaker couplings. Give®). This reaction is, however, weak when compared with the

IV. INTERNAL MODE SPECTRUM
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FIG. 8. Generalized density-of-statéwrmalized to 3=183)
in the lower internal mode region. Shown are Rl3, and pristine FIG. 9. Generalized density-of-states in the lower internal mode
Cego both in the fecrotatop, Rb;Cgq in the merohedrally disordered  region for pristine G, in the ordered sc phase and comparision with
fce, and RRCqg in the bee ordered phase. The relativaxes have  Rb,Cq, in the plastic, polymer, and dimer phases. The relagive
been shifted by 2meV". The positon of theHy(2) mode in pure  axes have been shifted by 2 me¥,

Cgois indicated by the arrow. No corresponding peak is observed in . ) o
Rb; Cyp. phase. By checking th@ dependence of the inelastic signals

we can estimate the energy range over which such a redis-
tribution takes place. This is demonstrated in Fig. 10 for the
Hg4(1) region. The well-structure@ dependence of the sig-
ghals integrated over the range from 28 to 36 meV in poly-

dramatic redistribution of internal mode intensities taking
place both in the metallic RICg; and insulating RECgo
compounds. No temperature variations of the GDOS are o
served down to 80 K in any of the compounds. If we inter- —
pret the reaction of the GDOS to charge transfer as a sign of I
on-ball electron-phonon coupling then this coupling is rather [
weak in the singly charged cages, at least in the range of | uim 5 o
energies investigated here. | o T one, + L _-+_ 1
Figure 9 illustrates the changes in the internal mode spec- 5 1| = .+-'-. . oy " '-_._" =
tra linked to the solid-state chemical reactions. Shown are i a “+D.' 1
pristine Gg in the ordered sc phases as well as;Rf, in
the fcc, polymer and dimer phase. The internal modes clearly & sl ]
reflect the deformation of the cages. This is best demon- i ]
strated by the splitting of thg, C¢y Hy(1) mode at 33 meV I
into two parts centered at 29 and 33 meV in the polymer 0 —_—
phase of RRCgy. The splitting is absent in the experimental A
fcc and dimer spectra confirming early Raman QA7)

experiments” More generally it can be stated that, apart g 10, Q dependence of the scattering function of Rl
from some general softening, the dimer spectrum Ofify squares in the polymer phase at 300 K integrated over the
Rb,Cgo obtained by INS in the range from 25 to 55 meV pand from 28 to 36 meV and comparison with pristing, Gpen
strongly resembles the spectrum of pristing,@ the orien-  squares at 240 K. The units are arbitrary and no corrections for
tationally ordered simple cubic phase, while an appreciabl@ebye-Waller factor and varying sample quantities have been ap-
redistribution of intensities is observed for the polymerplied.
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meric RRCq is strikingly similar to the one observed for st
pristine Gy, indicating that the character of the modes in
this band is preserved. This holds equally well for the bands
36—44 meV, 44-50 meV, and 50-55 meV. In addition, the
experimental) dependences agree well with the predictions 37
of the lattice dynamical model.
Concerning the origin of thély(1) splitting one might 2.57]
think it related to stronger cage deformations induced by the
[2+2] bonding in the polymer. The lattice dynamical models
show that this is not a necessary condition. The splitting is
well reproduced by the polymer model P1 and absent in all
the dimer models D1-D3, i.e., independent of the type of
bonding or the degree of deformation assumed. We there-
fore, conjecture that the splitting arises from the dispersion
introduced in theHy(1) modes by the polymerization,
whereas in the case of the dimer the modes stay Einstein- e } i | {
like. -24 -20 -16
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V. STRUCTURAL PHASE TRANSITIONS

A. fcc < polymer transition

<)
o
|

In order to investigate the dynamical changes related to e 360
the fcc — polymer transition we have carried out several
series of measurements in the temperature range from 300 to
430 K. The intensity distribution in the region from 10 to 25
meV is specific to the polymer chains and can, therefore, be
used to monitor the number of monomers bound in polymers -
within the sample. Upon coolin@-ig. 11 we find that the
gap intensities build up rather abruptly and later evolve
slowly. The same holds for the low-frequency part, where we
witness a rather abrupt loss of quasielastic intensity below
400 K. The susceptibilities relax afterwards visibly over sev-
eral hours and down to 330 K. Thermal equilibrium is cer-
tainly not achieved for the 360 K measurement as clearly
evidenced by the inversion o x"[w](360 K)
>0 ' [w](370 K) foriw<5 meV. The 360 K run pre-

ceded the 370 K run thus leaving the system less time t0 [ig. 11. Temperature evolution of the generalized susceptibility
evolve. The spectral changes encountered upon cooling agg-1,"[ 4] for Rb,Cq, in the polymer phaseT<400 K) upon
qualitatively undistinguishable from the ones registered upoRooling and comparison with the plastic phage>@00 K). The
heating the fully equilibrated samples besides a general hysuccessive measurements interrupted by short cooling intervals
teresis (see Table Ill. Upon heating the changes set in were taken in the order 430 &5 min), 400 K (60 mir), 360 K (30
around 350 K, i.e., far below the transition temperature to-min), 370 K (60 mir), 350 K (60 min), 330 K (60 min), and 300 K
wards the stable fcc phase. (60 min). The thermal history is important for the interpretation of

It is tempting to investigate the possibility of expressingthe data because the polymerization rate is temperature dependent.
the spectra obtained at intermediate stages of the polymer-
ization process as superpositions of the in{taltatop and  within the polymer matrix if one considers the following
final (equilibrated polymerfunctions. In Fig. 12 we show facts: (i) the contributions to the susceptibilities from ideal
the difference spectra of the generalized susceptibilitie®armonic vibrations are independent of temperat(irgthe
o x"[w] for Rb;Cgp as obtained by subtracting the lowest line shape of the quasielastic signal is basically determined
temperature results and after scaling to a common area in they the weaklyT-dependenD, (see Sec. Il A, while (iii)
inelastic range from-4 <fiw< 2 meV. Please note that due the intensities scale weakly wiffi 1.
to the scaling the relative errors for the lower temperatures From the scaling factors of the quasielastic intensities we
shown are relatively high. As can be seen, all curves, includetermine the percentage of monomers present in the system
sive of the one obtained for the 430 K rotator phase, coincidas a function of time and temperature. The result is summa-
within the experimental uncertainties. This observation holdsized in Table Il after correction for thd ! dependence
both in the low-frequency quasielastic region and in the gapliscussed above. It is, on the other hand, impossible to pre-
region. The asymmetry of the quasielastic sigsde Sec. dict the size of the monomer regions from the inelastic data
[l A) arises from the&) integration, which covers inequiva- beyond the fact that isolated monomers are incompatible
lent regions on the down- and up-scattering side. The validwith the observation that the differences in Fig. 12 scale over
ity of the superpositon principle constitutes clear evidencghe complete low-frequency spectrum including the collec-
for the presence of more or less extended monomer clustetve translational excitations.

|Il|
]
A
(=]
(=]

AR XX XM
Wn,

o))
o
|
T T T | T T T
*
w
[4)]
o
PN
::05:o

R N
I

Energy [meV]



5946

TABLE Ill. Amount of monomers present in the mixed phase.
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In summary, we find that the polymer phase of Rl

For the cooling sequence we indicate in addition to the temperaturBecomes unstable at about 350 K making way for a hetero-
the mean time elapsed between the 400 K measurement and tggneous phase consisting of monomer clusters embedded in

data acquisition. The 30@ooling and 320 K(heating spectra are

a polymer matrix. We are, therefore, not dealing with a

taken as the respective reference points, i.e., they correspond to Z&dfnple fcc— polymer first order transition. The monomer
percent monomers. Errors are of the order of 20%.

TemperaturdK]  Time elapsedmin]  Fraction of monomers
360 (cooling 15 0.29
370 (cooling 60 0.15
350 (cooling 120 0.07
330 (cooling 180 0.02
350 (heating 0.02
370 (heating 0.09
385 (heating 0.21
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content changes smoothly with temperature and can be de-
scribed by an effective activation energy of about
700+=100 meV. Up to at least 395 K this heterogeneous
phase shows no signs of instability over several hours. It
features more than 40% of monomers before it finally around
400 K converts with a stronglyf-dependent rate into the
isotropic monomer phase. The onset of excess intensities
upon heating correlates exactly with the observation of en-
dothermal signals in the differential scanning calorimetry
(DSC) measurements. The DSC results are, on the other
hand, confirmed by Monte Carlo-type calculatiGheshich
based on known values of activation energies predict the
presence of monomers. Between 300 and 350 K the spec-
trum behaves harmonically. This contrasts sharply with the
strong softening of the libronic modes observedAisCgq
compound¥’ and implies that the breakup of the polymer
bonds is not preceded by an important buildup of large-
amplitude motions of the cages. Upon cooling the system
takes a long time to reach equilibrium. More experiments are
under way to determine the dependence of the conversion
rates. The polymer content slowly increases at the expense of
the monomer clusters. For example, after 15 min at 360 K
close to 30% of the cages are still not bound to polymers.

It is interesting to note that the changes in the dynamics
observed here resemble in many aspects the ones found in
glass-forming polymer&! As in our case the changes have
their origin in the heterogeneity one may ask the same ques-
tion for the glass formers.

B. Dimer — polymer transition

The metastable dimer phase of Ry, evolves gradually
into the polymer phase. The rate of conversion is highly
temperature dependent as already known from infrared
reflectivity’®> and DSC measuremerfts Below 240 K this
process is too slow and above 280 K too fast to be observed
on the time scale of our INS experiments. In Fig. 13 we
show the time evolution of the generalized susceptibility
o~ 'y"[w] of the quenched sample at 260 K. Each of the six
curves corresponds 3 h of measuring time. We have cho-
sen to decompose the spectrum into three parts which repre-
sent the different energy scales present in the system. The
thermal history of the sample was as follows: quench from
430 to 77 K, 6 h measurement at 90 K, fast hea{B@ min)
to 250 K, 9 h measurement, fast heating to 260 K, 18 h
measurement. Contrary to what is claimed by Kosatkal 46
our system was not in a metastable sc phase directly after the
quench but right from the start showed the inelastic spectrum
of the dimer phase.

In the region 8 me\K % w<25 meV the spectrum consti-
tutes a convenient measure of the quantity of cages bound
either in dimers or polymers. The amount of dimers had

FIG. 12. Difference INS spectra of the generalized susceptibilityalready slightly decreased at the beginning of the 260 K
o~ y"[w] for Rb;Cg as obtained by subtracting the 320 K result. measurement. As time passes the dimer peaks continuously
Normalization was carried out by scaling to a common area in thddecome weaker. Remnants of the peaks can still be observed
range—4 meV <A w<2 meV.

after 15 h. The loss of the typical dimer intensities is accom-
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3 } | ] qualitatively already resembles the final polymer spectrum.
- 1 This distribution then slowly relaxes.
o 5 1 In the case of the first internal modgsl4(1)] the main
’ variations happen during the fir8 h and thus correlate with
C ] the changes in the low-frequency region. Due to the poorer
a7 " T resolution in the case of this experiment as compared to the
2 M previous one the splitting of thie4(1) modes shown in Fig.
X5t ‘ T 9 for the polymer phase reduces to a broadening.
S ] The following conclusions can be drawn. As the interme-
1N ’ L diate spectra cannot be expressed as a superposition of the
= initial (dimen and final(polymey states a dimer- polymer
] B transition via the growth of polymer domains must be ruled
0.5 out. Therefore, at those stages the system must either be in a
microscopically disordered state and/or a third phase must
0 E I | come into play. The continuous line-shape change observed
-40 -35 -30 -25 : . ; . .
Energy [meV] in the gap region (_:Iearly favo_rs microscopic (_Jllsorder linked
| | | | | to a statistical chain length distributige{n) which evolves
47 ' ‘ ‘ ' ’ ] gradually with time. For example, more than 50% of the
a5 3h 1 cages have become part of polymers after 9 h. This seems to
- [——¢6h . constitute a threshold beyond which we lose most of the
3—;— ?gh —— _dimer signatures in the Iow—frequencﬁcg<8 meV) and
i3 15nh 1 mterngl mode s_pectrum. As we are dealing with very slow
3257 | —a—18h 1 evolutions the disordered intermediate systems can be frozen
B 5 E EN into glassy states by quenching the samples to low tempera-
's . . tures.
1.5 3 The existence of transient cubic monomer phases during
L ] the transformation process is claimed by several
1% T authors**34® This question is of great importance for the
1 understanding of the polymer formation. On one hand, freely
0.5 1 rotating monomers should speed up the polymer formation
0 I I I } ! ] b)_/ prodL_Jcing correct alignments of bonds on adjacent cages
-20 -18 -16 -14 -12 -10 - 8 with a high probability. On the other hand, polymer growth
, Energy [meV] from a cubic monomer phase bears the possibility of large

] geometrical frustrations which may hinder a complete poly-
= merization. As the pseudo-orthorhombic dimer phase already
. features a preferred direction geometrical frustrations would
play a minor role for direct chain nucleation. In the inelastic
spectra at 260 K we observe, at no time, strongly enhanced
L signals below 2 meV which would indicate fast reorienta-
tions of monomer cages. Therefore, if the polymer formation
process includes the breakup of dimers into monomers, these
- monomers are either not rapidly reorienting or, if rapidly
reorienting, on the time scale of the complete transformation
process instantaneously rebound into polymers. In the case
of dimers bound by single bonds such a breakup into mono-
mers becomes a precondition for polymerization due to the
o | | ‘ | | fact that the singly bound dimers cannot enter another bond-
6 -5 -4 -3 -2 -1 o0 Ing.
Energy [meV]

L oo o

I
f

L

VI. LOW-TEMPERATURE REGION
FIG. 13. Time evolution of the generalized susceptibility

o y"[ w] for the quenched R{Cq, sample at 260 K. Each curve

correspondsct 3 h of measuring time. As already outlined in the IntroductiohC g, compounds

show appreciable changes in their electronic properties at
low temperatures. We have, therefore, extended the INS ex-
panied by a buildup of intensities in the polymer regid@2  periments on the instrument IN6 down to 45 K. For still
meV<hw<25 me\). However, not only the integrated in- lower temperatures the signal-to-noise ratio is insufficient to
tensity but also the line shape of this buildup changes witlobtain reliable information in the frequency region of inter-
time. est.

The evolution of the low-frequency spectrunt §<<8 In Fig. 14a) we show the temperature evolution of
meV) happens in two steps. During the figsh the structures o~ 'x"[w] for the polymer state of RiC4,. There is a re-
at 2 and 3 meV disappear leaving a broad distribution whichmarkable, continuous buildup of intensity in the region 1.5
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FIG. 14. Evolution of w 'y"[w] for the polymer state of
Rb;Cgp in the low-temperature regiofe) and comparision with
Cs1Cqp (b) and K;Cgp (0).
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FIG. 15. Temperature evolution ab~1y"[w] for the dimer
state of RQCg, in the low-temperature region.

of-states theT-dependent buildup of intensity i@~ *y"[ w]
leads to a softening of the excitation spectrum. Thele-
pendence of the intensities in question is very similar to the
one calculatetf for transverse acoustic phonon branches in
pristine Gsg.

To gain additional insight into the mechanism responsible
for the softening we have carried out low-temperature mea-
surements at 55 K for the dimer state of Ry, as well as
for the polymer states of KCgq and C5Cgq. Concerning
the dimer state, we merely observe a general increase of
o~ 1¥"[ ] when going from 200 to 55 Ksee Fig. 15 This
increase of about 10% can be explained byTraependence
of the Debye-Waller factor. No redistribution of intensities is
observed inG(w). At 300 K the inelastic spectra of poly-
merized K;Cgg and CgCygp are very similar to the one of
Rb,Cgq. Significant differences can only be observed in the
acoustic region. Subtracting the RBgy spectrum from the
Cs;Cgo spectrum we end up with a difference spectrum con-
taining quasielastic contributions similar to the ones shown
in Fig. 12. We take this as an indication for small amounts of
monomers frozen into the €4, polymer sample. The dif-
ference spectrum of KCgy, on the other hand, is truly in-
elastic, a feature which can be explained by an admixture of
the stable KCg/Cgo phase. Upon coolingm *x"[w]
changes: strong in Ri€g,, somewhat weaker in GE€g4
and practically not in KCgy. The strength of the nonhar-
monic behavior, therefore, correlates with the transition tem-
perature for the MIT {.~50 K for Rb;Cgq, T, = 40 K for
Cs;,Cgp, No transition in KCgg).

The low-temperature softening is in many respects, in-
cluding theQ dependence, reminiscent of a softening ob-
served in superconductingC ¢, compound$! The fact that
no anomalous behavior can be detected in the insulating
phases(RbgCgy and RbCgo in the dimer state strongly

meV<fw<3 meV when going from 300 to 80 K. This indicates that it is related to electron-phonon coupling in the
buildup is completely reversible and within the data statisticametallic state. Although this line of argument is plausible,

does not continue to still lower temperaturge., upon ap-

one has to discuss the possibility that structural disorder and

proaching the MIT transition When expressed as a density- its gradual freezing out produce similar effects. While the
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insulating RRCg is orientationally orderé the supercon- force constants are nearly identical to the ones connected to
ducting compounds show merohedral disoffeflo our the short on-ball bonds under the condition that the polymer
knowledge, so far no reliable information exists concernings [2+2] and the dimer single bonded. The internal mode
the orientational ordering in polymeric or dim&;Cg,com-  spectra equally reflect the intercage bonding and show only a
pounds. As theoretical calculations sH® orientational ~weak reaction towards charge transfer.
disorder leads to a softening of the excitation spectrum. In The very specific fingerprints left by the solid state reac-
order to explain the experimental observations disordetions allow us to follow the phase transitions in real time.
would be required to increase upon lowering the temperaburing the fcc— polymer transition we observe the pres-
ture, a very unlikely scenario. ence of plastic monomer clusters embedded in a polymer
If electron-phonon coupling is responsible for the ob-matrix. Due to the finite conversion rates the monomer con-
served gradual softening in the acoustic region changes itent is a function of both time and temperature and can be
the inelastic part of the spectra are to be expected in thquantitatively estimated from the spectra. The dimer
vicinity of the metal-to-insulator transition due to the drop in polymer transition turns out to proceed via highly disordered
the concentration of conduction electrons. It may be difficultintermediate stages.
to observe this experimentally as the transition seems to be The spectra of the polymer phase at low temperature
smeared out over a rather largerange. show changes going beyond the harmonic crystal approxima-
tion which we interpret as signs of electron-phonon coupling.
If this coupling plays a role in the MIT transition then from

o ) the present result a sharp transition leading to a 3D ordered
We have presented detailed information about the dynamground state has to be excluded.

ics of ACg, compounds obtained by inelastic neutron scat-
tering. The fcc phase is well described by a rotational diffu-
sion model. Lattice dynamical model calculations give a
good account of the low-frequency part of the spectra in the
polymer and dimer states. They confirm the formation of We would like to thank Professor E. W. Fischer for fruit-
strong covalent bonds between thg,@nits. The associated ful discussions and S. Jenkins for technical assistance.

VII. CONCLUSION
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