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Molecular-dynamics modeling of the Hugoniot of shocked liquid deuterium
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Using our previously developed hydrogen tight-binding model, we performed equilibrium molecular-
dynamics simulations to obtain the internal energy and pressure of the deuterium fluid at 39 Sepasity,
temperaturg points. Our simulations are thought to represent the energetics of fluid hydrogen accurately,
including molecular dissociation. We fit the thermodynamically-consistent simulation data with a virial expan-
sion, obtaining a high-quality equation of stdfeO9 fit. The fitting data span the ranges 0.5 < 1.47
g/cm® and 3000<T< 31 250 K, and the deduced EQOS is thought to have a similar range of reliability. Our
Hugoniot for shocked liquid deuterium shows a sharp rise in pressure and temperature at around 0.65—0.70
glcm®>. We compare our theoretical Hugoniot to recent experimental and theoretical results.
[S0163-18297)06833-1

[. INTRODUCTION tion, dissociation, and ionization were included. At higher
temperatures, both Thomas-Fermi-Dirac and Saha theories

Various experiments have probed the effect of a strongvere used to provide a physically reasonable treatment of the
shock on liquid hydrogen or deuteriutti? In recent experi- ionized fluid.
ments, single-shock pressures of up to 23 GPa have been A variety of direct simulation methods have been devel-
reached for deuterium using a two-stage gas Yenrre-  oped in recent years to treat hydrogen and other systems in
sponding to a density of around 0.58 g/&nover three times  this regime. The most sophisticated include the path-integral
greater than the liquid, and a temperature of around 4500 KMonte Carld (PIMC) and theab initio molecular dynamics
Previous gas-gun experiments had attained single-shodlAIMD ) for either the Car-Parrinell8 or the explicit diago-
pressures of around 20 GRRef. 1) and 21 GPaRef. 2.  nalization prescriptiort$ within the local density approxima-
Multiple shocks with much higher pressures and densitiesion (LDA) density functional scheme. The computational
were also produced in all of the gas-gun experiments. Thesatensity of these methods confines sample sizes and simula-
pressures have reached a range between 80 and 180 GPaiah times to fairly small values. In order to increase both,
temperatures of between 2000-5000 K. The derived densimore approximate methods such as Thomas-Féramd
ties of nearly 1 g/cm or re~1.4 (r=a;/ag with a; the tight-binding (TB) molecular dynamids’* have evolved.
ion-sphere radiyscorrespond to almost a factor of 10 com- The latter includes direct, exchange, and correlation elec-
pression of the initial liquid. Another recent experinfent tronic effects although in a less explicit fashion than the
used a high-energy pulse from the Nova laser to create aRIMC and AIMD approaches. By choosing the TB matrix
initial shock wave, which then propagated into a liquid deu-elements to reproduce known properties, we have fit a TB
terium sample chamber. It produced one single-shock datumodel® that accurately represents molecular vibrations, ro-
at around 25 GPa and 5 single-shock data points at 70—21@tion, and dissociation, including interactions among sepa-
GPa pressure, with inferred densities of over 1.0 glcm rate molecules and dissociated atoms. The model also in-
These laser measurements have cast doubts on the standelades ionization in an approximate way, correct to the
deuterium equation of stat&OS since, for a given pres- extent that single atomic orbitals can be superposed to rep-
sure, the Nova densities range up to 50% higher than corresent lower-lying excited states. These processes occur
ventional EOS predictions, such assAmE® naturally and simultaneously during a molecular-dynamics

The behavior of hot, dense hydrogen has importancsimulation, so that synergistic effect&.g., rotational-
within a diverse set of fields including astro-, plasma, con-vibrational couplings are taken into account as a matter of
densed matter, and atomic and molecular physics. The urourse.
derstanding of the interiors of the gas giant plahd&pends In recent work:®> we applied this tight-binding model to
on a detailed knowledge of the EOS for hydrogen at moderthe understanding of electrical conductivity in shocked hy-
ate temperatures and high compressions. An analysis afrogen. Recent multiple-shock gas-gun experinients
shocked hydrogen also has direct technological importanceeached high compressions at fairly low temperatures. Mea-
since the isotopic hydrogen fuel within a cryogenically surements indicatéda rapid rise in electrical conductivity,
cooled inertial confinement fusiqihCF) capsule may receive as the density increases. To examine this, we performed mo-
an initial strong shock,well within the regime of our study. lecular dynamics simulations, and then obtained electrical

Several previous hydrogen EOS models have beeronductivities using a Mott formuf. The calculated values
proposed>® The sesame deuterium EOS was developed had a similar magnitude to the experimental observations
by analytically modeling a number of physically important (o~ 200002~ cm™1), and also showed a strong increase
processes that occur in the hot, dense fluid. Thermodynamiwith increasing temperature or density. The mechanism for
contributions due to molecular interaction, rotation, vibra-the conductivity was identified to be electron hopping among
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TABLE |. Parameters that specify the optimized tight-binding separatioﬁf1 (2) the zero-temperature pressure at five densi-
potential. The model is determined by the three functigifs), ties (r¢=1.6-2.2) of molecular hydrogett=2! (3) the
Nss,(r), andssg,(r). We have defined the functiorgs,(r) and  simple-cubio(so and body-centered-cubibco atomic crys-
fsso(r), DY hso(r)=(1?)gss(r), and ss,(r)=(1r?)fss,(r).  tal energies as a function of lattice const&and(4) atomic
The functionsgss,(r), fss,(r), and ¢(r) are represented as cubic fgrces from an LDA molecular-dynamics simulation for 54
splines that go smoothly to zero gt=6.8 ag. Each function is atoms atr =2 andT=15 780 K at several configuratioﬁ%.
defined only for interatomic distances greater than0.5ag . The In general, we obtained a good fit to this data. Most impor-
functions have six spline knots betwegrand the upper end point tantly, our model accurately predicts the energy of the
r,. The upper portion of the table gives the values of the functions roun,d and antibonding electronic states of Mith a qlobal
at these knots, while the lower portion contains the first derivativeg 9 @l g
of each function at the end points. All quantities are expressed usin rror of less than.0.007 and 0.02 Ry"?‘tom’ reSpeCtlveIY' Th.e
energy units of Rydberg, and distance units of bohr. c ar_1d bcc atomlc_structures were given a lesser weight in

our fit. We overestimate these energies by up to 0.012 and

r #(r) Jean(r) foorlr) 0.04 Ry/atom, respectively, although as fos,lypical errors
are somewhat smaller. The magnitude of all these errors can
0.5 1.03538 —0.27368 0.24553 be better appreciated by noting that 0.01 Ry corresponds to a
14 0.07026 —1.49207 0.90707 temperature of only about 1600 K.
2.3 0.00338 —2.44663 1.62375 As a test of the predictive quality of the model, we con-
3.2 0.00441 —2.33403 1.69573 sidered cases not included in the fit. For example, for the
4.1 0.00182 —1.83574 1.49678 high-coordination face-centered-cubifcc) structure, we
5.0 —0.00104 —0.98518 0.93742 overestimated the LDA resuffs?* by up to 0.02 Ry/atom,
5.9 —0.00031 —0.39800 0.52277 and the low-coordination primitive hexagonal and diamond
6.8 0.00000 0.00000 0.00000 phases yielded energies lower by about 0.03 Ry/atom rela-
tive to quantum Monte CarldQMC) results® There are
r ($(r))’ (Gss(r))’ (fse(r))’ significant discrepancies in reported molecular solid pres-
05 245223 0.83539 001377 sures between LDA® QMC !° and experiment! We fit pri-
6.8 0.00000 0.00000 0.00000 marily to the experimental pressure values. The ogteini-

tio energies used in fitting may plausibly contain error on the
order of 0.01 Ry/atom, except for the hydrogen molecule

dissociated atomS, as previous'y proposed by F:Q{)gg]e electronic StateS, which should be ConSiderably more accCu-
success of our model in explaining the conductivity of H has'ate. We also did not attempt to directly model nuclear zero-

encouraged us to generate a full EOS in this regime. point energy, which should represent around 0.01 Ry/atom
under the conditions of this study.

II. FITTING A TIGHT-BINDING MODEL

We previously developed a new TB motfethat accu- ll. MOLECULAR-DYNAMICS SIMULATION
rately represents hydrogen in the realm of the shock experi-

ments and that merges with the results of our older T8 USNd Our model, constant-volume molecular-dynamics
4 . 9 ... _simulations were performed at various densities and tem-
model* at higher temperatures and pressures. Our fittin

Ry gberatures. We used the Verlet algorithm for integrating the
;nneet?;ydﬁl;;sg){hfeol:g\r/vmed that used for silicdf.The total T8 equations of motion and maintained constant temperature in

the isokinetic ensemble by velocity scaling. The electronic
temperature was set using a Fermi-Dirac distribution with
E:Z fi6i+2 d(R;)), (1)  the Fermi temperatur€: always set equal to the ionic tem-

[ i<j peratureT. Electronic states were computed at only fhe
oint in reciprocal space. These aspects of the calculation
ere identical to Refs. 11 and 14. Fluid press#rewas

computed for each constant-volume simulation, as discussed
in Ref. 26, using the Hellmann-Feynman forces as iRput.
The internal energy per atotd was computed using the
uclear kinetic energy and the time average of the tight-
inding energyE, Eq. (1):

wheref; is the occupation number based on a Fermi-Dira
distribution at temperatur€, ¢ is an effective pair potential,
€ is an eigenvalue ofl ;= ¢;Sy;, H andS are the Hamil-
tonian and overlap matrices, respectively, &dis the dis-
tance between atomisand j. Only a singles-type orbital
occupies each atomic center in this model. We performeg)
nonlinear least-squares fits to find the optimal form of the
functions, ¢(r), hse,(r), and see,(r), which represent the
pair potential, and the two-center matrix elements of the 3 E
Hamiltonian and overlap matrices, respectively. We repre- U=SkeT+ - v
sented these functions using cubic splines, which go
smoothly to zero at a 6.8 bohr cutoff. The parameters given
in Table | were chosen to best reproduce a sealwfnitio  [In a previous papét we defined the internal energy per
results. The zero of energy was chosen so that a free, chargatomU as not including the nuclear kinetic energy, and de-
neutral, atom would have energyl Ry. noted it adJ/N rather tharlJ. For convenience, we also now
Theseab initio results include(l) the ground and anti- are definingU as an intensivéper atom quantity, rather
bonding electronic states of Has a function of nuclear than an extensive quantifyWe used a short time step of
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35000 TABLE II. EOS coefficientsc;; , expressing fluid pressufe as
T T T T T . .
K i a function of density and temperature.
so000— | © : 2] _ :
N | I J Cij
25000 — a s - 2 0 —4.633864 10°
< L - 3 0 1.67568% 10°
o 20000 }— ala a a ] 4 0 —9.83773x 1¢°
= L ] 1 1 1.354806¢ 10 *
% 15000 R A o 2 -1 1.07988% 10°
£ J 3 -1 —1.250218 10°
"~ 10000 A a aa - | 2 -2 —4.90750% 10'°
5000 A A A Al
2 4 = PZE CijniTj, (3)
o} ] | 1 | ! | I | 1 ij
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Deuterium density (g/cm?) o
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i

FIG. 1. Calculated Hugoniot temperature vs deuterium density
(solid ling) for our EOS. Triangles represent density and temperaywheren=N/V is the number of atoms per unit volunjex-
ture conditions of the 39 molecular-dynamics simulations used ifpressed iraE_,3) andT is the temperaturén Kelvin), with P
our fitting. andU given in GPa and Ry/atom, respectively. The 17 EOS
coefficientsc;; andd;; are given in Table Il and Table IlI.

0.2 fs, and a cubic periodic cell, typically with 250 atoms, inThey were chosen so thRtandU would be thermodynami-
each case allowing the hydrogen to reach full equilibriumCally consistent:

before collecting statistics for 3000—4000 time steps. The

simulations always reached complete equilibrium within sev- JP ou

eral hundred fs, regardless of initial conditions. P_T(a_T = —(&—V) . (5)
We performed a number of careful tests of our simulation v T

code’® Most importantly, the tight-binding energetics were This well-known condition follows directly from a Maxwell
tested and found to be in complete agreement with an indgz|ation of the Helmholtz free enerdgy=U— TS. Because of
pendent tight-binding code. All of our final simulations had it only 11 of the 17 fitting coefficients are independent vari-
250 atoms per unit cell. We also performed some test simugples. Our input table of molecular-dynamics simulation data
lations with 54, 128, and 432 atoms per célin these tests, s jtself thermodynamically consistent, except for very small
very little size dependence was foundRrnor U, althoughP  statistical simulation errors. This is guaranteed because we
was a somewhat more sensitive quantity. We conservativelysed exact formulas for calculatindyandP, and each simu-
estimate that simulation errors iy due to fixing the number  |ation was conducted in a nearly identical manner. For ex-
of atoms at 250, should be less than 1%. Statistical errorgmple, we did not vary the number of atoms (250), or the
due to finite simulation length appear to be of a roughlycypic shape of the simulation cell. Any nonequilibration in
similar magnitudé?® again with P being more difficult to  the simulations would probably have resulted in thermody-
determine accurately thah. However, such statistical errors namic inconsistency, which would have become evident dur-
are less important than systematic errors in the context ohg EOS fitting. In this way, the thermodynamic consistency
EOS fitting, because they can be partially averaged duringf our data provides additional evidence that our simulations

the fitting process. o _ _were properly equilibrated.
We performed 39 molecular-dynamics simulations at dif-
ferent densities and temperaturese Fig. 1 to obtain a TABLE IIl. EOS coefficientsd;; , expressing internal enerdy

table for fitting our EOS. The simulation points were chosenEq. (2)] as a function of density and temperature.
to span a range of densities and temperatures, with greatest

coverage in regions of greatest interest. Our EOS fitting j dij
methodology does not require a regular grid of points. We

found it useful, however, to perform simulations in a some- 0 —1.076424 10°
what regular manner. For example, @=2.0 (pp=0.67 0 —3.14998x1C°
g/cm®) we performed simulations at 8 different tempera-2 0 5.69545% 10"
tures, in order to obtain an accurate temperature dependenée 0 —2.229146¢ 10
of the EOS at that fixed density. 0 -1 —4.98089% 107
1 -1 1.46816% 10*
IV. FITTING A SMOOTH EQUATION OF STATE 2 -1 —8.498664 10°
0 -2 4.19057& 10°
Given the results of the molecular-dynamics simulationsg -2 —1.000798¢ 10’
we fit smooth functions for the fluid pressupe and internal g 1 1.31092%10°°

energy per atonJ:
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The EOS coefficients were obtained by nonlinear least-
squares fitting, which included all of the pressure and inter-
nal energy data simultaneously. We weighted the pressure i / © o1
data in fitting, so that a given percentage error in any pres- 100 '
sure would be equally undesirable. The weight of each inter-
nal energy value in the fit was a constant multiplied by the
weight for the corresponding pressure. This single constant
was chosen so that energy and pressure data would have
roughly equal overall contributions to the fit. We felt this
weighting scheme made the best use of all the available data,
although other reasonable weighting schemes gave almost
identical fits. Aol L

The average error our model made in predictihdor the 0.4 0.6 0.8 1
39 data points was 0.00132 Ry/atom, and the average error Deuterium density (g/cm®)
in predictingP was 1.06 GPa. The average percentage error
for P was 1.17%. This error is comparable to the statistical ) ) )
simulation error in the original simulation data, which we FIG. 2. Single-shock Hugoniot curves calculated using our EOS
judge to be about 1%. The worst errorsihand P were (slolld line) and the SESAME library EOS (longer dashgd line .
0.01023 Ry/atom and 3.49 GPa, with a worst percentagg'rdes represent data points from the Nova laser experiment, while

- . crosses are the result of gas-gun experiments. Initial condition is
error in P of 4.02%. These larger errors may be due in part gas-g b

to statistical outli in the fitting data: v | cryogenic liquid deuterium in each study. Shorter dashed line shows
0 staustica olu Iers n the mting data, no unusuc_a y argesensitivity of our Hugoniot prediction to aad hocl-eV/atom shift
errors occur directly around our calculated Hugoniot curve.. -
o i in the internal energy.
We chose the smallest set of fitting terrogn'T' and

d;;n'T’, which gave a high-quality fit. The form of our o , —0 171 g/cn?. This value is typical of experimental
i R .. . PD g yp p
present EOS is quite similar to the virial expansion for the.,nqitions2* We ignore the very small initial pressufy

properties of an ordinary gas. TAe * and T~ 2 temperature setting P,=0. The initial internal energy, was not ob-
dependence of some of the terms in the current model arisgsineq directly from our EO$EQ. (4)], which is not valid at
naturally”® when the partition function of a fluid is expanded g,c |ow densities. Our tight-binding model predicts a bind-
in powers of B=1/kgT. Fitting with exclusively non- ihq energy of—1.1691 Ry/atom for the isolated hydrogen
negative power§ of T gave a somewhat poorer fit, and mgjecule.(The energy of the low-density liquid would be
required more terms. o _nearly identica). We found it reasonable to adjust this value
The quality and simplicity of our final fit, together with by 0.020 Ry/atom to improve agreement of our Hugoniot
the occurrence of only small powers nfand T, gives us \yiih gas-gun shock dafasettingU,; = —1.1491 Ry/atom.
confidence that the EOS will be reliable over the range of therpg optimizes agreement with the two highest-pressure gas-

fitting data, about 0.58<pp< 1.47 9/9”? and 3000<T<  4n data pointésee Fig. 2 which actually lie slightly below
31250 K. Outside this range the quality of the EOS becomege range of our original fitting data. The correction mainly

boar. This_izs especially true at lower temperatures, as thggryes to subtract away low-density errors in our tight-
T~ " andT"“ terms dominate. Our EOS is smooth and es+nding model, which was fit using no data at densities be-
sentially featureless, showing no evidence for a phase trang,, po=0.50 glen? (r¢=2.2). As we discuss at greater

sition within its region of applicability. In particula#P/JoT length below, the Hugoniot becomes insensitive to small

is positive everywhere; we do not see the negati®éJT  \yiations inU, as the temperature, and hence the energy
values cited as evidence for a phase transition within PIMC.gcae  rises.

Our work also provides no evidence for the plasma phase
transition that appears in the models of Saumon and
Chabrief® and Reinholzt al*°

T IIlIII|
Q
I ||||||I

10

Pressure (GPa)

%

VI. DISCUSSION

Our calculated Hugonidfig. 1 and Fig. 2is very similar
V. CALCULATING THE HUGONIOT to that calculated wittsEsamE® We predict densities up to
7% higher tharsesAME, an amount that might be expected,
given the approximations inherent in each model. The five
highest pressure measurements from Nalitier from these
calculations by up to 50% in density. In Fig. 2, we did not
_ 1y _ reproduce the original error bars on the Nova data, which
(Ur=U2)+2(Va= Vo) (P P2) =0. ®  allow for only about one-quarter of this discrepancy. In both
The shock adiabat is the set of final conditions with volumefigures, our calculated Hugoniot stops at 35000 K to reflect
V,, pressureP,, and internal energy,, that satisfy this the range of validity of the EOS. The Nova data are com-
equation. We solved Ed6) numerically, using our EOS for pletely within its range, because at higher densities the EOS
P, andU, at each volume&/,. Equation(6) represents con- extends to higher pressures.
servation of mass, energy, and momentum at the shock front, We wanted to understand the large discrepancy between
hence it is quite general. the Nova data and our results. In general, absorption of en-
The initial state was taken to be liquid deuterium with aergy in a medium will result in higher shock-compression
volume V;=23.5 cn?/mol, which corresponds to a density densities. Holmes, Ross, and Nellieecently proposed a

The Rankine-Hugoniot equatithgives the shock adia-
bat, given an initial volum#/,, internal energyJ,, and pres-
surePy:
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model in which molecular dissociation plays such a role.vibrations and rotations, dissociation, and ionization. Our
While dissociation of a hydrogen molecule in free space remodel was previously applied in a study of electrical
quires 2.2 eV/atom, this value should be greatly reducedonductivity’®> Using this model, we performed 39
within a high-density fluid, because the dissociated atomsnolecular-dynamics simulations at various densities and
remain closely associated with other atoms and moleculesemperatures. Using these simulation points, we fit a smooth
The energy difference betweetcompletely dissociatgd EOS describing the internal energy and fluid pressure over
atomi¢>?42° and moleculad®*® crystal phases, less than 1 the range 0.58 pp< 1.47 g/cn? and 3000< T< 31 250 K.
eV/atom, should set an upper bound on the contribution oDur thermodynamically consistent EOS has the form of a
dissociation to the internal enerdy of the fluid. virial expansion containing only 11 independent fitting pa-
We expect our tight-binding model would accurately re-rameters. It is smooth and well behaved, showing no evi-
cover any dissociation energy, especially given that suchlence for any phase transition.
crystal phases were used in fitting. To examine the sensitiv- Using our EOS fit, we constructed the Hugoniot of
ity of our Hugoniot to any errors, in Fig. 2 we show the shocked liquid deuterium. We used a typical experimental
Hugoniot resulting from shifting our EOS functiot) value for the liquid density, and adjusted our tight-binding
[Eq. (4)] by adding 1 eV/atom{We did not try shiftingP in  internal energy slightly to improve the agreement of our
unison, because it would only tend to increase, counterbaHugoniot with experimental gas-gun measurements. This
ancing to some extent the shift W in Eq. (6). This might  was justified because neither our tight-binding model nor our
reduce the sensitivity to error by an additional factor of 2 orEOS were fit for such low fluid densities. Within the region
more] The effect of this shift is quite significant, yet it does of validity of our EOS, our calculated Hugoniot is remark-
not suffice to generate good agreement with the four highestbly similar to the previousesame library EOS? although
pressure Nova measurements. Roughly 3 to 5 eV/atom copur prediction reaches densities a few percent higher.
rections inU are necessary to generate such agreement. We considered the results of a recent Nova laser
Rather large shifts are needed because the Hugoniot becomesperiment, which found single-shock densities of around
less sensitive to shifts itV at higher temperatures, as the 1.0 g/cnt at pressures of 100—200 GPa. These density val-
energy scale of the problem increases. ues are about 50% higher than predicted by our EOS or the
Our Hugoniot prediction was surprisingly insensitive to SESAME EOS. This excursion to higher densities was previ-
the amount of EOS fitting data, or the method used in fittingously attributed to energy absorption due to molecular
the EOS. At the time of our earliest fits, we had performeddissociatiorf. We examined the effect of aad hocadjust-
only 11 of the 39 final molecular-dynamics simulations. Fit-ment in our EOS internal energy on the Hugoniot. A 3 to 5
ting an EOS to these in a very crude fashion yielded a HugoeV/atom shift in energy was needed to obtain good agree-
niot quite similar to our final prediction, with predicted den- ment with the Nova data. This energy shift is too large to
sities within about 5% for pressures of 30 to 100 GPapossibly be produced by molecular dissociation, since the
Varying the weighting scheme for the data, or the terms kepbinding energy of a  molecule in free space is only about
in Egs. (3) and (4), generally resulted in much smaller ef- 2.2 eV/atom. We also expect that our modeling already rep-
fects. Density changes along the Hugoniot were never morgesents molecular dissociation in an accurate way, so that any
than 2—-3%, even for poor fits to the simulation data. Also,large correction due to dissociation is not plausible. Our
late in the study, many of the fitting datarat=2.0 and 1.95 Hugoniot analysis, based on the experimental claims, as-
(pp=0.67 and 0.72 g/ci) were added, to constrain the sumes that the material has reached thermodynamical equi-
Hugoniot somewhat more accurately. The insensitivity thafibrium. Violation of this condition could account for a major
we observed during the fitting process is clearly another assource of disagreement. In this case, however, the experi-
pect of the numerical stability of the Hugoniot to perturba- ment would no longer measure a Hugoniot.
tions in the EOS.
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