PHYSICAL REVIEW B VOLUME 56, NUMBER 8 15 AUGUST 1997-II

Temperature dependence of the optical properties of CdTe
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CdTg111)B films were grown on $100 substrates by molecular-beam epitaxy. Their spectral data were
obtained from room temperature to 800 K by spectroscopic ellipsorf@Eyin the photon energy range from
1.3 eV to 6 eV. During the measurement, samples were heated inside a windowless chamber in which
high-purity N, constantly flowed to minimize surface contamination. The spectral data revealed distinctive
critical-point structures dtg, Eq+Ag, E1, E1+ A4, Ex(X), andE,(Z). The spectral data were modeled. This
enabled us to obtain the temperature dependence of the critical-point energies and lin&yidiys: Ay, E4,
E.+ A4, E5(X), andE,(Z) decreased at the rate of 0.37, 0.34, 0.82, 0.64, 0.92, and 0.45 meV/K, respectively.
All linewidths monotonically increased. The optical dielectric function was expressed as a function of tem-
perature within and outside the experimental range. The results can be utilized for thermometry in order to
determine the temperature of sample surfaces during gr¢®€1.63-18207)07832-¢

I. INTRODUCTION K from room temperature to 800 K, above the typical growth
temperature. During the measurement, samples were heated
CdTe has been an attractive candidate for use in varinside a windowless chamber in which high-purity, Mon-
ous optoelectronic devices such as x-ray detectorsy de-  stantly flowed to minimize surface contamination. The sys-
tectors, and solar cells. It appears to be the most promisinggm performance was checked with respect to surface con-
material for the next generation of soft-x-ray detecfols  tamination during heating and during exposure to the
major use thus far has been as a substrate for the epitaxiaimosphere at room temperature. The effect of oxidization
growth of Hg, _,Cd, Te, the most important semiconductor and surface roughness on the spectral data was removed to
for infrared detection in the 8—12m range. Recently, CdTe deduce the spectral data for bulk CdTe.
has received more attention, since it has been grown on The optical dielectric function of bulk CdTe was modeled
large-size Si substrates, despite a large lattice mismatch @Feviously. The model satisfied the Kramers-Kronig relation-
the order of 20%. This has made it possible to grow ship and enabled us to calculate the dielectric function be-
Hg,_.Cd,Te as a subsequent layer and thus to fabricat¢yond the spectral limits of our data and to predict roughly its
monolithic integrated focal plane arrays. temperature dependent®The same model was used for this
A knowledge of the temperature dependence of the optiwork, but with the temperature dependence. The model en-
cal properties is necessary for many applications. For exabled the accurate determination of the CP parametéts, at
ample, with such knowledgén situ spectroscopic ellipsom- Eo+Ag, E;, E;+A;, Ex(X), andE,(2) at each measure-
etry (SE) could be used to monitor or control the temperaturement temperature. This enabled the determination of these
during growth, just as it has been used to control the alloyparameters, in particular, the CP eneEgyT) and linewidth
composition and thicknesSsSE is an excellent technique I';(T) as functions of temperature. Our results show Egt
with which to determine the spectral dependence of the diEg+Ag, Ei, E;+A4, Ex(X), and E5(2) decrease at the
electric function, e(w)=€;(w) +ie,(w). The experiment, rates 0.37, 0.34, 0.82, 0.64, 0.92, and 0.45 meV/K, respec-
however, yields only a set of pointss(w;)}; it does not give  tively, as the temperature increases from 300 K to 700 K.
e(w) as a function of critical-poin{CP) energiesE; and  This result is consistent with those previously reported by
linewidths T';, or even of the photon energyw. But, SE  other authors at lower temperatures. The temperature depen-
data in conjunction with a suitable model fefw) allows dence of the linewidths has not been reported previously.
one to determine the dielectric function as a function of pho-Our results show that all linewidths monotonically increase
ton energy, temperature and alloy composition. The opticaWith temperature, as would be expected. The model also en-
properties of CdTe at room temperature have been reporteabled us to calculate the dielectric functiefw,T) as a
by many authoré;® but little data on their temperature de- function of temperature within and even outside the experi-
pendence is available. No SE data on their temperature déaental range. Previously, we proposed a method to roughly
pendence have been reported previously. predict the dielectric function at low and elevated tempera-
CdTe films were grown on 8i00 by molecular-beam tures from the room temperature spectral déteaving de-
epitaxy? Their spectral data were measured by SE in steps dermined spectral data at elevated temperatures, our predic-
10 meV from 1.5 eV to 6 eV and in steps of 1 meV from 1.3tions are compared with that data.
eV to 1.6 eV. The photon energy range of our SE setup,
which was extended up to 6 éMyas further extended below
1.5 eV. Although the accuracy obtained was not as good as
that above 1.5 eV, it was sufficient to determine the band gap CdTe films were grown by molecular-beam epitaxy
accurately. The temperature was varied in steps of about 5(MBE). The details of the system were described in a previ-

IIl. EXPERIMENT
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ous papet! The substrates used are 2-in diametd0Gi), 105

which was tilted by 1°, 2°, and 4° towafd10] with respect 100 _ . 4 After heating and recooling
to the surface. The growth conditions and sample quality T After etching

were previously reportetiThe spectral data were obtained 95

with a spectroscopic ellipsometer. The heart of the system is
a photoelastic modulator. It was improved previously to

90 |

Im{s}

85 [ After exposure to the atmosphere

measure the dielectric function, especially in the photon en- L e o .
ergy range up to 6 eV, leading to the advantage thaEthe 80 ] °

structure which occurs around 5 eV was obtained. The ex- 75 L .

perimental setup, acquisition procedure, method of data re- T T T
duction and accuracy were reported previoddlffhe data ) 50 100 150 200 250 300

were obtained using configuration Il as defined by Bermudez
and Ritz!® and zone averaging, which has been made easier

with our system and which improves the accuracy. FIG. 1. Imaginary part of the dielectric constant for CdTe at 5
More features were added to the existing system to congy ynder various conditions. The square shows the value obtained
trol the sample temperature during measurement. A chambeg room temperature after chemical etching. The solid circles show
was built to allow a constant flow of Ngas during the the values obtained as temperature increases after the sample was
heating of the sample and thus to minimize surface oxidizafirst exposed to the atmosphere at room temperature. The triangle
tion. The chamber is made of aluminum and has only twashows the value after cooling near room temperature.
holes, at the entrance and exit of the probing beam. The
center positions of the holes are set to provide a 70° angle dft given temperature, permitting only two sets of data a day.
incidence. The N gas with high purity(99.995% flowed  Thus, the sample surface may not remain always in the same
from the bottom of the chamber up to those holes at constar@ondition between the measurements. In addition, the system
pressure during the measurement. The sample holder is fails to maintain a good surface condition at very high tem-
copper block with a high-resistivity NiCr wire fed through a perature.
ceramic tube embedded in the block. The direct current To take into account the overlayer effect present in our
power supply(HP6264B for heating the block is connected data, we first measured the optical constant at 5 eV under
to the temperature controlléHoneywell UDC2000, which ~ various conditions to examine the effect of native oxide,
maintains the desired temperature with a precisionc6f1  chemical etching, and annealing undeg.NFigure 1 shows
K. The thermocouple is K type and its contact point wasthe imaginary part of the dielectric constant at 5 eV,
located as close to the sample as possible for accurate detex(5€eV). The photon energy 5 eV was chosen, because the
mination of the temperature. The sample was firmly clampedlielectric constant at this energy is especially sensitive to the
to the copper block for the best heat transmission. Yaoariation of the surface statd®.A sample was chemically
et all* reported that the temperature difference from twoetched following the normal cleaning procedure for
thermocouples located near the sample was on the order gf'owth.17 The treatment removed oxides from the surface as
10 K around 700 K. This suggests that at the highest temevidenced by the increase of the dielectric constant after
perature, 671 K, reported in this work the uncertainty wouldetching. The square in Fig. 1 shows the valuesg5 eV)
be less than 10 K. In the system, white light is first mono-after chemical etching. The sample was mounted inside the
chromatized and then used as a probing beam. The opticahamber and exposed to the atmosphere. The oxide layer did
components and detectors are arranged inside a black box @t grow significantly within one or two hours, but was
prevent spurious rays from entering the detector. The heat@ventually formed in a day. The decreased value of
at the sample position unfortunately becomes a source aof,(5 eV) shown by the solid circle at room temperature was
light, which significantly affects the measurement. In orderobtained after one day. A multilayer analysis of the SE data
to discriminate the radiation of the heater from the true sig-on this sample indicated that the oxide layer formed was
nal, the probing beam is chopped at a frequency of 500 Hznly 2.4 nm thick, assuming the oxide dielectric function to
and the detected beam is processed with a lock-in amplifiehe the same as that of SjOThat assumption certainly is
Temperature-dependent measurements have usually begaod enough to conclude that the native oxide grows only to
performed with a vacuum chamber to avoid surface oxidizaa thickness of order 2.5 nigcertainly less than 5 nyif the
tion during heating**°whereas a windowless chamber was sample is exposed to the atmosphere after etching. Then the
used for this study. The simplicity of a windowless chambersample was heated under ar, Now. As the temperature
offers several advantages. The possible problems arisingcreased, the, values represented by the solid circles de-
from a window in the beam path are eliminated. Besides, thereased due to the effect of temperature and possibly also
signal-to-noise ratio is clearly better than that obtained withfurther oxidization, but the trend changed above 173 °C. We
windows. This is crucial when numerical derivatives of thesuspect that desorption began to take place and its effect was
spectra are used for the accurate determination of criticalarger than that of temperature as the temperature increased
point parameters. With our system, however, the sample i® 286 °C. At 286 °C the value of,(5 eV) was monitored
covered with N, gas only during measurements and is ex-for two hours, and remained nearly constant, implying that
posed to the atmosphere between the measurements. Thistlie surface remained intact at this temperature. As the
due to the time constraint involved in the measurement. Eachample was cooled down, the value {5 eV) increased
scan takes about an hour and four scans are needed to obtateadily. At 39 °C, the value was even higher than the one
the spectral data from 1.3 eV to 6 eV with the zone averag®btained right after etching. Such an increased value sug-

Temperature (°C)
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oxide dielectric function is not critical if the oxide thickness

is left as a free parameter in one’s analysis; as we have found
in other investigations and as has been pointed out by
Wakagi et al,'® the oxide thickness found in the analysis
changes in such a way as to largely cancel out changes in the
oxide dielectric function. In addition, our test for numerically
removing the oxide layer of CdTe showed that the dielectric
function of SiG, leads to the smaller rms value than that of
the typical compound oxide GaAsQonce the oxide thick-
ness is left as a free parameter. The resulidiat) values
were chosen to represent the optical dielectric function of
bulk CdTe at room temperature, as shown by the solid lines
in Fig. 2. Although 1 nm is a reasonable thickness to assume,
the actual overlayer thickness is not well defined by the SE
data. We can say with any confidence only that it lies be-
tween zero and about 2 nm. However, the most important
parameters determined from the analysis of our SE data, the
critical-point energies and linewidths as functions of tem-
perature, depend only weakly on our choice of overlayer

= "2'6 2'5 "3'0'- '3'&_;--;1'0”-‘4'5"‘5'6--:‘5“‘60 thickness and on the nature of the sample surface, as is
' ‘ ‘ ‘ ’ ' ' ' ' ' shown in Sec. IV. The data are compared with that of Arwin
Photon Energy (V) and Aspnesand with the recently published data of Castaing

et al® The open and solid circles show the data reported by

FIG. 2. Spectral data of CdTe at room temperature between 1.Arwin and Aspnes_ The open and closed squares show the
eV and 6 eV. The open and solid circles show the data by Arwindata of Castaingt al, where the data are obtained from the
and /é\spneg.The open and solid squares.show the data by Castaingraphs at selected temperatures. Our data show the same
gt al® The dotted lines are the dgta _obtalned after chemically etChCriticaI point structures as do those of Arwin and Aspnes,
ing _the sample _surface. The _solld I_|nes show the results after nus,4 our data for(w,) are less noisy than theirs below 2.0
mher'cal.ly rle(;polvmg_ 1fnm of S'? t\)/vilwll(cgdv#ere chosen to represent o\, ‘The mg average difference between our data and theirs
the optical dielectric function of bu € at room temperature. o 10%, with the largest differences occurring around the

E, region and below th&, region. Our values foe,(w) are

gests the removal of an overlay@rApproximating the di-  lower than those of Arwin and Aspnes in both regions. Oth-
electric function of the overlayer by that of SjOthe ob-  erwise, it would be deduced that the difference is mainly
served change corresponds to the removal of a thickness cliused by an overlayer present in our sample. The opposite
0.5 nm. Another possibility is a change in surface morphol-changes in magnitude in two different regions suggests that
ogy due to the heat treatment. If the overlayer was a surfacether factors, such as material quality, also contributed to the
roughness with a void fraction 0.5, such a change corredifference. The rms difference between the data of Castaing
sponds to the removal of 0.5 nm of roughness. In any caset al. and either our data or that of Arwin and Aspnes is
the result shown by the triangle in Fig. 1 suggests that a morsubstantially larger than that between our data and that of
ideal surface might be prepared through heat treatment, b#trwin and Aspnes. Thus, the data of Castaitwal. is of
this question is beyond the scope of this paper. The resultittle use in evaluating our data.
show that a windowless chamber in conjunction with the Figure 3 shows the spectral data of CdTe at selected
constant flow of N not only is capable of keeping the sur- temperatures—room temperature, 389 K, 503 K, 615 K, and
face intact, but also removes partially any oxide layer duringr27 K. The solid and dash-dotted lines show the spectral data
the heating, so long as the sample temperature is not raised room temperature and at 727 K, respectively. The dotted
too high. The surface, however, begins to react strongly withines show the data taken in between. All the data were ob-
the surroundings as the temperature increases beyond 4Qfined in steps of 10 meV from 1.5 eV to 6 eV. The original
°C. The surface was totally damaged at temperatures abowata showed the effect of an overlayer. From the data shown
500 °C. in Fig. 1 and discussed above, the overlayer was assumed to

Our data at room temperature were obtained right aftebe desorbed with increasing temperature, with the desorption
chemical etchintf with N, covering the surface, known to becoming complete at 671 K. Thus, no overlayer correction
be the best procedure to obtain room-temperature'dtae~ was made at or above that temperature. It was also assumed
dotted lines in Fig. 2 show the data in steps of 10 meV fromthat the maximum value of;(w) in the E; region should
1.5 eV to 6 eV. As pointed out above, etching alone mightlinearly decrease with increasing temperature up to 671 K,
not have completely removed the overlayer from our samplefollowing the trend shown by the temperature-dependent
We have numerically removed the effect of an overlayerspectral data of GaAS. This assumption allowed us to find
equivalent to 1 nm of Si@from the data represented by the the overlayer thicknesd,(T) from room temperature up to
dotted lines. Of course, any oxide present on CdTe has G71 K, by numerically removing the effect of an assumed
dielectric function different from that of Si© The choice overlayer of SiQ from our data at each temperature and
was made for the following reasons. The dielectric functionsadjusting the assumed overlayer thickness to obtain the de-
for the oxides of Cd and Te are not known. The choice ofsired maximum value of;(w). The values fod, calculated
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FIG. 3. Spectral data of CdTe at 296 K, 389 K, 503 K, 615 K,  FIG. 4. Spectral data of CdTe at selected temperatures. The data
and 727 K. The data was measured in steps of 10 meV from 1.5 eWwere measured in steps of 1 meV between 1.3 eV and 1.6 eV. Most
to 6 eV. The solid lines show the room-temperature data. Thedata were taken from 1.4 eV to 1.6 eV, except for those at 503 K,
dashed lines show the data at 727 K. The intermediate-temperatuvehich were taken from 1.3 eV to 1.5 eV to cover the band gap
data are shown by the dotted lines. below 1.4 eV. For ease of viewing the values g{w) are dis-

placed vertically by the integer amounts shown near the right-hand

in this way are listed in Table I. The results indicate that the®nd of each curve.

oxidation process is more prevailing than the desorption pro-

cess up to 446 K, and the desorption process takes over tiieven after cooling to room temperature, the spectral data of
oxidation process beyond that temperature to 671 K. An alCdTe were not restored. For these reasons, data taken be-
teration of the surface was shown in the spectral data takeyond 671 K were not considered.

above 727 K. The values far, between 1.5 eV and 2 eV Spectral data are normally measured from 1.5 eV to 6 eV
should increase monotonically as temperature increases if t@ our system. The lower limit is set by the rapid decrease of
surface is unchanged, because the critical-point energies dfte quantum efficiency of the photomultiplier tulfgMT)
decrease monotonically with increasing temperature. Thi®elow 1.5 eV. Since the band gap of CdTe at room tempera-
was not the case for the spectral data taken above 671 Kyre is around 1.5 eV and decreases as temperature increases,
where the values in that energy region decreased instead afspecial effort was made to make a measurement down to
increasing. Such a behavior could arise from a Fabry-Perct.3 eV. In our system, the current from the PMT is kept
interference near the band gap, if a thin film began to fornconstant during the measurement through the feedbackloop.
on the surface. It also could be caused by the loss of conFhis constant value was lowered by a factor 10 for the region
stituent atoms or by a strong reaction of the surface wittbelow 1.5 eV to compensate for the weaker response of the
surrounding atoms at high temperature. At 840 K the spectrd?MT than that in the normal scanning region. Although the
data did not show any signature of the CP structures foflata in the lower region failed to provide as accurate infor-
CdTe, which implied that the surface was totally altered.mation on the optical properties as those in the normal scan-
ning region, they did give reliable values for the band gap.
Figure 4 shows the imaginary part of the dielectric function

TABLE I. Values used for the overlayer thicknegsat selected - :
Y o at various temperatures. The Fabry-Perot interference shown

temperatures. . . . .

below the band gap is a typical signature of a film-substrate
T (K) d, (nm) system. The band gap decreases monotonically as tempera-

ture increases. The amplitude of the Fabry-Perot interference
296 1.0 also monotonically decreases, indicating that the absorption
332 2.9 coefficient below the band gap increases as temperature in-
389 3.2 creases. The real part of the dielectric function showed a
446 4.5 similar trend. The data up to 446 K were taken in steps of 1
503 3.2 meV from 1.4 eV to 1.6 eV. The data at 503 K were taken
558 1.6 from 1.3 eV to 1.5 eV so as to cover the range of the band
615 0.6 gap. From the data at 503 K, in which the Fabry-Perot inter-
671 0.0 ference appears, but diminishes below 1.37 eV, we con-

cluded that the data below 1.37 eV could not be trusted. This
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prevented the measurement of the temperature dependemtependent spectral data, since no significant qualitative
of the band gap above 503 K. change in the band structure is expected as temperature in-
creases. Thus, a model

Ill. THEORY

The optical dielectric function of solid state materials with €(@,T)=1~ ; Hpn(MHK(T) +an(T)Fa(T)
Lorentzian line broadening is given by the equatfei

1 (THAMHH{Pa(T)Ga(T) +an(TKn(T}y

87-rﬁ2e2f W(E)dE

€(w)=1-—- E2 F{P(TGH(T) +dn(TKn(T) Hiy
1 1 +{pn(T)Gn(T)}IV+{pn(T)Gn(T)+ann(T)
“|ho—E+IT hotEFIT) @ FrHA(TW] 0)

where was established by replacing the constant terms in&dy

polynomial functions of temperature and by permitting the
W(E) =2 We,(E)=2, Pg,(E)2q,(E), variation of CP energies and linewidthskh,, F,, G,, and
¢ cv K, as functions of temperature.
¢ and v stand for conduction and valence bands, respec- The parameters in the model were_determine_d by fitting
tively, E=E,,(K) is the energy difference between a pair of '€ Model to the spectral data andjor its derivatives. The fit
bands at the poirk in the Brillouin zone J.,(E) is the joint was performed by minimizing the root-mean-squéns)

density of states between the pair of bands, RRdE) is the fractional error

weighted-average matrix element of the momentum operator 1n=3
between states differing in energy By Similarly, the opti- o= _2 on, (5)
cal dielectric function of solid-state materials with Gaussian 47=0
broadening is given by the equation where

8mh?e® [ W(E)d B [~ .

=1+i f f dsd(fe—E+2ir°s)s
€(w) m? E2 | Jo 2 (LT [ Tl
. Th= : ()
_J dSé’(ﬁw+E+2irzs)s ’ ) 2 |[Sj]$1r:1> 2
0 ]

where 7 is the root-mean-square scatteringnatrix. Our  f; denotes a value obtained from our theoretical mosel,
model is based on Eqgél) and(2). denotes the data, the superscriptienotes amth-order de-

An analytical expression for the dielectric function wasrivative, and the subscript num denotes numerical differen-
previously constructed to model the spectral data of CdTe aiation. The numerical differentiation is performed using a
room temperaturé’ Briefly, a simple functional representa- formula suggested by Savitz and GofdyNotice that the
tion was constructed foN(E). It consisted of five segments numerical differentiation is applied both to the model and to
with the divisions naturally occurring at critical points with the data so as to compensate for numerical distoffigh.
two-dimensional discontinuities. It fully satisfied the CP be- Having determined a model and fitting procedure, the
havior with no artificial cutoffs. For the case of Lorentzian spectral datd.(w;,T) were modeled in two steps. The first
line broadening, the substitution @(E) into Eq.(1) ledto  step was to determine the values &y and I'; from the
the equation spectral data at each temperature. The derivative spectra
were used, except for the CPEB{§, since they had enhanced
CP structures and made the accurate determination of CP
parameters possible. The number of free coefficients among
thep,,, q,,, andr, , wherev=1, ...,V denotes an en-
+(PnGn+dnKn) i+ (PnGn)iv ergy segment was reduced to the minimum number required

to fit only the second and third derivatives of the spectral
+(PnGntanHntrHn v, ©) data. Fu)r/thermore, each critical-point region was filO sepa-
where the primes ol refer to theEy+ A, CP in energy rately if its CP structure was well separated from the others
segment | and to aM ,-type CP added in segment V at 7.5 in the derivative spectra. The results were used in determin-
eV to better mimicW(E) above 6 eV, the upper limit of our ing Ej(T) and I'i(T). In the second step thg, ,(T) and
data. HereH,,, F,, G,, andK,, are functions ofw as de- Qp ,(T) were redetermined by minimizing3, using the val-
fined in a previous papéf,andp,, q,, andr, are constants. ues forE;(T) and I';(T) determined in the first step. This
The case of Gaussian line broadening was considered inwas done in order to obtain a best fit e{w;,T) to
later paper® and was shown to improve the calculation of L(wj,T) with the E;(T) and I';(T) fixed at their correct
e,(w) below the band gap. For brevity, this numerically values. The second step was very quick beca(agT) is a
much more complicated case is not considered in this workinear function of the constant terms, so that they are deter-
Equation (3) was extended to model the temperature-mined exactly in only one iteration.

e(w)=1—; [(PaHn+AnFntrHR7 )1+ (PnGrtdnKn)y
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10 meV in the region around&y,+Ay, E; and E;+Aq,
389 K whereas the interval used around theregion was 20 meV
to improve the signal-to-noise ratio in the numerically differ-
entiated signal. The dash-dotted lines show the boundaries
EX) E,x) between the divisions. For each CP, only one or two free
parameters were used in additionEpandI’;. For this fit,
(o,+ 03)/2 from theEy+Ag, E; andE, region was 63%,
31%, and 35%, respectively. The large value from the
Eqo+A( region was due to the weak structure and hence the
small signal-to-noise ratio. The fractional error in the fits, as
well as the uncertainties in the values obtained, generally
increased as temperature increased, because the signal-to-
noise ratio decreased, partially because the critical-point
structure was diminished and altered by the effect of tem-
perature. However, the fittings yield precise values for some
of the CP energies, with uncertainties only of ordet —2
meV for Ey andE; at room temperature, under the assump-
tion of uncertainties of order 1% in each measured datum,
L and only about-4 meV at 671 K. The least well-determined
20 25 30 35 40 45 50 55 6.0 CP energy i€,(X), which can have an uncertainty as large
as*+12 meV at room temperature and25 meV at 671 K.
The values obtained for the CP energies and linewidths
FIG. 5. Fit to the normalized third derivative spectra. The opengre much less sensitive to Samp|e Over|ayers and surface im-
(O) and closed @) circles show their real and imaginary parts, perfection, to bulk sample quality, and to instrumentation
r_espectively. The solid I_ines show the resultant fits. The da_sh-dottegnan are the values af;(w) and e,(w). However, they do
lines show the bounda.rles between the energy segments fit 'ndepeaépend weakly on these factors. In order to test the magni-
dently. The inverted triangles denote the CP energy. tude of the dependence of tBe andT’; on such factors, we
applied the procedure outlined above to find EeandI’;
for three different sets of room-temperature CdTe spectral
Figure 5 shows one of the results performed in the firsdata. We chose the spectral datzf,(wj), of Arwin and
step in evaluating the EandT;. For brevity only the nor- Aspnes for bulk CdTe, our spectral datd,(w;,296), and

Normalized Third Derivative Spectra

Photon Energy (eV)

IV. CRITICAL-POINT ENERGIES AND LINEWIDTHS

malized third derivative spectra at 389 K, spectral datal-°*(w;,296), obtained on our sample after it
was oxidized by exposure to the atmosphere, with a native

[L(w;,389]1%, oxide that approximately corresponded to 3.5 nm of SiO
\/EJ-([L(wJ- ,389)]51?,) 2’ () The results obtained are shown in Table Il. The oxide layer

shifted the values found fdEy,+ Ay andE; by only 2 meV
and its fit are shown in this figure. The range between 1.5 e\and 4 meV, respectively, and the values of the higher-energy
and 6 eV was divided into three regions during the fit, sincecritical points by no more than 10 meV. The differences
the CP structures were well isolated from one another antietween the values d&,+ A, and E; found from LA(wj)
such a division made convergence faster. The interval beand from our datal. (w;,296), are similar to those induced
tween data points during the numerical differentiation wasy oxidation for Eo+ A, and E; but are larger at higher

TABLE II. Comparison of the critical-point energies and linewidths obtained from different spectral data
at room temperature. They are determined by the method described in Sec. IV. The values are given in units
of eV. The values of" for Ey; andEy+ A could not be found fl’Oﬂh.A(wj) and were fixed at 50 meV during

the fit.

CP parameters LA w)) L(®;,296) L°%(w;,296)
Eo+A4y 2.410 2.412 2.410
E, 3.366 3.363 3.359
Ei+A, 3.985 3.959 3.950
E,(X) 4.984 4.964 4.974
E.(2) 5.400 5.348 5.355
Te i, 0.027 0.023
e, 0.044 0.049
Te s, 0.098 0.081 0.091
Te,x) 0.165 0.157 0.132

Tes) 0.233 0.257 0.225
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TABLE IIl. Values of the CP energies at selected temperatures.
The CP energies were determined by the method described in Sec.
IV. The values are given in units of eV for the CP energies.

T (K) Eo Eotdy E;r  Ej+A; ExX) Ex3)

296 1493 2412 3.363  3.959 4964  5.348
332 1476 2397 3.338 3.939 4957 5.352
389 1456 2.360 3.297 3.904 4900 5.295

% 51 446 1.436 2.339 3.253 3.870 4855  5.237
503 1.416 2.320 3.209 3.827 4794  5.235
558 2.308 3.163 3.790 4723  5.226
615 2.301 3.101 3.743 4691 5.205
671 2.281 3.055 3.735 4636  5.189

circles show the spectral data and the solid lines show the fit
with oo=7.5%, which led toE,=1.456 eV,[';=5.7 meV
and a film thickness of 10.054m.

Table Il shows the values found for thHg at selected

FIG. 6. Fit toL (w;,389) between 1.4 eV and 1.6 eV. The open temperatures. The solid circles in Fig. 7 show those values.
(O) and closed @) circles show the real and imaginary parts of The value forE, at room temperature varies from 1.47 eV to
L(w;,389), respectively. The solid lines show the resultant fits. The] 55 eV in the literaturé® Our value, E;=1.493 eV, is
inverted triangles denote the value of the energy gap. within this range. The values for tHg, monotonically de-

crease as the temperature increases. Table IV shows the val-

energies. The differences between the linewidths found fromyes found for thel'; at selected temperatures. The results
the three different spectra were two to three times as large asow that, as expected, the critical-point linewidths increase
the differences between the CP energies and were of th@onotonically as temperature increases, within the uncer-
order of 15% of the observed linewidths. tainty of their determination. The value fdfe ) is not

We conclude from the results shown in Table I that Ourshown in the table. Several factors made it difficult to treat

uncertainty in the state of the CdTe surface during our mea-
surements, which is substantially smaller than a 3.5-nm u;lalez(E) as a free parameter above room temperature. For one,

certainty in oxide thickness, leads to an uncertainty not much
greater thant1 meV inEy+Ag andE4, and less thant4 55
meV in the higher CP energies. These uncertainties are ver i Ex(Z)
small in comparison with the temperature dependence of the i M
CP energies. The corresponding uncertainties in the valuesc¢ 50 -
the CP linewidths, although larger, also are small in compari-
son with the temperature dependence of the linewidths.
The CP values dE, were determined in a different fash-
ion from those for other critical points. The spectral data
were used for the fit instead of their derivatives, because the
Fabry-Perot interference below the band gap allowed the ac
curate determination of the CP parameters. In constructing i
the model, an overlayer-film-substrate system was assume ‘£ 35
instead of a bulk system. The appropriate formula for the
three-phase system has been well establiéhdthe dielec-
tric function for the Si substrate was obtained from the work

30
by Edward$® and the dielectric function of the overlayer was

approximated by that of Si© The thicknesses were treated 25 EgtA

L 0 0
as parameters. The model for CdTe was ; .4"\0\0\0\.\4

20

PR R SRS S SR U S R
1.40 1.45 1.50 1.55

Photon Energy (eV)

4.0 ;.M\O\*Ei\‘\.

Critical Point Energy (eV)

E(w)=1—p0Ho+a+bﬁw, (8)

which was obtained from Ed1), considering only the CP 151
structure atE,. Notice, however, that the real quantity [ . L
a+bfiw, with a and b variable parameters, was added to 300 400 500
compensate for the oversimplification of the joint density of Temperature (K)

states above the band gap. This was sufficient to compensate

for the contribution coming from the joint density of states FIG. 7. CP energies as a function of temperature. The symbols
above the band gap. For illustration, Fig. 6 shows the speahow the values determined from fitting the data. The solid lines
tral data at 389 Kl (w;,389), and its fit. The open and solid represent the fit by Eq10).
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TABLE IV. Values of the critical-point linewidths at selected ~ TABLE V. Values of E( and #; found by fitting our data to

temperatures. They are determined by the method described in Segq. (10), along with §; in those fits.

IV. The values are given in units of meV.

CP E@ (ev) 7 (MeV/K) 5, (meV)
T (K) Le, Lejia, Ig, Te +a, Te,x) E, 1599 0.366 15
296 55 27 44 81 157 Eot+Ag 2.502 0.340 9.7
332 3.1 38 49 89 159 E, 3.615 0.824 71
389 3.7 35 56 101 189 E;+A, 4.149 0.637 79
446 7.0 35 59 106 203 E,(X) 5.252 0.919 11.0
503 11.1 36 65 115 237 E,(3) 5473 0.446 19.4
558 34 73 127 258
615 40 82 142 294
671 57 88 156 295 previously measured values ¢ E;/dT) o, 1 Only by as-

suming very large values @; for the E; andE;+ A criti-

_ ) ) _ _ cal points. The required values arg: ~1000 K and
the signal-to-noise ratio decreased with increasing tempera; ~350 K. The second surprise (1:ons'stent ith th
ture. Also, the linewidth values and critical-point energy ~Eit21 ' _ prise, Istent wi €
value in our fittings strongly interacted with one another beféquirementgg ~1000 K, is thatég, is approximately a
cause the separation betweEg(X) andE,(2) became as factor of 2 larger than would be expected from the precision
small as the surﬂn*Ez(x)+FE2(2) at higher temperatures. At in our determination of,(T). The large values of; re-

room temperature the ratio &t (x) to 'g (x) was found to quired to make our values afE, /dT and d(E;+A;)/dT

be 1.64. Because the ratio of linewidths was found to beconS|stent with the previously measured low-temperature av-

approximately independent of temperature for any two criti-°ra9¢€ values is even more striking, given tlﬁgo mL.’St
cal points(other tharE,) at whichT';(T) was determined, it b€ less than 50 K to make our values 65(T) consist-

was assumed that the raﬂbEz(E)/rEz(X) is equal to 1.64, ent with the previously measured valu&gy(1.6K)

independent of temperature over the temperature range stug-l(isg()jl/hevw’r:g; BIS Vr\:}etljlst bdeez)enrlr;:begut f:giutie
oL : PEL3)

ied.
The temperature dependence of fhecan be described Make our value fodE,(X)/dT consistent with the average
by Varshni's empirical relaticf value —0.41 meV/K previously measur&dover the tem-
T2 perature range 77 ¥T=296 K.
E/(T)=E;(0)— TqIL,g , 9 In light of the surprises discussed above, we rEfi(T)
I

_ ) using Eq.(9), letting Bg. be free. The value found fg@8¢_is
which describes well the temperature dependence otthe in excellent a reementlwith the vale ~1000 K founé b
for GaAs?® However, the values g8; for CdTe are expected - g- e, Y
to be very small, given the small Debye temperaturd©duiring consistency between our data and the_ pr_ewously
@,=158 K for CdTe?® According to the model of Manoo- measured value fodE,; /dT) 4, v Furthermore, this fit re-
gian and Woolle)?,o B=0.37%,, which gives3=59 K for duced 5El by more than a factor of 2. In order to obtain
CdTe. TakingB= 0y and using the Va|UQSEo=225 K(Ref. formulas for the othelE(T) at least 'cllpproximat.ely valid
28 and ®,=344 K (Ref. 3) for GaAs, one finds below room tempe(ature, we also refit 'them using €0,
B=0.6549, which givesg=103 K for CdTe. Therefore, but_ keeplng theg; flxe_zd at the vaIL_Jes listed in Table VI,
because our results are limited to the range 296 KNhlc_h provide good simultaneous fits to our data and to the
<T<671 K in whichT is much greater than the expected Previously measured values (dE; /dT)iow - Be,+a, WaS
value of B, we first fit our values foE;(T) using the linear fixed to make (d(Eo+Ap)/dT) w7 Same as
equation (dEp/dT) ow T - Be,x) was freed, since previously mea-
_=(0)_ sured values fokdE,(X)/dT) 4 v are not available. The
B(D=E"=nT, 10 esultant values foB;, E;(0), anda; are given in Table VI,
valid for T> g; . The fits to Eq(10) are shown in Fig. 7; the along with the calculated and previously measured values of
resultant values oE(*) anddE; /dT=— 7, and the standard (dE;/dT) o T-
deviation, 5, , are shown in Table V. Her&(®) should be The temperature dependence of the linewidthg) can
greater thang;(0), the zero-temperature value @&, be- be described as the sum of temperature-dependent and
cause Eq(10) must be replaced by E@9) at low tempera- temperature-independent terms that add approximately qua-
tures. dratically,
Table V displays two surprises. The more obvious one is _ 0 2 D2
that the values ofy; are much larger than would be expected (M= ‘/(F‘ (T)7+(T77)7 1D
for E;, E;+ A4, given our expectatio; <100 K and given The temperature-independent term contains contributions
that the previously measured valueg dE; /dT) o, v, mea- from alloy scattering, scattering off sample imperfections,
sured over the lower-temperature interval, 7<K<300 K, experimental line broadening, and fictitious systematic
all are in the range- 0.6 meV/K<dE;/dT<—-0.3 meV/K, broadening caused by the numerical differentiation of spec-
with average values approximately equal te-0.4 troscopic data. However, our sample was not an alloy and
meV/K 32735 Our values can be made consistent with thewas of high quality, our experimental line broadening was
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TABLE VI. Values of 8;, E;(0), anda; obtained from fitting our data to EQ), where all of3; except
B, andBEz(x) were fixed in such a way as explained in the text.

CP Parameters in E9) —(dE; /dT) ow T (MeV/K)
Bi (K) E;i(0) (eV) a; (meV/K) 8, (meV) From Eq.(9) Others
Eo 180 1.565 0.406 1.8 0.30 0?3
Eo+ A 100 2.478 0.351 9.9 0.30
E, 924 3.467 1.468 2.9 0.45 0.850.5¢, 0.23¢
E,+A, 300 4.068 0.753 8.5 0.45 0.600.38¢, 0.17¢
E,»(X) 382 5.124 1.154 10.1 0.62
E,(3) 80 5.447 0.456 19.6 0.41 0.41

8Reference 26.
bReference 32.
‘Reference 33.
dReference 34.
®Reference 35.

less than 1 meV, and our technique of simultaneously nuThere are two ways to determiaéw,T). The first, and more
merically differentiating our data and our model formula for accurate method is to simply fit all of the data simulta-
e(w) eliminated the systematic broadening normally associneously and determine the parameters in terms of which
ated with numerical differentiatioff:*®> Therefore, we set e(w,T) is expressed. The second method is to ob¥({fE)

'Y equal to zero. We then approximat&d®(T) by the  at room temperature and then calculate», T), taking into

usual expressiofi*®to obtain account the line broadening and energy shifts caused by
5 changes in temperature. As was demonstrated previdUsly,
I'(T)=T,(0)| 1+ e , (12) the second method is usgful in predicting the dielectric func-

i tion at any temperature if temperature-dependence data are

not available. Both methods are presented, and the results
compared.
Following the first scheme, one can leave any number of

where the factor multiplyind’;(0) accounts for the effect of
electron-phonon scattering with phonon frequekg®; /7.
However, because our data was restricted to temperatures
T=296 K and because the precision of our determination o~

the I';(T) was only of order+10% or worse, we were un- 300
able to simultaneously determine physically reliable values
of I';(0) and®; from our data for each critical point. Also,
there are no low-temperature measurements of tfi€) to

aid in determining those values. However, if one assues
to have the same valu@,, for every critical point, which is
true within the spirit of the model on which Eq12) is
based, then one can hope to fi@d, to a good approxima-
tion by simultaneously fitting all of th&';(T). Upon doing
that, one finds® 5, =480 K within approximately* 10%.
The resultant fits are shown in Fig. 8; the resultant values fo
I';(0) are given in Table VII. The value & ,, is surpris-
ingly high, but should be approximately correct fErEl,

FE1+A1' FEZ(X); separate best fits for those critical points
give ®E1=464 K, ®E1+A1=560 K, and@)Ez(x)=419 K.
However, the value foFEO(T) given by®=480 K is 3.41
meV, which is much too large, suggesting ti@go, and
probably ®Eo+Ao’ should be considerable smaller. Aside

from these problems, Eq12) yields calculated values for
theT’;(T) that are physically acceptable for all temperatures I r

. > ) . . E
in that they are positive and increase monotonically with 0 ﬁ—;———m—a—_.’ c 1

temperature. 300 400 500 600
Temperature (K)

200

Critical Point Linewidth (meV)

100

Eq+a,

V. OPTICAL PROPERTIES AS A FUNCTION OF PHOTON
ENERGY AND TEMPERATURE FIG. 8. CP linewidths as a function of temperature. The symbols
show the values determined from fitting the data. The solid lines
Having determined th&;(T) andI'j(T) for the CPs be- represent the fit by Eq12) with ®; constrained to have the same
tween 1.4 eV and 6 eV, we proceeded to calculdie,T).  value at every CP.
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TABLE VII. Values of I';(0) found from fitting our data to Eq.

TABLE IX. Values for thec,,.

(12) with ®;=480 K for all critical points.

Ck Cko Ck1 Cro (1073)
CP I';(0) (meV)
Cq 640.37 —1.1401 0.90943
Eg 341 C, —164.44 0.31374 —0.28206
Eo+ A 17.21 Cs —366.14 0.69921 —0.60237
E, 29.87 C4 57.019 —0.15277 0.15819
Ei+A; 52.91 Cs 13.067 —0.054714 0.058035
E,(X) 103.81 Ce 81.809 —0.038554 1.3146
cy 2.2793 0.012159 —0.34833
, . cg —127.65 0.27216 —0.57596
tEe Puns Ao, andr, , free at any given temperature with . 539.06 0.63980 —0.99010
the rem_amder set to_zero. Adding more parameters d_oes n X —63.787 —0.014749 0.29889
always improve the fit. We chose the free parameters in suc —208.49 0.37986 0063641
a way as to obtain the best fit for a given total number of free’** i ' ’
. . . Cqo 92.823 0.17937 —0.19516
parameters and to preserve the analytical nature of the joint
. , Ci3 171.00 —0.50990 0.59542
density of the states at the CP’s. When the room-temperaturé _ 15894 0.65169 _ 0.78345
data were fitted with 15, 16, and 17 free parameters among* i : '
822.67 —2.4282 2.5279

thep,,, d,n, andr, ,, oo was 1.19%, 1.19%, and 1.15%, ~1°

respectively. 15 free parameters were chosen among the
P,ns d,n, @andr, ,, as is shown in Table VIII. The chosen
parameters were relabeled s, wherek=1, ...,15. The
c, was expressed as a polynomialliraccording to the equa-
tion

m=Ny

solid circles show the data. Once the dielectric function is
found other optical properties such as the complex refractive
indices, the reflectance, and the absorption coefficients are
easy to find®

Previously, we presented a method for calculating the di-

k= X CxmT™ (13)  electric functione”(w,T) at any temperature from the room-

temperature dat¥.Such a prediction was made possible due

where_theckm_ are tempgrature—independent parameters. Thig) the fact thaW(E) in Eq. (1) was found after fitting the
made it possible to fit simultaneously eight sets of data fromom-temperature data with our model. Having measured the

room temperature to 671 KN, sets the maximum order
polynomial for eactc,. Notice thate(w,T) is linear in the
Ckm» Which allows their values to be determined in a single
iteration. As in the case of choosing free parameters among
thep,,, d,,, andr, ,, one can choose any number of the
ckm to be free. The fractional error decreased as the total
number of parameters increased. With all of Meset to 1,

2, 3, and 40y was 5.1%, 2.92%, 2.68%, and 2.47%, respec-
tively. Table IX shows the values for thg,, obtained in the

fit with N,=3. Though the entire set of the data was fit, for
clarity only the data and the fit at 503 K are shown in Fig. 9.
The solid lines in Fig. 9 show the resultant fit. The open and

TABLE VIIl. The parameterg, selected from among the coef-
ficientsp,n, d,,, andr, ,; the zero values indicate parameters
not allowed to be free, but fixed at zero.

Polynomial Order K)
function 0 1
Pin C1 C2
Ain C3 Ca
Min Cs 0
Piin Ce C7
it n Cs 0
Pinn Co Cio
Quin Ci1 0
Piv.n Ci2 0
Pv.n Ci3 0
Qv,n Cia 0
fvn Cis 0

Dielectric function

b e b e e e b
15 20 25 30 35 40 45 50 55 6.0

Photon Energy (eV)

FIG. 9. Spectral data at 503 K. The open and solid circles are
the real and imaginary parts of the dielectric function, respectively.
The solid line shows the fit, and the dash-dotted line shows the
result of a fit performed only at 296 K shifted in energy by the
amount E;(503K) —E;(296K) and altered to correspond to the
linewidths at 503 K.
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spectral data at elevated temperatures, we comparadent of the noise in the derivative spectra. However, once
€"V(w,T) with L(w,T) at 503 K so that we might check the this problem is overcome, this method provides accurate val-
validity of this method. The general procedure to calculateues for the temperature. The uncertainty in determiriing
€"(»,503) was the same as before. BrieW/(E) was ob-  from fitting the derivative spectra is usually on the order of
tained from fittingL (w,296). The value fof’; at 503 K was *+2—4 meV, depending on temperature. This corresponds to
calculated from the values in Table VII. The calculated resultan uncertainty in temperrature of approximatehyp K at
was shifted by— 154 meV obtained from the difference be- typical growth temperatures. Any small dependencgpbn
tweenE, at 503 K ancE; at 296 K. The dash-dotted lines in the sample surface condition would add an extra 1 or 2 K
Fig. 9 showe"(w,503) calculated in this wayy'(»,503) is  uncertainty in the temperature. Similarly, one could &ge

as close td_,(w,503) as ise5(w,503) obtained from the fit. rather thanE; to determine the temperature, or could use
E\I/V(w,503) below the E; region is also as close to bothEg andE; to determine temperature and alloy compo-

L,(w,503) as isef (,503). This indicates that the method is Sition. The uncertainty in determining, is no more than
useful for predicting the refractive indices belo®,. *2 MeV, even at high temperatures, giving an uncertainty in
E\lN(w,503) above E;, however, is not as close to T of no more thant6 K plus an uncertainty of about 1 K

LW(w,503) as iset (w,503). from uncertainty in surfa_ce quality. The CP Iineyvidths could
also be used to determine temperature, but with much less

accuracy sincedFEl/dT is less than 0.2 meV/K and the

uncertainty in determininzjfEl is much greater than that in

One of the applications made possible by a knowledge OBeterminingEl.

€(w,T) is optical thermometry to determine the temperature \ye have obtained the spectral data at elevated tempera-

of the sample surface during growth. There are two ways {Qures in the photon energy range between 1.3 eV and 6 eV.

do this. The first is to use(w, T) and the other is to use the gy data obtained at room temperature differed by 10% from

CP energies and linewidths from the derivative spectra. Botl,gse of Arwin and AspnesThe large discrepancy is as-
methods have advantages and disadvantagesetaloused  ¢riped to differences in sample quality, surface condition and
the first method to determine the temperature of GaAs anglossibly instrumentation. Note that our sample was an MBE
found ‘an uncertainty of+10 K.* More recently Heyd grown epilayer, whereas that studied by Arwin and Aspnes
et al*® used the first method with a multilayer analysis to was a bulk sample. Despite the large differences in the di-
deduce the surface temperature of GaAg(#d; _,As het-  glectric functions obtained, our CP parameters were very
erostructures withint 10 K using real time SE, even in the ¢lose to theirs, especially fdE,+ A, and E;. The spectral
presence of am-GaAs surface layer 3—4 nm thick. The ad- gata at elevated temperatures showed the presence of an
vantage of this approach is that noise and a large frequencyerlayer, but its effects were removed with the assumption
interval between data points are not a major ob.stacle in deyf the linear decrease of the maximum valuedgfw) in the
ducing the temperature. The weakness of this approacl, region. Our model, which was used to describe the spec-
however, is that either the sample surface must be in an idegly| data of CdTe, was extended to describe the dielectric
condition without the presence of an overlayer or a fullfynction as a function of temperature. With this model, the
multilayer analysis must be performed in real time; also, thecp energies and linewidths were determined at selected tem-
variation of the dielectric function with sample quality must peratures, which were fitted to a function of temperature. The
be minimal. Otherwise, the accuracy will drop. For example gielectric function was calculated as a function of tempera-
consider the effect of an SiQoverlayer. The rms fractional tyre, Lastly, the previous method to predict the dielectric
error betweerl (w,296) andL(w;,332) is 9.05%. That be- fynction at elevated temperatures was checked by comparing

tweenL(w;,296) andL(w;,296) with 1.52 nm SiQ over-  the prediction with the measured data at elevated tempera-
layer is also 9.05%. This indicates that the effect of afyre.

1.52-nm oxide layer could mask the effect of a temperature
change as large as 38 K if a multilayer analysis is not per-
formed to subtract out t_he effect of _the overlayer. _ ACKNOWLEDGMENTS
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