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Temperature dependence of the optical properties of CdTe
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CdTe~111!B films were grown on Si~100! substrates by molecular-beam epitaxy. Their spectral data were
obtained from room temperature to 800 K by spectroscopic ellipsometry~SE! in the photon energy range from
1.3 eV to 6 eV. During the measurement, samples were heated inside a windowless chamber in which
high-purity N2 constantly flowed to minimize surface contamination. The spectral data revealed distinctive
critical-point structures atE0, E01D0, E1, E11D1, E2(X), andE2(S). The spectral data were modeled. This
enabled us to obtain the temperature dependence of the critical-point energies and linewidths.E0, E01D0, E1,
E11D1, E2(X), andE2(S) decreased at the rate of 0.37, 0.34, 0.82, 0.64, 0.92, and 0.45 meV/K, respectively.
All linewidths monotonically increased. The optical dielectric function was expressed as a function of tem-
perature within and outside the experimental range. The results can be utilized for thermometry in order to
determine the temperature of sample surfaces during growth.@S0163-1829~97!07832-6#
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I. INTRODUCTION

CdTe has been an attractive candidate for use in v
ous optoelectronic devices such as x-ray detectors,g-ray de-
tectors, and solar cells. It appears to be the most promi
material for the next generation of soft-x-ray detectors.1 Its
major use thus far has been as a substrate for the epit
growth of Hg12xCdxTe, the most important semiconduct
for infrared detection in the 8–12mm range. Recently, CdTe
has received more attention, since it has been grown
large-size Si substrates, despite a large lattice mismatc
the order of 20%.2 This has made it possible to gro
Hg12xCdxTe as a subsequent layer and thus to fabric
monolithic integrated focal plane arrays.

A knowledge of the temperature dependence of the o
cal properties is necessary for many applications. For
ample, with such knowledge,in situ spectroscopic ellipsom
etry ~SE! could be used to monitor or control the temperatu
during growth, just as it has been used to control the a
composition and thickness.3 SE is an excellent techniqu
with which to determine the spectral dependence of the
electric function, e(v)5e1(v)1 i e2(v). The experiment,
however, yields only a set of points,$e(v j )%; it does not give
e(v) as a function of critical-point~CP! energiesEi and
linewidths G i , or even of the photon energy\v. But, SE
data in conjunction with a suitable model fore(v) allows
one to determine the dielectric function as a function of p
ton energy, temperature and alloy composition. The opt
properties of CdTe at room temperature have been repo
by many authors,4–8 but little data on their temperature de
pendence is available. No SE data on their temperature
pendence have been reported previously.

CdTe films were grown on Si~100! by molecular-beam
epitaxy.2 Their spectral data were measured by SE in step
10 meV from 1.5 eV to 6 eV and in steps of 1 meV from 1
eV to 1.6 eV. The photon energy range of our SE set
which was extended up to 6 eV,9 was further extended below
1.5 eV. Although the accuracy obtained was not as good
that above 1.5 eV, it was sufficient to determine the band
accurately. The temperature was varied in steps of abou
560163-1829/97/56~8!/4786~12!/$10.00
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K from room temperature to 800 K, above the typical grow
temperature. During the measurement, samples were he
inside a windowless chamber in which high-purity N2 con-
stantly flowed to minimize surface contamination. The s
tem performance was checked with respect to surface c
tamination during heating and during exposure to
atmosphere at room temperature. The effect of oxidizat
and surface roughness on the spectral data was remove
deduce the spectral data for bulk CdTe.

The optical dielectric function of bulk CdTe was modele
previously. The model satisfied the Kramers-Kronig relatio
ship and enabled us to calculate the dielectric function
yond the spectral limits of our data and to predict roughly
temperature dependence.10 The same model was used for th
work, but with the temperature dependence. The model
abled the accurate determination of the CP parameters aE0,
E01D0, E1, E11D1, E2(X), and E2(S) at each measure
ment temperature. This enabled the determination of th
parameters, in particular, the CP energyEi(T) and linewidth
G i(T) as functions of temperature. Our results show thatE0,
E01D0, E1, E11D1, E2(X), and E2(S) decrease at the
rates 0.37, 0.34, 0.82, 0.64, 0.92, and 0.45 meV/K, resp
tively, as the temperature increases from 300 K to 700
This result is consistent with those previously reported
other authors at lower temperatures. The temperature de
dence of the linewidths has not been reported previou
Our results show that all linewidths monotonically increa
with temperature, as would be expected. The model also
abled us to calculate the dielectric functione(v,T) as a
function of temperature within and even outside the exp
mental range. Previously, we proposed a method to roug
predict the dielectric function at low and elevated tempe
tures from the room temperature spectral data.10 Having de-
termined spectral data at elevated temperatures, our pre
tions are compared with that data.

II. EXPERIMENT

CdTe films were grown by molecular-beam epita
~MBE!. The details of the system were described in a pre
4786 © 1997 The American Physical Society
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ous paper.11 The substrates used are 2-in diameter Si~001!,
which was tilted by 1°, 2°, and 4° toward@110# with respect
to the surface. The growth conditions and sample qua
were previously reported.2 The spectral data were obtaine
with a spectroscopic ellipsometer. The heart of the system
a photoelastic modulator. It was improved previously
measure the dielectric function, especially in the photon
ergy range up to 6 eV, leading to the advantage that theE2
structure which occurs around 5 eV was obtained. The
perimental setup, acquisition procedure, method of data
duction and accuracy were reported previously.12 The data
were obtained using configuration II as defined by Bermu
and Ritz,13 and zone averaging, which has been made ea
with our system and which improves the accuracy.

More features were added to the existing system to c
trol the sample temperature during measurement. A cham
was built to allow a constant flow of N2 gas during the
heating of the sample and thus to minimize surface oxid
tion. The chamber is made of aluminum and has only t
holes, at the entrance and exit of the probing beam.
center positions of the holes are set to provide a 70° angl
incidence. The N2 gas with high purity~99.995%! flowed
from the bottom of the chamber up to those holes at cons
pressure during the measurement. The sample holder
copper block with a high-resistivity NiCr wire fed through
ceramic tube embedded in the block. The direct curr
power supply~HP6264B! for heating the block is connecte
to the temperature controller~Honeywell UDC2000!, which
maintains the desired temperature with a precision of60.1
K. The thermocouple is K type and its contact point w
located as close to the sample as possible for accurate d
mination of the temperature. The sample was firmly clamp
to the copper block for the best heat transmission. Y
et al.14 reported that the temperature difference from t
thermocouples located near the sample was on the orde
10 K around 700 K. This suggests that at the highest te
perature, 671 K, reported in this work the uncertainty wo
be less than 10 K. In the system, white light is first mon
chromatized and then used as a probing beam. The op
components and detectors are arranged inside a black b
prevent spurious rays from entering the detector. The he
at the sample position unfortunately becomes a source
light, which significantly affects the measurement. In ord
to discriminate the radiation of the heater from the true s
nal, the probing beam is chopped at a frequency of 500
and the detected beam is processed with a lock-in ampli

Temperature-dependent measurements have usually
performed with a vacuum chamber to avoid surface oxidi
tion during heating,14,15 whereas a windowless chamber w
used for this study. The simplicity of a windowless chamb
offers several advantages. The possible problems ari
from a window in the beam path are eliminated. Besides,
signal-to-noise ratio is clearly better than that obtained w
windows. This is crucial when numerical derivatives of t
spectra are used for the accurate determination of criti
point parameters. With our system, however, the sampl
covered with N2 gas only during measurements and is e
posed to the atmosphere between the measurements. T
due to the time constraint involved in the measurement. E
scan takes about an hour and four scans are needed to o
the spectral data from 1.3 eV to 6 eV with the zone aver
y
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at given temperature, permitting only two sets of data a d
Thus, the sample surface may not remain always in the s
condition between the measurements. In addition, the sys
fails to maintain a good surface condition at very high te
perature.

To take into account the overlayer effect present in o
data, we first measured the optical constant at 5 eV un
various conditions to examine the effect of native oxid
chemical etching, and annealing under N2. Figure 1 shows
the imaginary part of the dielectric constant at 5 e
e2(5eV). The photon energy 5 eV was chosen, because
dielectric constant at this energy is especially sensitive to
variation of the surface status.16 A sample was chemically
etched following the normal cleaning procedure f
growth.17 The treatment removed oxides from the surface
evidenced by the increase of the dielectric constant a
etching. The square in Fig. 1 shows the value ofe2(5 eV)
after chemical etching. The sample was mounted inside
chamber and exposed to the atmosphere. The oxide laye
not grow significantly within one or two hours, but wa
eventually formed in a day. The decreased value
e2(5 eV) shown by the solid circle at room temperature w
obtained after one day. A multilayer analysis of the SE d
on this sample indicated that the oxide layer formed w
only 2.4 nm thick, assuming the oxide dielectric function
be the same as that of SiO2. That assumption certainly is
good enough to conclude that the native oxide grows only
a thickness of order 2.5 nm~certainly less than 5 nm! if the
sample is exposed to the atmosphere after etching. Then
sample was heated under an N2 flow. As the temperature
increased, thee2 values represented by the solid circles d
creased due to the effect of temperature and possibly
further oxidization, but the trend changed above 173 °C.
suspect that desorption began to take place and its effect
larger than that of temperature as the temperature incre
to 286 °C. At 286 °C the value ofe2(5 eV) was monitored
for two hours, and remained nearly constant, implying t
the surface remained intact at this temperature. As
sample was cooled down, the value ofe2(5 eV) increased
steadily. At 39 °C, the value was even higher than the o
obtained right after etching. Such an increased value s

FIG. 1. Imaginary part of the dielectric constant for CdTe a
eV under various conditions. The square shows the value obta
at room temperature after chemical etching. The solid circles sh
the values obtained as temperature increases after the sample
first exposed to the atmosphere at room temperature. The tria
shows the value after cooling near room temperature.
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4788 56KIM, DARASELIA, GARLAND, AND SIVANANTHAN
gests the removal of an overlayer.16 Approximating the di-
electric function of the overlayer by that of SiO2, the ob-
served change corresponds to the removal of a thicknes
0.5 nm. Another possibility is a change in surface morph
ogy due to the heat treatment. If the overlayer was a sur
roughness with a void fraction 0.5, such a change co
sponds to the removal of 0.5 nm of roughness. In any c
the result shown by the triangle in Fig. 1 suggests that a m
ideal surface might be prepared through heat treatment,
this question is beyond the scope of this paper. The res
show that a windowless chamber in conjunction with t
constant flow of N2 not only is capable of keeping the su
face intact, but also removes partially any oxide layer dur
the heating, so long as the sample temperature is not ra
too high. The surface, however, begins to react strongly w
the surroundings as the temperature increases beyond
°C. The surface was totally damaged at temperatures ab
500 °C.

Our data at room temperature were obtained right a
chemical etching17 with N 2 covering the surface, known t
be the best procedure to obtain room-temperature data.16 The
dotted lines in Fig. 2 show the data in steps of 10 meV fr
1.5 eV to 6 eV. As pointed out above, etching alone mig
not have completely removed the overlayer from our sam
We have numerically removed the effect of an overla
equivalent to 1 nm of SiO2 from the data represented by th
dotted lines. Of course, any oxide present on CdTe ha
dielectric function different from that of SiO2. The choice
was made for the following reasons. The dielectric functio
for the oxides of Cd and Te are not known. The choice

FIG. 2. Spectral data of CdTe at room temperature between
eV and 6 eV. The open and solid circles show the data by Ar
and Aspnes.5 The open and solid squares show the data by Cast
et al.8 The dotted lines are the data obtained after chemically e
ing the sample surface. The solid lines show the results after
merically removing 1 nm of SiO2, which were chosen to represe
the optical dielectric function of bulk CdTe at room temperature
of
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oxide dielectric function is not critical if the oxide thicknes
is left as a free parameter in one’s analysis; as we have fo
in other investigations and as has been pointed out
Wakagi et al.,18 the oxide thickness found in the analys
changes in such a way as to largely cancel out changes in
oxide dielectric function. In addition, our test for numerical
removing the oxide layer of CdTe showed that the dielec
function of SiO2 leads to the smaller rms value than that
the typical compound oxide GaAsO2 once the oxide thick-
ness is left as a free parameter. The resultante(v) values
were chosen to represent the optical dielectric function
bulk CdTe at room temperature, as shown by the solid li
in Fig. 2. Although 1 nm is a reasonable thickness to assu
the actual overlayer thickness is not well defined by the
data. We can say with any confidence only that it lies b
tween zero and about 2 nm. However, the most import
parameters determined from the analysis of our SE data
critical-point energies and linewidths as functions of te
perature, depend only weakly on our choice of overla
thickness and on the nature of the sample surface, a
shown in Sec. IV. The data are compared with that of Arw
and Aspnes5 and with the recently published data of Castai
et al.8 The open and solid circles show the data reported
Arwin and Aspnes. The open and closed squares show
data of Castainget al., where the data are obtained from th
graphs at selected temperatures. Our data show the s
critical point structures as do those of Arwin and Aspn
and our data fore(v2) are less noisy than theirs below 2
eV. The rms average difference between our data and th
is 10%, with the largest differences occurring around
E2 region and below theE1 region. Our values fore2(v) are
lower than those of Arwin and Aspnes in both regions. O
erwise, it would be deduced that the difference is mai
caused by an overlayer present in our sample. The oppo
changes in magnitude in two different regions suggests
other factors, such as material quality, also contributed to
difference. The rms difference between the data of Casta
et al. and either our data or that of Arwin and Aspnes
substantially larger than that between our data and tha
Arwin and Aspnes. Thus, the data of Castainget al. is of
little use in evaluating our data.

Figure 3 shows the spectral data of CdTe at selec
temperatures—room temperature, 389 K, 503 K, 615 K, a
727 K. The solid and dash-dotted lines show the spectral d
at room temperature and at 727 K, respectively. The do
lines show the data taken in between. All the data were
tained in steps of 10 meV from 1.5 eV to 6 eV. The origin
data showed the effect of an overlayer. From the data sh
in Fig. 1 and discussed above, the overlayer was assume
be desorbed with increasing temperature, with the desorp
becoming complete at 671 K. Thus, no overlayer correct
was made at or above that temperature. It was also assu
that the maximum value ofe1(v) in the E1 region should
linearly decrease with increasing temperature up to 671
following the trend shown by the temperature-depend
spectral data of GaAs.19 This assumption allowed us to fin
the overlayer thicknessdo(T) from room temperature up to
671 K, by numerically removing the effect of an assum
overlayer of SiO2 from our data at each temperature a
adjusting the assumed overlayer thickness to obtain the
sired maximum value ofe1(v). The values fordo calculated
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in this way are listed in Table I. The results indicate that
oxidation process is more prevailing than the desorption p
cess up to 446 K, and the desorption process takes ove
oxidation process beyond that temperature to 671 K. An
teration of the surface was shown in the spectral data ta
above 727 K. The values fore2 between 1.5 eV and 2 eV
should increase monotonically as temperature increases i
surface is unchanged, because the critical-point energie
decrease monotonically with increasing temperature. T
was not the case for the spectral data taken above 67
where the values in that energy region decreased instea
increasing. Such a behavior could arise from a Fabry-P
interference near the band gap, if a thin film began to fo
on the surface. It also could be caused by the loss of c
stituent atoms or by a strong reaction of the surface w
surrounding atoms at high temperature. At 840 K the spec
data did not show any signature of the CP structures
CdTe, which implied that the surface was totally altere

FIG. 3. Spectral data of CdTe at 296 K, 389 K, 503 K, 615
and 727 K. The data was measured in steps of 10 meV from 1.5
to 6 eV. The solid lines show the room-temperature data.
dashed lines show the data at 727 K. The intermediate-temper
data are shown by the dotted lines.

TABLE I. Values used for the overlayer thicknessdo at selected
temperatures.

T ~K! do ~nm!

296 1.0
332 2.9
389 3.2
446 4.5
503 3.2
558 1.6
615 0.6
671 0.0
e
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Even after cooling to room temperature, the spectral data
CdTe were not restored. For these reasons, data taken
yond 671 K were not considered.

Spectral data are normally measured from 1.5 eV to 6
in our system. The lower limit is set by the rapid decrease
the quantum efficiency of the photomultiplier tube~PMT!
below 1.5 eV. Since the band gap of CdTe at room tempe
ture is around 1.5 eV and decreases as temperature incre
a special effort was made to make a measurement dow
1.3 eV. In our system, the current from the PMT is ke
constant during the measurement through the feedback lo9

This constant value was lowered by a factor 10 for the reg
below 1.5 eV to compensate for the weaker response of
PMT than that in the normal scanning region. Although t
data in the lower region failed to provide as accurate inf
mation on the optical properties as those in the normal sc
ning region, they did give reliable values for the band g
Figure 4 shows the imaginary part of the dielectric functi
at various temperatures. The Fabry-Perot interference sh
below the band gap is a typical signature of a film-substr
system. The band gap decreases monotonically as temp
ture increases. The amplitude of the Fabry-Perot interfere
also monotonically decreases, indicating that the absorp
coefficient below the band gap increases as temperature
creases. The real part of the dielectric function showe
similar trend. The data up to 446 K were taken in steps o
meV from 1.4 eV to 1.6 eV. The data at 503 K were tak
from 1.3 eV to 1.5 eV so as to cover the range of the ba
gap. From the data at 503 K, in which the Fabry-Perot int
ference appears, but diminishes below 1.37 eV, we c
cluded that the data below 1.37 eV could not be trusted. T

,
V
e
re

FIG. 4. Spectral data of CdTe at selected temperatures. The
were measured in steps of 1 meV between 1.3 eV and 1.6 eV. M
data were taken from 1.4 eV to 1.6 eV, except for those at 503
which were taken from 1.3 eV to 1.5 eV to cover the band g
below 1.4 eV. For ease of viewing the values ofe2(v) are dis-
placed vertically by the integer amounts shown near the right-h
end of each curve.
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prevented the measurement of the temperature depend
of the band gap above 503 K.

III. THEORY

The optical dielectric function of solid state materials w
Lorentzian line broadening is given by the equation12,20

e~v!512
8p\2e2

m2 E W~E!dE

E2

3F 1

\v2E1 iG
2

1

\v1E1 iG G , ~1!

where

W~E!5(
c,v

Wcv~E!5(
c,v

Pcv~E!2Jcv~E!,

c and v stand for conduction and valence bands, resp
tively, E[Ecv(k) is the energy difference between a pair
bands at the pointk in the Brillouin zone,Jcv(E) is the joint
density of states between the pair of bands, andPcv(E) is the
weighted-average matrix element of the momentum oper
between states differing in energy byE. Similarly, the opti-
cal dielectric function of solid-state materials with Gauss
broadening is given by the equation

e~v!511 i
8p\2e2

m2 E W~E!dE

E2 F E
0

`

dsei ~\v2E12i t2s!s

2E
0

`

dsei ~\v1E12i t2s!sG , ~2!

where t is the root-mean-square scatteringt matrix. Our
model is based on Eqs.~1! and ~2!.

An analytical expression for the dielectric function w
previously constructed to model the spectral data of CdT
room temperature.10 Briefly, a simple functional representa
tion was constructed forW(E). It consisted of five segment
with the divisions naturally occurring at critical points wit
two-dimensional discontinuities. It fully satisfied the CP b
havior with no artificial cutoffs. For the case of Lorentzia
line broadening, the substitution ofW(E) into Eq. ~1! led to
the equation

e~v!512(
n

@~pnHn1qnFn1r nHn8 ! I1~pnGn1qnKn! II

1~pnGn1qnKn! III 1~pnGn! IV

1~pnGn1qnHn1r nHn8 !V#, ~3!

where the primes onHn refer to theE01D0 CP in energy
segment I and to anM0-type CP added in segment V at 7
eV to better mimicW(E) above 6 eV, the upper limit of ou
data. Here,Hn , Fn , Gn , andKn are functions ofv as de-
fined in a previous paper,12 andpn , qn , andr n are constants
The case of Gaussian line broadening was considered
later paper,10 and was shown to improve the calculation
e2(v) below the band gap. For brevity, this numerica
much more complicated case is not considered in this w
Equation ~3! was extended to model the temperatu
nce

c-

or

n

at

-

a

k.
-

dependent spectral data, since no significant qualita
change in the band structure is expected as temperatur
creases. Thus, a model

e~v,T!512(
n

@$pn~T!Hn~T!1qn~T!Fn~T!

1r n~T!Hn
8~T!% I1$pn~T!Gn~T!1qn~T!Kn~T!% II

1$pn~T!Gn~T!1qn~T!Kn~T!% III

1$pn~T!Gn~T!% IV1$pn~T!Gn~T!1qnHn~T!

1r nHn
8~T!%V# ~4!

was established by replacing the constant terms in Eq.~3! by
polynomial functions of temperature and by permitting t
variation of CP energies and linewidths inHn , Fn , Gn , and
Kn as functions of temperature.

The parameters in the model were determined by fitt
the model to the spectral data and/or its derivatives. The
was performed by minimizing the root-mean-square~rms!
fractional error

s5
1

4(
n50

n53

sn , ~5!

where

sn
25

(
j

u@ f j #num
~n! 2@sj #num

~n! u2

(
j

u@sj #num
~n! u2

, ~6!

f j denotes a value obtained from our theoretical modelsj
denotes the data, the superscriptn denotes annth-order de-
rivative, and the subscript num denotes numerical differ
tiation. The numerical differentiation is performed using
formula suggested by Savitz and Golay.21 Notice that the
numerical differentiation is applied both to the model and
the data so as to compensate for numerical distortion.22,23

Having determined a model and fitting procedure, t
spectral dataL(v j ,T) were modeled in two steps. The firs
step was to determine the values forEi and G i from the
spectral data at each temperature. The derivative spe
were used, except for the CP atE0, since they had enhance
CP structures and made the accurate determination of
parameters possible. The number of free coefficients am
the pn,n , qn,n , and r n,n wheren5I, . . . ,V denotes an en-
ergy segment was reduced to the minimum number requ
to fit only the second and third derivatives of the spect
data. Furthermore, each critical-point region was fit se
rately if its CP structure was well separated from the oth
in the derivative spectra. The results were used in determ
ing Ei(T) and G i(T). In the second step thepn,n(T) and
qn,n(T) were redetermined by minimizings0

2, using the val-
ues forEi(T) and G i(T) determined in the first step. Thi
was done in order to obtain a best fit ofe(v j ,T) to
L(v j ,T) with the Ei(T) and G i(T) fixed at their correct
values. The second step was very quick becausee(v,T) is a
linear function of the constant terms, so that they are de
mined exactly in only one iteration.
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IV. CRITICAL-POINT ENERGIES AND LINEWIDTHS

Figure 5 shows one of the results performed in the fi
step in evaluating the Ei and G i . For brevity only the nor-
malized third derivative spectra at 389 K,

@L~v j ,389!#num
~3!

AS j~@L~v j ,389!#num
~3! !2

, ~7!

and its fit are shown in this figure. The range between 1.5
and 6 eV was divided into three regions during the fit, sin
the CP structures were well isolated from one another
such a division made convergence faster. The interval
tween data points during the numerical differentiation w

FIG. 5. Fit to the normalized third derivative spectra. The op
(s) and closed (d) circles show their real and imaginary part
respectively. The solid lines show the resultant fits. The dash-do
lines show the boundaries between the energy segments fit inde
dently. The inverted triangles denote the CP energy.
t

V
e
d

e-
s

10 meV in the region aroundE01D0, E1 and E11D1,
whereas the interval used around theE2 region was 20 meV
to improve the signal-to-noise ratio in the numerically diffe
entiated signal. The dash-dotted lines show the bounda
between the divisions. For each CP, only one or two f
parameters were used in addition toEi andG i . For this fit,
(s21s3)/2 from theE01D0, E1 and E2 region was 63%,
31%, and 35%, respectively. The large value from t
E01D0 region was due to the weak structure and hence
small signal-to-noise ratio. The fractional error in the fits,
well as the uncertainties in the values obtained, gener
increased as temperature increased, because the sign
noise ratio decreased, partially because the critical-p
structure was diminished and altered by the effect of te
perature. However, the fittings yield precise values for so
of the CP energies, with uncertainties only of order6122
meV for E0 andE1 at room temperature, under the assum
tion of uncertainties of order 1% in each measured datu
and only about64 meV at 671 K. The least well-determine
CP energy isE2(S), which can have an uncertainty as larg
as612 meV at room temperature and625 meV at 671 K.

The values obtained for the CP energies and linewid
are much less sensitive to sample overlayers and surface
perfection, to bulk sample quality, and to instrumentati
than are the values ofe1(v) and e2(v). However, they do
depend weakly on these factors. In order to test the ma
tude of the dependence of theEi andG i on such factors, we
applied the procedure outlined above to find theEi and G i
for three different sets of room-temperature CdTe spec
data. We chose the spectral data,LA(v j ), of Arwin and
Aspnes5 for bulk CdTe, our spectral data,L(v j ,296), and
spectral data,Lox(v j ,296), obtained on our sample after
was oxidized by exposure to the atmosphere, with a na
oxide that approximately corresponded to 3.5 nm of SiO2.
The results obtained are shown in Table II. The oxide la
shifted the values found forE01D0 andE1 by only 2 meV
and 4 meV, respectively, and the values of the higher-ene
critical points by no more than 10 meV. The differenc
between the values ofE01D0 and E1 found from LA(v j )
and from our data,L(v j ,296), are similar to those induce
by oxidation for E01D0 and E1 but are larger at highe

n

ed
en-
data
in units
TABLE II. Comparison of the critical-point energies and linewidths obtained from different spectral
at room temperature. They are determined by the method described in Sec. IV. The values are given
of eV. The values ofG for E0 andE01D0 could not be found fromLA(v j ) and were fixed at 50 meV during
the fit.

CP parameters LA(v j ) L(v j ,296) Lox(v j ,296)

E01D0 2.410 2.412 2.410
E1 3.366 3.363 3.359
E11D1 3.985 3.959 3.950
E2(X) 4.984 4.964 4.974
E2(S) 5.400 5.348 5.355

GE01D0
0.027 0.023

GE1
0.044 0.049

GE11D1
0.098 0.081 0.091

GE2(X) 0.165 0.157 0.132
GE2(S) 0.233 0.257 0.225
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energies. The differences between the linewidths found fr
the three different spectra were two to three times as larg
the differences between the CP energies and were of
order of 15% of the observed linewidths.

We conclude from the results shown in Table II that o
uncertainty in the state of the CdTe surface during our m
surements, which is substantially smaller than a 3.5-nm
certainty in oxide thickness, leads to an uncertainty not m
greater than61 meV in E01D0 andE1, and less than64
meV in the higher CP energies. These uncertainties are
small in comparison with the temperature dependence of
CP energies. The corresponding uncertainties in the value
the CP linewidths, although larger, also are small in comp
son with the temperature dependence of the linewidths.

The CP values atE0 were determined in a different fash
ion from those for other critical points. The spectral da
were used for the fit instead of their derivatives, because
Fabry-Perot interference below the band gap allowed the
curate determination of the CP parameters. In construc
the model, an overlayer-film-substrate system was assu
instead of a bulk system. The appropriate formula for
three-phase system has been well established.24 The dielec-
tric function for the Si substrate was obtained from the wo
by Edwards25 and the dielectric function of the overlayer wa
approximated by that of SiO2. The thicknesses were treate
as parameters. The model for CdTe was

e~v!512p0H01a1b\v, ~8!

which was obtained from Eq.~1!, considering only the CP
structure atE0. Notice, however, that the real quanti
a1b\v, with a and b variable parameters, was added
compensate for the oversimplification of the joint density
states above the band gap. This was sufficient to compen
for the contribution coming from the joint density of stat
above the band gap. For illustration, Fig. 6 shows the sp
tral data at 389 K,L(v j ,389), and its fit. The open and soli

FIG. 6. Fit toL(v j ,389) between 1.4 eV and 1.6 eV. The op
(s) and closed (d) circles show the real and imaginary parts
L(v j ,389), respectively. The solid lines show the resultant fits. T
inverted triangles denote the value of the energy gap.
m
as
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circles show the spectral data and the solid lines show th
with s057.5%, which led toE051.456 eV,G055.7 meV
and a film thickness of 10.054mm.

Table III shows the values found for theEi at selected
temperatures. The solid circles in Fig. 7 show those valu
The value forE0 at room temperature varies from 1.47 eV
1.55 eV in the literature.26 Our value, E051.493 eV, is
within this range. The values for theEi monotonically de-
crease as the temperature increases. Table IV shows the
ues found for theG i at selected temperatures. The resu
show that, as expected, the critical-point linewidths incre
monotonically as temperature increases, within the unc
tainty of their determination. The value forGE2(S) is not
shown in the table. Several factors made it difficult to tre
GE2(S) as a free parameter above room temperature. For

e

TABLE III. Values of the CP energies at selected temperatu
The CP energies were determined by the method described in
IV. The values are given in units of eV for the CP energies.

T ~K! E0 E01D0 E1 E11D1 E2(X) E2(S)

296 1.493 2.412 3.363 3.959 4.964 5.348
332 1.476 2.397 3.338 3.939 4.957 5.352
389 1.456 2.360 3.297 3.904 4.900 5.295
446 1.436 2.339 3.253 3.870 4.855 5.237
503 1.416 2.320 3.209 3.827 4.794 5.235
558 2.308 3.163 3.790 4.723 5.226
615 2.301 3.101 3.743 4.691 5.205
671 2.281 3.055 3.735 4.636 5.189

FIG. 7. CP energies as a function of temperature. The sym
show the values determined from fitting the data. The solid lin
represent the fit by Eq.~10!.
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the signal-to-noise ratio decreased with increasing temp
ture. Also, the linewidth values and critical-point ener
value in our fittings strongly interacted with one another b
cause the separation betweenE2(X) and E2(S) became as
small as the sumGE2(X)1GE2(S) at higher temperatures. A

room temperature the ratio ofGE2(S) to GE2(X) was found to
be 1.64. Because the ratio of linewidths was found to
approximately independent of temperature for any two cr
cal points~other thanE0) at whichG i(T) was determined, it
was assumed that the ratioGE2(S)/GE2(X) is equal to 1.64,
independent of temperature over the temperature range
ied.

The temperature dependence of theEi can be described
by Varshni’s empirical relation27

Ei~T!5Ei~0!2
a iT

2

T1b i
, ~9!

which describes well the temperature dependence of thEi
for GaAs.28 However, the values ofb i for CdTe are expected
to be very small, given the small Debye temperatu
QD5158 K for CdTe.29 According to the model of Manoo
gian and Woolley,30 b50.375QD , which givesb559 K for
CdTe. Takingb}QD and using the valuesbE0

5225 K ~Ref.

28! and QD5344 K ~Ref. 31! for GaAs, one finds
b50.654QD , which givesb5103 K for CdTe. Therefore
because our results are limited to the range 296
<T<671 K in which T is much greater than the expecte
value ofb, we first fit our values forEi(T) using the linear
equation

Ei~T!5Ei
~0!2h iT, ~10!

valid for T@b i . The fits to Eq.~10! are shown in Fig. 7; the
resultant values ofEi

(0) anddEi /dT52h i and the standard
deviation,d i , are shown in Table V. Here,Ei

(0) should be
greater thanEi(0), the zero-temperature value ofEi , be-
cause Eq.~10! must be replaced by Eq.~9! at low tempera-
tures.

Table V displays two surprises. The more obvious one
that the values ofh i are much larger than would be expect
for E1, E11D1, given our expectationb i<100 K and given
that the previously measured values of^dEi /dT&Low T , mea-
sured over the lower-temperature interval, 77 K<T<300 K,
all are in the range20.6 meV/K<dEi /dT<20.3 meV/K,
with average values approximately equal to20.4
meV/K.32–35 Our values can be made consistent with t

TABLE IV. Values of the critical-point linewidths at selecte
temperatures. They are determined by the method described in
IV. The values are given in units of meV.

T ~K! GE0
GE01D0

GE1
GE11D1

GE2(X)

296 5.5 27 44 81 157
332 3.1 38 49 89 159
389 3.7 35 56 101 189
446 7.0 35 59 106 203
503 11.1 36 65 115 237
558 34 73 127 258
615 40 82 142 294
671 57 88 156 295
a-

-

e
-

d-

e

K

is

previously measured values of^dEi /dT&Low T only by as-
suming very large values ofb i for the E1 andE11D1 criti-
cal points. The required values arebE1

'1000 K and

bE11D1
'350 K. The second surprise, consistent with t

requirementbE1
'1000 K, is thatdE1

is approximately a
factor of 2 larger than would be expected from the precis
in our determination ofE1(T). The large values ofb i re-
quired to make our values ofdE1 /dT and d(E11D i)/dT
consistent with the previously measured low-temperature
erage values is even more striking, given thatbE0

must

be less than 50 K to make our values forE0(T) consist-
ent with the previously measured valueE0(1.6K)
51.59 eV,36 which is well determined becaus
G0(1.6K),1 meV. Also,bE2(S) must be only about 100 K to

make our value fordE2(S)/dT consistent with the averag
value 20.41 meV/K previously measured32 over the tem-
perature range 77 K<T<296 K.

In light of the surprises discussed above, we refitE1(T)
using Eq.~9!, letting bE1

be free. The value found forbE1
is

in excellent agreement with the valuebE1
'1000 K found by

requiring consistency between our data and the previou
measured value for̂dE1 /dT&Low T . Furthermore, this fit re-
duceddE1

by more than a factor of 2. In order to obta

formulas for the otherEi(T) at least approximately valid
below room temperature, we also refit them using Eq.~9!,
but keeping theb i fixed at the values listed in Table VI
which provide good simultaneous fits to our data and to
previously measured values of^dEi /dT&Low T . bE01D0

was

fixed to make ^d(E01D0)/dT&Low T same as
^dE0 /dT&Low T . bE2(X) was freed, since previously mea

sured values for̂ dE2(X)/dT&Low T are not available. The
resultant values forb i , Ei(0), anda i are given in Table VI,
along with the calculated and previously measured value
^dEi /dT&Low T .

The temperature dependence of the linewidthsG i(T) can
be described as the sum of temperature-dependent
temperature-independent terms that add approximately
dratically,

G i~T!5A~G i
~0!~T!!21~G i

~1!!2. ~11!

The temperature-independent term contains contributi
from alloy scattering, scattering off sample imperfection
experimental line broadening, and fictitious systema
broadening caused by the numerical differentiation of sp
troscopic data. However, our sample was not an alloy
was of high quality, our experimental line broadening w

ec.
TABLE V. Values of Ei

(0) and h i found by fitting our data to
Eq. ~10!, along withd i in those fits.

CP Ei
(0) ~eV! h i ~meV/K! d i ~meV!

E0 1.599 0.366 1.5
E01D0 2.502 0.340 9.7
E1 3.615 0.824 7.1
E11D1 4.149 0.637 7.9
E2(X) 5.252 0.919 11.0
E2(S) 5.473 0.446 19.4
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TABLE VI. Values of b i , Ei(0), anda i obtained from fitting our data to Eq.~9!, where all ofb i except
bE1

andbE2(X) were fixed in such a way as explained in the text.

CP Parameters in Eq.~9! 2^dEi /dT&Low T ~meV/K!

b i ~K! Ei(0) ~eV! a i ~meV/K! d i ~meV! From Eq.~9! Others

E0 180 1.565 0.406 1.8 0.30 0.3a

E01D0 100 2.478 0.351 9.9 0.30
E1 924 3.467 1.468 2.9 0.45 0.55b, 0.5c, 0.23d

E11D1 300 4.068 0.753 8.5 0.45 0.60e, 0.38c, 0.17d

E2(X) 382 5.124 1.154 10.1 0.62
E2(S) 80 5.447 0.456 19.6 0.41 0.41b

aReference 26.
bReference 32.
cReference 33.
dReference 34.
eReference 35.
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less than 1 meV, and our technique of simultaneously
merically differentiating our data and our model formula f
e(v) eliminated the systematic broadening normally asso
ated with numerical differentiation.22,23 Therefore, we set
G i

(1) equal to zero. We then approximatedG i
(0)(T) by the

usual expression37,38 to obtain

G i~T!5G i~0!S 11
2

eQ i /T21
D , ~12!

where the factor multiplyingG i(0) accounts for the effect o
electron-phonon scattering with phonon frequencykBQ i /\.
However, because our data was restricted to temperat
T>296 K and because the precision of our determination
the G i(T) was only of order610% or worse, we were un
able to simultaneously determine physically reliable valu
of G i(0) andQ i from our data for each critical point. Also
there are no low-temperature measurements of theG i(T) to
aid in determining those values. However, if one assumesQ i
to have the same valueQAv for every critical point, which is
true within the spirit of the model on which Eq.~12! is
based, then one can hope to findQAv to a good approxima-
tion by simultaneously fitting all of theG i(T). Upon doing
that, one findsQAv5480 K within approximately610%.
The resultant fits are shown in Fig. 8; the resultant values
G i(0) are given in Table VII. The value ofQAv is surpris-
ingly high, but should be approximately correct forGE1

,

GE11D1
, GE2(X) ; separate best fits for those critical poin

give QE1
5464 K, QE11D1

5560 K, and QE2(X)5419 K.

However, the value forGE0
(T) given byQ5480 K is 3.41

meV, which is much too large, suggesting thatQE0
, and

probably QE01D0
, should be considerable smaller. Asid

from these problems, Eq.~12! yields calculated values fo
the G i(T) that are physically acceptable for all temperatu
in that they are positive and increase monotonically w
temperature.

V. OPTICAL PROPERTIES AS A FUNCTION OF PHOTON
ENERGY AND TEMPERATURE

Having determined theEi(T) andG i(T) for the CPs be-
tween 1.4 eV and 6 eV, we proceeded to calculatee(v,T).
-

i-

res
f

s

r

s

There are two ways to determinee(v,T). The first, and more
accurate method is to simply fit all of the data simult
neously and determine the parameters in terms of wh
e(v,T) is expressed. The second method is to obtainW(E)
at room temperature and then calculatee(v,T), taking into
account the line broadening and energy shifts caused
changes in temperature. As was demonstrated previous10

the second method is useful in predicting the dielectric fun
tion at any temperature if temperature-dependence data
not available. Both methods are presented, and the res
compared.

Following the first scheme, one can leave any number

FIG. 8. CP linewidths as a function of temperature. The symb
show the values determined from fitting the data. The solid lin
represent the fit by Eq.~12! with Q i constrained to have the sam
value at every CP.
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the pn,n , qn,n , and r n,n free at any given temperature wit
the remainder set to zero. Adding more parameters does
always improve the fit. We chose the free parameters in s
a way as to obtain the best fit for a given total number of f
parameters and to preserve the analytical nature of the
density of the states at the CP’s. When the room-tempera
data were fitted with 15, 16, and 17 free parameters am
the pn,n , qn,n , andr n,n , s0 was 1.19%, 1.19%, and 1.15%
respectively. 15 free parameters were chosen among
pn,n , qn,n , andr n,n , as is shown in Table VIII. The chose
parameters were relabeled asck , wherek51, . . . ,15. The
ck was expressed as a polynomial inT according to the equa
tion

ck5 (
m50

m5Nk

ckmTm, ~13!

where theckm are temperature-independent parameters. T
made it possible to fit simultaneously eight sets of data fr
room temperature to 671 K.Nk sets the maximum orde
polynomial for eachck . Notice thate(v,T) is linear in the
ckm , which allows their values to be determined in a sing
iteration. As in the case of choosing free parameters am
the pn,n , qn,n , andr n,n , one can choose any number of th
ckm to be free. The fractional error decreased as the t
number of parameters increased. With all of theNk set to 1,
2, 3, and 4,s0 was 5.1%, 2.92%, 2.68%, and 2.47%, resp
tively. Table IX shows the values for theckm obtained in the
fit with Nk53. Though the entire set of the data was fit, f
clarity only the data and the fit at 503 K are shown in Fig.
The solid lines in Fig. 9 show the resultant fit. The open a

TABLE VII. Values of G i(0) found from fitting our data to Eq
~12! with Q i5480 K for all critical points.

CP G i(0) ~meV!

E0 3.41
E01D0 17.21
E1 29.87
E11D1 52.91
E2(X) 103.81

TABLE VIII. The parametersck selected from among the coe
ficients pn,n , qn,n , and r n,n ; the zero values indicate paramete
not allowed to be free, but fixed at zero.

Polynomial Order (n)
function 0 1

pI ,n c1 c2

qI ,n c3 c4

r I ,n c5 0
pII ,n c6 c7

qII ,n c8 0
pIII ,n c9 c10

qIII ,n c11 0
pIV,n c12 0
pV,n c13 0
qV,n c14 0
r V,n c15 0
ot
ch
e
int
re
g

he

is

ng

al

-

.
d

solid circles show the data. Once the dielectric function
found other optical properties such as the complex refrac
indices, the reflectance, and the absorption coefficients
easy to find.20

Previously, we presented a method for calculating the
electric functioneW(v,T) at any temperature from the room
temperature data.10 Such a prediction was made possible d
to the fact thatW(E) in Eq. ~1! was found after fitting the
room-temperature data with our model. Having measured

TABLE IX. Values for theckm .

ck ck0 ck1 ck2 (1023)

c1 640.37 21.1401 0.90943
c2 2164.44 0.31374 20.28206
c3 2366.14 0.69921 20.60237
c4 57.019 20.15277 0.15819
c5 13.067 20.054714 0.058035
c6 81.809 20.038554 1.3146
c7 2.2793 0.012159 20.34833
c8 2127.65 0.27216 20.57596
c9 539.06 0.63980 20.99010
c10 263.787 20.014749 0.29889
c11 2208.49 0.37986 0.063641
c12 92.823 0.17937 20.19516
c13 171.00 20.50990 0.59542
c14 2158.24 0.65169 20.78345
c15 822.67 22.4282 2.5279

FIG. 9. Spectral data at 503 K. The open and solid circles
the real and imaginary parts of the dielectric function, respectiv
The solid line shows the fit, and the dash-dotted line shows
result of a fit performed only at 296 K shifted in energy by t
amount E1(503K)2E1(296K) and altered to correspond to th
linewidths at 503 K.
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spectral data at elevated temperatures, we comp
eW(v,T) with L(v,T) at 503 K so that we might check th
validity of this method. The general procedure to calcul
eW(v,503) was the same as before. Briefly,W(E) was ob-
tained from fittingL(v,296). The value forG i at 503 K was
calculated from the values in Table VII. The calculated res
was shifted by2154 meV obtained from the difference b
tweenE1 at 503 K andE1 at 296 K. The dash-dotted lines i
Fig. 9 showeW(v,503) calculated in this way.e2

W(v,503) is
as close toL2(v,503) as ise2

F(v,503) obtained from the fit
e1

W(v,503) below the E1 region is also as close t
L1(v,503) as ise1

F(v,503). This indicates that the method
useful for predicting the refractive indices belowE1.
e1

W(v,503) above E1, however, is not as close t
L1

W(v,503) as ise1
F(v,503).

VI. DISCUSSIONS AND CONCLUSIONS

One of the applications made possible by a knowledge
e(v,T) is optical thermometry to determine the temperat
of the sample surface during growth. There are two way
do this. The first is to usee(v,T) and the other is to use th
CP energies and linewidths from the derivative spectra. B
methods have advantages and disadvantages. Yaoet al. used
the first method to determine the temperature of GaAs
found an uncertainty of610 K.14 More recently Heyd
et al.39 used the first method with a multilayer analysis
deduce the surface temperature of GaAs/AlxGa12xAs het-
erostructures within610 K using real time SE, even in th
presence of ana-GaAs surface layer 3–4 nm thick. The a
vantage of this approach is that noise and a large freque
interval between data points are not a major obstacle in
ducing the temperature. The weakness of this appro
however, is that either the sample surface must be in an i
condition without the presence of an overlayer or a f
multilayer analysis must be performed in real time; also,
variation of the dielectric function with sample quality mu
be minimal. Otherwise, the accuracy will drop. For examp
consider the effect of an SiO2 overlayer. The rms fractiona
error betweenL(v j ,296) andL(v j ,332) is 9.05%. That be
tweenL(v j ,296) andL(v j ,296) with 1.52 nm SiO2 over-
layer is also 9.05%. This indicates that the effect of
1.52-nm oxide layer could mask the effect of a temperat
change as large as 38 K if a multilayer analysis is not p
formed to subtract out the effect of the overlayer.

The second method is to determine the CP energies f
fitting the derivative spectra and then deduce the tempera
from results such as those shown in Fig. 7 and Table III. T
method has the disadvantage of requiring data with a sm
frequency interval and with less noise, due to the enhan
.
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ment of the noise in the derivative spectra. However, o
this problem is overcome, this method provides accurate
ues for the temperature. The uncertainty in determiningE1
from fitting the derivative spectra is usually on the order
6224 meV, depending on temperature. This correspond
an uncertainty in temperrature of approximately65 K at
typical growth temperatures. Any small dependence ofE1 on
the sample surface condition would add an extra 1 or 2
uncertainty in the temperature. Similarly, one could useE0
rather thanE1 to determine the temperature, or could u
both E0 andE1 to determine temperature and alloy comp
sition. The uncertainty in determiningE0 is no more than
62 meV, even at high temperatures, giving an uncertainty
T of no more than66 K plus an uncertainty of about61 K
from uncertainty in surface quality. The CP linewidths cou
also be used to determine temperature, but with much
accuracy sincedGE1

/dT is less than 0.2 meV/K and th

uncertainty in determiningGE1
is much greater than that in

determiningE1.
We have obtained the spectral data at elevated temp

tures in the photon energy range between 1.3 eV and 6
Our data obtained at room temperature differed by 10% fr
those of Arwin and Aspnes.5 The large discrepancy is as
cribed to differences in sample quality, surface condition a
possibly instrumentation. Note that our sample was an M
grown epilayer, whereas that studied by Arwin and Aspn
was a bulk sample. Despite the large differences in the
electric functions obtained, our CP parameters were v
close to theirs, especially forE01D0 and E1. The spectral
data at elevated temperatures showed the presence o
overlayer, but its effects were removed with the assumpt
of the linear decrease of the maximum value fore1(v) in the
E1 region. Our model, which was used to describe the sp
tral data of CdTe, was extended to describe the dielec
function as a function of temperature. With this model, t
CP energies and linewidths were determined at selected
peratures, which were fitted to a function of temperature. T
dielectric function was calculated as a function of tempe
ture. Lastly, the previous method to predict the dielect
function at elevated temperatures was checked by compa
the prediction with the measured data at elevated temp
ture.
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