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We report a nors initial-state angle-resolved photoemission extended fine-struéAR®EFS study of
clean surfaces for the purpose of further understanding the technique. The surface structure sensitivity of
ARPEFS applied to clean surfaces and to arbitrary initial states is studied using normal photoemission data
taken from the Ni ® core levels of a NiL11) single crystal and the Cus3and the Cu § core levels of a
Cu(11)) single crystal. The Fourier transforms of these clean surface data are dominated by backscattering.
Unlike thes initial-state data, the initial-state data show a peak in the Fourier transform corresponding to
in-plane scattering from the six nearest neighbors to the emitter. Evidence was seen for single-scattering events
from the same plane as the emitters and double-scattering events. Using a recently developed, multiple-
scattering calculation program, ARPEFS data from clean surfaces andfioitial states can be modeled to
high precision. Although there are many layers of emitters when measuring photoemission from a clean
surface, test calculations show that the ARPEFS signal is dominated by photoemission from atoms in the first
two crystal layers. Thus ARPEFS applied to clean surfaces is sensitive to surface reconstruction. The best-fit
calculation for clean NIL11) indicates an expansion of the first two laydiS0163-182807)01527-0

I. INTRODUCTION concept of a backscattering cone.
The purpose of this paper is to explore the applicability of
Angle-resolved photoemission extended fine structureARPEFS to nors initial-state photoemission from clean sur-

(ARPEFS is a well-established technique for determiningfaces. The immediate goal is to observe and to understand
surface structures.> ARPEFS has been used to determinethe phenomenon in a simple, known system. The long-range
the structures of adsorbate systems as well as molecular ageal is to develop a method for studying photoemission from
sorbates on conducting single-crystal surfaces. ARPEF&rbitrary initial states as well as to determine the atomic
yields precise information about both the local structurestructure of interfaces, for which ARPEFS seems ideally
around the adsorbates and the adsorbate-induced relaxatienited. In favorable cases, atomic relaxation and reconstruc-
of the substrate%.'? These studies have shown that ARPEFStion could be studied as well. In such studies, the elemental
data and their Fourier transform{&T’s) can be described and chemical specificity of ARPEFS and its sensitivity to
mainly in terms of backscattering events. The positions of alatomic layers that are several layers below the surface would
the strong peaks in ARPEFS FT’s from adsorbates can bbe advantageous.
predicted from a trial structure with fairly good accuracy If the photoelectron signals from surface and bulk atoms
based on a single-scattering cluster model together with thare resolvable in ARPEFS studies of clean surfaces, then the
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data analysis may be based on multiple ARPEFS curves. For 10} 16T T
the more common case in which signals from different layers L a)Ni(111) 3p
cannot be resolved, reconstruction or relaxation effects may 14 ghotoemission [%
still be modeled by fitting the single experimental ARPEFS pectrum
curve. In the absence of a surface core-level shift, the
ARPEFS curve may or may not be surface sensitive enough
to yield a conclusion about a possible surface reconstruction.
Most of the previous ARPEFS studies have been based on
photoemission data from atomsacore-level initial states, for
which the dipole selection rulesl;=+1 andAm,=0 give s e
a po-wave final state. Experience with ARPEFS data from IR <~ i
nons initial states and their FT's is very limited,
however*~1° For nons initial states (;#0), partial waves
with orbital quantum numbenrs+1 andl;—1 contribute to T S A
the photoemission intensity. There is a phase relationship 230 240 250
between them that leads to interference between the partial Electron Kinetic Energy (V)
waves. Note that the allowet levels will be populated in
the final state. Thus, with p initial state, the photoemitted 800
partial waves consist d=0 andm;=m;=0 as well ad;
=2 andm;=m;=0,% 1. The partial-wave radial dipole ma-
trix elements and the phase shifts are generally energy de-
pendent. It is important to note that th@ensitiesfrom the
different m levels are summed, not the amplitud&sThe
intensities are also summed over the different emiteers
Thus, for the given partial waves n(6,¢,k), the total in-

tensity from an isolated atomot(e,gi;,k) is
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<Y|f’m|Y1’0|Y|i .m) IS the overlap integral between the initial )5 Example photoemission spectrum showif@y the
and final spherical harmonic wave functions, which are funcNi(111) 3p data andb) the Cu 3 data as well as the Voigt func-
tions of # and ¢. R|f(k) are the partial-wave radial dipole tions and the step functions used to fit the data.

matrix elements andj (k) are the phase shifts. Despite these

complications, there are a number of experimental situation€S0lved, hemispherical electron energy anafyzend stan-
for which ARPEFS from an arbitrary initial state may be the dard ultrahigh-vacuum surface science instrumentation. The
most suitable method of study. sample manipulator allows for either liquid-nitrogen or

Two different data sets are presented here. The first set [iguid-helium cooling. The crystals were cleaned by repeti-
from the 3 core levels of a clean Nill) surface. Due to tive cycles of Af sputtering and subsequent annealing by

fitting complications caused by the satelliggg. 1(@)], a e-beam heating to 700 °C. The sample cleanliness was moni-
second ARPEFS data set was taken from the €arid the tored using synchrotron x-ray photoemission spectroscopy.
Cu 3p [Fig. 1(b)] core levels of a clean CLi11) single crys- The Ni(111) experiment was performed at the National

tal. These Cu 8 and Cu $ data are used to study the non- Synchrotron Light Source at Brookhaven National Labora-

s initial-state photoemission from a clean surface in a carel0'y on beamline U3-C. The crystal was cooled=td.00 K
fully controlled manner. throughout the data collection; no contamination was de-

Section Il discusses the experimental details. Sections jtected before or after the Ni data collection, which lasted 9.5

IV, V, and VI discuss the data reduction, the Fourier analy-ﬁ- The light was oriented 55° from the surface normal away
sis, the multiple-scattering analysis, and the error analysidrom the crystal011) plane. The photon polarization vector
respectively. Section VII provides a discussion, which in-€ Was thus oriented 35° from the surface normal and perpen-
cludes a comparison between the nickel data and an adsdficular to the crysta(011) plane(see illustration in Fig. 2
bate system as well as some test calculations performed '€ @nalyzer was oriented 4° off normal from the(il).

better understand the scattering processes. Section VIiI is H€ total experimental energy resolution was.0 eV.
conclusion. The CyY11l) experiments were performed using the Ad-

vanced Light Source at the E. O. Lawrence Berkeley Na-
tional Laboratory on beamline 9.3!2.The crystal was
cooled to~80 K throughout the data collection, which lasted
The data were collected in an ultrahigh-vacuum chambeb h for each ARPEFS curve. The photon polarization vector
(with pressure<60 nPa equipped with a rotatable, angle- & was oriented 10° from the surface norntsée illustration

Il. EXPERIMENT
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0.6 p————————————— lll. DATA REDUCTION
(1 Clean Ni(111) 3p
05 ) % - [H11) ARPEFS Data_| Each peak was fit with a Voigt function added to a step

function with a step height scaled to the respective peak in-
-] tensity and a step width taken as the Gaussian width of the
peak. This step function models the inelastic-scattering back-
-1 ground of the photoemission spectrum. The total fit is the
solid line through the data points in Figgaland Xb).

_ The purpose of fitting the spectra is to extract the most
accurate area from the peaks, reducing the data to (ke

. diffraction curve, which contains the structural information.
x(K) is defined by®
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wherel (k) is the peak area plotted as a function of the peak
position ink. 1y(k) is a smooth, slowly varying function
with an oscillation frequency much lower thagk); I4(k)

s 6 7 3 9 10 11 stems from the contribution of the inelastic background and
the atomic cross section. It is adequate to use a simple spline
function to fit1(k).%°

FIG. 2. Ni(111) 3p ARPEFSy(k) data(solid line) and best fit Removinglo(k) results in a suppression of the FT the
(dashed ling A schematic of the experimental geometry is shown.Peaks=<2 A. In photoemission from clean surfaces, many
forward-scattering path-length differences from subsurface

in Fig. 9. The analyzer was oriented 5° from the surface€Mmitters will be <2 A.. This forward-scattering signal is
normal. therefore removed during the data reduction along with the

The raw ARPEFS data are a series of x-ray photoemissiofp(K). The extracted experimental ARPEREk) curve is
spectra, each with a different kinetic energy. The magnitudéhus dominated by backscattering. _
of the photoelectron wave vector ranged from 5.1 to Figure 2 plots the Ni § experimentaly(k) curve (solid
10.5 A~ for the nickel data and from 5.0 to 11.9°A for  line), which represents the sum of the Np3, and Ni

both copper data sets. All of the spectra were recorded igP12 areas shown in Fig.(d). The bestfit result from the
equal 0.1-A ! steps. multiple-scattering modeling calculations is also shown in

Fig. 2 (dashed lingand will be discussed in Sec. V.
Figure 3 overlays the Cus3and the Cu  ARPEFS
LI L B B L LA LA L L L L R A x (k) curves. The experimental geometry is also shown. The

kA

12 7] data are plotted in this way to clearly illustrate that the
i .Y cemcutty ] ARPEFS data from am atomic core level are-180° out of
| by ARPEFS Data | phase from ARPEFS data frompaatomic core level. This
ozl 1 Ccus i result is expected and has been studied previddsfy.

--- Cu3p

IV. FOURIER ANALYSIS

It is useful to study the autoregressive linear-prediction-
based(ARLP) Fourier transform to transform from momen-
tum space to real spaé&®2'in ARPEFS, the positions of
the strong peaks in ARLP FT’s from adsorbate/substrate sys-
tems can be predicted with fairly good accuracy using the
single-scattering cluster model together with the concept of
strong backscattering from atoms located within a cone
around 180° from the emission direction. The effective solid
angle of this backscattering cone i1830°—60°; it is not
unique, but is operationally defined simply by opening the

Ok 1 1 T by b e b b1 angle until it can account for the observed FT peaks based on

5 6 7 Sy 10 = 12 the crystal geometry. Signals from scattering atoms very
close to the source atom may be observable, even if the

FIG. 3. Comparison of the Gui1l) 3s (solid line) and 3 scatterers lie outside the nominal backscattering cone.
(dashed line ARPEFSy(k) data. A schematic of the experimental The FT peaks correspond to path-length differences
geometry is shown. (PLD's) AR; between the component of the photoelectron

i
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wave that propagates directly to the detector and the compo

nents that are first scattered by the atomic potentials within ea

this backscattering corfeThus the peak positions are ap-

proximately e @@ °
AR;=r;(1-cog)), 3 l’ 8°°

wherer; is the bond length from the emitter to a given atom
j and ¢; is the scattering anglel80° for exact backscatter-
ing). Note that the effect of the atomic scattering phase shift 10~ 2 a) — Ni%p
is ignored in this approximation. The scattering takes place
inside the crystal and the ARPEFS data must be shifted from
the measuredf(koutside crystz)l to X(kinside crysta) to account for

the inner potential. In ARPEFS modeling calculations, the
inner potential is treated as an adjustable parameter and i
typically 5—-15 eV. The inner potential is approximately the
sum of the work function and the valence bandwitftithus,
before Fourier transformation, the ARPEFS data presentec
here were shifted by 10 eV to higher kinetic energy.

ARLP-FT

1
. 0 2 4 6 8 10 12 14 16 18 20
A. Ni(111) Path-Length Difference (A)
The ARLP FT of the Ni ® experimental ARPEFS data is
plotted in Fig. 4a). Also illustrated in Fig. 4 is a schematic 2
of a[11]] single crystal, assuming a bulk-terminated fcc sur- Lor i b) —Cu3s
face, with a backscattering cone superimposed. The FT i e Cudp
shows peaks due to scattering from atoms up to four layers  *%[ i
below the emitting atoms. The depth sensitivity of ARPEFS
has been described previously and was found to be enhance & i
by multiple-scattering effects. % i A 3
The atoms and corresponding peaks are labeled in Fig. 4 < %4 7 i {12 »/N 7
Using the bulk nickel nearest-neighbor spacing 2.49 A, the NP s
expected peak positions can be calculated using simple ge %27/ LF : PRV &
ometry. These expected peak positions along with the experi- S N\ Y.
mental peak positions and their corresponding shifts are ~ 00g) i o — e
listed in Table I. Table | also lists an assignment of each Path-Length Difference (A)
peak to single-scatteringSS or double-scattering(DS)
events. Additionally, the number of atoms contributing to  FIG. 4. ARLP-based FT ofa) the Ni 3p and (b) the Cu %
each peak is listed in Table I. (solid ling) and Cu P (dashed line ARPEFS data. A model of the
The origins of the peaks labeled 2—6 are straightforwardlattice with the backscattering cone indicates the scattering atoms
If a line is drawn from a surface emitter into the crystal andcorresponding to the FT peaks.
normal to the(111) plane, peaks 2, 3, and 6 occur due to
single scattering from the three atoms closest to this line iretry, only six atoms are in position for the second scattering
layers 2, 3, and 5, respectively. Nickel has a fcc crystal strucevent to give peak #. However, there are six atoms 5 and
ture and thus peak 4 is due to direct backscatterifig ( thus thirty-six atoms for the second scattering event to give
=180°) from atom 4, which is in layer 4. Peak 5 is due topeak 5.
single scattering from atoms 5, which are the six nearest These assignments due to double scattering are somewhat
neighbors to atom 4. speculative. Itis believed that peaks d4nd 5 have a higher
Peaks 2and 3 may be attributed to atoms more laterally relative amplitude as compared td 2nd 3* because waves
distant from the line described above. Pealo2curs due to  scattering in the fourth layer can be forward focused by at-
single scattering from the three second-nearest neighbors toms in the surface layer. Also, the higher probability for the
this line in layer 2. Similarly, peak'3occurs due to single second scattering event of peak 8ue to the greater number
scattering from the three second-nearest neighbors to thisf atomic potentials will increase its relative amplitude.
line in layer 3. A different result is also noted in this ARLP FT. The peak
Double scattering may be detectable in the ARLP FT adabeled 1 is due to in-plane scattering of the photoemission
evidenced by peaks*2 3*, 4*, and 5. The first event for wave from the six nearest neighbors to the emitter. In-plane
peak 2, for example, is scattering by atoms 2. The secondscattering for normal emission has not been observed previ-
event is scattering by the six nearest neighbors of atoms 2wsly for s initial-state data or calculations. Binitial-state
Given that there are three atoms 2, eighteen atoms are avaghotoemission, the outgoirng, wave destructively interferes
able for the second scattering event to give pedk 2n  with itself for §;=90° due to the negative parity of @
analogous process holds for th& eak. Because there is wave. Inp initial-state photoemission, however, the photo-
only one atom 4 for each emitter in the faal{cabg geom-  emittedd ands waves, which are interfering with themselves
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TABLE |. Scattering paths with the calculated PLD’s for(Ni1) (based on 2.49-A nearest-neighbor
spacing along with the experimental peak positions and the respective shifts. Layer 1 is defined as the same
layer as the emitter. Refer to Fig. 4 for an illustration of the atomic positions. SS indicates single scattering
and DS indicates double scattering.

Peak Geometric Peak Peak Scattering No. of
number PLD (A) position (A) shift (&) process atoms
1 2.49 2.36 —-0.13 SS 6
2 4.52 4.69 0.17 SS 3
2' 5.55 5.99 0.44 SS 3
2* 7.01 7.60 0.59 DS 36
3 8.37 8.45 0.08 SS 3
3 9.04 9.07 0.03 SS 3
3* 10.86 10.18 —0.68 DS 36
4 12.18 12.51 0.33 SS 1
5 12.67 12.90 0.23 SS 6
4* 14.67 14.68 0.01 DS A6
5* 15.16 15.09 —-0.07 DS 6X 6
6 16.37 16.00 —-0.37 SS 3

and with each other, have positive parity and do not cancedn assignment of each peak to SS or DS events. Addition-
for normal emission, in-plane scattering. Thus the frequencylly, the number of atomic scattering potentials contributing
component labeled peak 1 is a physical part of i) to each peak is listed in Table II.
diffraction curve and the appropriate PLD peak is observed. From the single-scattering values listed in Table Il, one
A peak that would be labeled’ larising from in-plane scat- can see that the structure can generally be determined to
tering by the second-nearest neighbors would be seen at0.5 A by simply analyzing the ARLP FT. Given this pre-
~4.31 A. If present, this weak feature is obscured by peal€ision, some peaks seem to correlate with double-scattering
2. PLD’s. Again, these assignments due to double-scattering
events are somewhat speculative. To be certain that these
small features are not artifacts caused by the finite data
range, one must study the FT in more detail than has been
Figure 4b) plots the ARLP FT of the Cu8and the Cu done to date. Additionally, one must better understand any
3p ARPEFS data. The interpretation of each FT peak isslight shifting of the peaks resulting from mathematically
similar to the Ni FT discussion above. Q1) is also fcc  extending the data range using the ARLP method.
and the bulk nearest-neighbor spacing is 2.56 A. An interesting feature of the CusFT as compared to the
The expected peak positions are listed in Table Il alongCu 3p FT is the intensity differences between some of the
with the experimental peak positions and correspondingeaks. If the ARPEFS data from these different initial states
shifts for the Cu 38 and Cu 3 data FT's. Table Il also lists were identical but out of phase, then their respective peak

B. Cu(111)

TABLE II. Scattering paths with the calculated PLD’s for @@1) (based on 2.56-A nearest-neighbor
spacing along with the experimental peak positions and the respective shifts. Refer to Fig. 4 for an illustra-
tion of the atomic positions.

Peak Geometric Cu3 Cu3 Cu3p Cu3p Scattering  No. of
number  PLD (A) position(A)  shift (&)  position(A)  shift (A) process  atoms
1 2.56 2.39 0.17 SS 6
2 4.65 4.15 —-0.50 4.85 +0.20 SS 3
2' 571 6.19 +0.48 6.26 +0.55 SS 3
2* 7.21 7.67 +0.46 7.58 +0.37 DS 3X6
3 8.61 8.36 —-0.25 8.29 —-0.32 SS 3
3 9.30 8.91 —-0.39 9.37 +0.07 SS 3
3* 11.17 10.91 —-0.26 10.97 —-0.20 DS 36
4 12.54 12.10 —-0.44 12.46 —-0.08 SS 1
5 13.04 13.20 +0.16 13.12 +0.08 SS 6
4* 15.10 14.96 -0.14 15.13 +0.03 DS X6
5* 15.60 15.77 +0.17 15.80 +0.20 DS 6x6

6 16.85 16.68 -0.17 16.99 +0.14 SS 3




56 ANGLE-RESOLVED PHOTOEMISSION EXTENDED FIN. .. 1545
positions and intensities would be identical. These data arthe bulk Ni(Cu) atoms, 6y ; was 450 K(350 K) and T was
more than simply out of phase. Peak 1 in the QURT isnot 80 K. The effects of the surface atom vibrations on photo-
present in the CuSFT. The origin of peak 1 is analogous to electron diffraction data has been discussed previddst.

peak 1 in the Ni  FT. The surface sensitivity of ARPEFS in the study of clean
surfaces is strongly dependent on the inelastic mean free path
V. MULTIPLE-SCATTERING ANALYSIS (IMFP). The IMFP calculation is important to high-precision

Calculations were performed to model the ARPEFSImO(]Ie“T)g IOf SuhCh datfa. Certa|_nly, mgn)r/] emitters Il'e several
x(K) curves. Modeling calculations are very useful because 2Y€rs below the surface region and their signal never es-
in addition to allowing a precise structure determination, aéape_s the crystal. The,lr'XlFP was included using the expo-
variety of test cases can be used to better understand tfigntial damping factoe "%, where\ was calculated using

scattering processes. Using the single-scattering model ¢f€ Tanuma-Powell-Penn formLﬁ%l. _ _
ARPEFS®!? y(K) is written as Figure 2 plots the best fitdashed ling overlaying the

experimental ARPEFS datsolid line). For the MSSW cal-

culation, a 74-atom cluster was used, the emission angle was
X(k)=; Aj(k)cog k(R —Rjcost);) + $(K)], ) optimized at 4° off normal, and the inner potential was opti-

mized at 7.4 eV. The experimental Np3ARPEFS ampli-

whereA, (k) contains experimental geometry factors includ-y,qe was unusually low and was scaled by a factor of 5 to be

ing the photon polarization direction and the electron emisyqgistent with the calculated amplitude. This scaling does
sion direction as well as the scattering amplitude, angle in

. . . g not affect the results because the relative amplitudes and the
tegratpn, and thermal averagingb(k) is the atomic oscillation frequencies were preserved. The spacing between
scatterm_g ehase Sh.'ﬂ' . the first two nickel layers was determined to be 23)9
At 6;=0°, there is zero PLD between the direct and Scat'vvhich is a 3% expansion of the bulk value 2.03. A surface

tered photoelectron waves. For forward scattering through?yer expansion is unexpected for the cleafilii) surface,

angles close to 0°, the scattering amplitude is quite large, bL}} a3 :
many path-length differences are correspondingly small an ut Hammeret al™ reported an expansion for the hydrogen-

do not show up in the FT's. covered surface. Their low-energy electron diffraction

The multiple-scattering spherical-wa@dSSW) code de- (LEED) study of (2x<2)-2H/Ni(111) determined that the
veloped by Bartoret al®1%2%2has been proven to precisely top Ni layer is buckled and .e_xpanded an average of 1.5%.
models initial-state core-level photoemissifit! However, ~ Thus, we expect that a significant amount of hydrogen was
the ARPEFS data and FT's frompeinitial state require both ~adsorbed during the angle-resolved photoemission spectros-
s andd partial waves to describe the photoemission signalcopy data acquisition. Additionally, a surface buckling may
Kaduweld&* developed a code based on the Rehr-Alberxplain the unusually low experimental oscillation amplitude
formalism?® which has been discussed and applied to phobecause the surface layer would effectively become slightly
toelectron diffraction from arbitrary initial states by Fried- disordered.
man and Fadle$® Another code developed by Chen, Wu, Figure %a) overlays the experimental Cus3ARPEFS
and Shirley?” which is also based on the Rehr-Albers data(solid line) with its best fit(dashed ling Figure %b)
formalism?® was used for the calculations presented hereoverlays the experimental Cup3ARPEFS datasolid line)

Due to the summing methods used in this code, it is signifiwith its best fit(dashed ling For each fit, a 74-atom cluster
cantly faster than the previous codes. Thus, fitting calculawas used. The emission direction was found to be 5° off
tions can be performed for systems in which the photoemithormal. Due to its unusually strong affect on the fit quality,
ters are in many layers and the core-level initial state hathe inner potential was fixed at 10 eV, as discussed above.
arbitrary angular momentum. The modeling calculations determined thad; ,

For the Ni 3 and the Cu § calculations, the radial di- =2.06(5) A, as compared to the bulk value of 2.09 A. Pre-
pole matrix element®, .., and phase shifts; ..; were those  vious LEED studies found a contraction of BR6.>**

calculated by Goldberg, Fadley, and Kéhand Manson and

Cooper?® These inputs to the scattering calculation describe

the amplitude and phase relationship between the photoelec- VI. ERROR ANALYSIS

tron partial waved; =1 as a function of the photoelectron L .

kinetic energy. The atomic-scattering phase shifts were cal- The beszt7’36flt 's determined by anR-factor

culated using the atomic potentials tabulated by Moruzzim'n'm'zat'on' The parameters with the Iar_gest effect on
Janak, and William& the R factor were the spacing between the first two crystal

layers and the photoemission angle. Figure 6 plots Rhe

To account for vibration effects of the bulk atoms, the . e SN .
factor for the Ni J fitting as the Nj-Ni, interlayer spacing

mean-square relative displaceméhMSRD) was calculated

using Eq.(33) of Ref. 4: Is varied. . .
g Eq.33 The R factor as a function of the emission angle as mea-
5 1 cT? sured from the surface normadl and the azimuthal angle
(ui)e M, 6g 1+ 2z (5 about the surface normal, was minimized for both Cu data
I Wl D,i

sets. These contour plots are illustrated in Figa) @nd 1b)

M; is the atomic masd]p, ; is the correlated Debye tempera- for the Cu 3 and Cu 3 fitting calculations, respectively.
ture, T is the sample temperature, aods a coefficient that The sample’s orientation with respect to the photon beam,
varies slowly with temperature. For calculating the MSRD ofand thus the photon polarization vector, was maintained con-
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FIG. 5. ARPEFSy(k) data(solid line) and the MSSW best fit

(dashed lingfor (a) Cu(111) 3s and(b) Cu(111) 3p

stant. 6, was varied from 0° to+10° stepping by 1° and

R 120 é

! | ! ' | . // ﬁS/}E ?

metric. The surface atoms are in the fcc threefold hollow site 60 \\ <
2

and ¢.=0° was chosen to bisect one edge of the equilateral \\\ 0\2556 )}?
. . . ! 0 1 Tl (RN | l/
7

¢. was varied from 0° to 180° stepping by 10°. The fcc
surface is sixfold symmetric, but the bulk is threefold sym-

triangle formed by this threefold hollow site, thE00] direc-
tion. Thus a mirror plane exists and theRdactor calcula-
tions were symmetrized to obtain the results fei,

=180°-360°.
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Comparing Figs. & and 7b) shows some very interest-
ing differences between the Cis &nd the Cu § ARPEFS
data. From Fig. (& (the Cu 3 contour ploj, the R-factor
minimum is atd,=4.5°+1°. The minimum is very shallow
toward normal emission&,=0°), butbecomes steep more
off normal (6.>5°). Figure 1b) (the Cu P contour ploj is
markedly different due to final-state effects. TRefactor
minimum is §,=5.5°+0.5° is very steep both toward and
away from normal emissiof.<5°, #,>6°). For the Cu
3p data, thed,=0° fit was very poor, while the,=5° fit
was quite good. These results have significant implications
with respect to modeling ARPEFS data from m®mitial
states.

The R factor also changes as a function @f due to
final-state effects. For both thesand the 3 initial states,
the R factor is not sensitive to changing. if 6, is near
normal emission €.<5°). Even at the minimum(6e
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FIG. 9. FT of the calculated ARPEFgk) curves(insets for
FIG. 8. The top panel overlayers the€3(<v3)R30° CI/Ni(111) (8 Cu 3s and(b) Cu 3p where a single emitter was adsorbed 2.06
(dashed ling with the Ni 3p (solid line) experimental ARPEFS A above a layer of scattering potentials for single scattetudid
curves. The bottom panel overlays their respective ARLP-basetine) and double scatteringdashed ling
FT's.
VIl. DISCUSSION

~5°), the R factor remains rather insensitive to changing Figure 8 compares the Ni @B data with

¢ . However, for the B initial state, the threefold symmetry (,/3x/3)R30°CI/Ni(111) data published previousfy. This
of the adsorption site begins to become evident.#3ss  comparison illustrates the similarities and differences be-
increased even mored{>5°), theR factor varies signifi- tween adsorbate systems and clean surfaces as well as be-
cantly with changingp. and the threefold symmetry of the tweens andp core-level initial-state ARPEFS data. As ex-
adsorption site is evident in both contour plots. This effect ipected, the Cl & data and the Ni B data are roughly 180°
due to backscattering. As the emission angle becomes momait of phase.
off normal, backscattering from the second-layer Cu atoms is Also, the FT's are remarkably similar, with ARLP-FT
enhanced in the ARPEFg(K) curve. peaks for backscattering from layers below the source atom
These results fron¥, and ¢, indicate that the detected being resolved in both cases. The FT shows the slight lattice
intensity distribution of Cu 8 photoemission is less direc- spacing difference between the two surfaces. Additionally,
tional than the detected intensity distribution of Cp ho-  the Ni 3p FT's show a peak at-2.5 A due to effects de-
toemission. As discussed previously, photoemission datacribed in Sec. IV, whereas the C$ FT has no such peak.

from atomics core-level initial states gives py-wave final Using the best-fit parameters for the (CLil) 3s and Y
state. Thus the intensity distribution from the Cp 8ore- data, some test calculations were completed to study the
level initial states must have mosttirwave character. scattering in more detail. The test cluster was a single emitter

It should be noted that the calculations can be symmepositioned 2.06 A above a layer of scattering atomic poten-
trized as described above because the photon polarizatidials. The distance and geometry were chosen such that the
vector is normal to the surface. Experience with fittinglayer simulated the second layer of the fco(CL). In addi-
ARPEFS data suggests that the oscillation frequencies of th#on to testing for double scattering, this test allows for the
x(K) curve are rather insensitive to the photon polarizatiorsimulation of the intensity differences between the Gu 3
vector orientation. However, the relative oscillation ampli-and Cu 3 FT's in Fig. 4b). Note that the ARLP method
tudes are dependent on this orientation. These amplitudeas not applied to these teg(k) curves because they were
variations will change the magnitude of tie factor and  calculated directly over a widk range (4-20 A1),
perhaps break this threefold symmetry. Thus, if the photon This geometry should give rise to peaks at PLD’s corre-
polarization vector is significantly off normal, thew, lating with the 2 and 2 positions for single scattering and
should be calculated from 0° to 360°. the 2, 2, and 2 positions for double scattering. Figuréap
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FIG. 10. Calculated ARPEFEK) curves for Cu 3 (solid line) and Cu 3 (dashed lingpwhere a single emitter was moved successively
to deeper layers.

plots the Cu 3 FT for a single-scattering calculatidsolid  layers to the overaly (k) data. This test used a ten-layer fcc
line) and a double-scattering calculatiétashed ling Fig-  Cu(111) cluster with a single emitter. This emitter was sub-
ure 9b) plots the Cu ® FT for a single-scattering calcula- sequently moved from the surface to each layer, ending with
tion (solid line) and a double-scattering calculatiéashed the sixth. The cluster was constructed such that the photo-
line). The insets show the respectiygk) curves, which emitted wave from the emitter in the sixth layer was subject
were filtered to pass only those PLD’s greater than 3.5 Ato the same backscattering environment as the photoemitted
which removes some low-frequency oscillations unrelated tavave from the emitter in the surface layer. This is true to
PLD’s. The 2 peak distinctly appears in the Cp 3T even  four layers below the emitter, which is the cutoff seen in the
though there are only minor differences in thék) curves. ARLP FT of the ARPEFS data.
The 2 peak is not as convincing in the Cis ¥T. Figure 10 shows the multiple-scattering calculation results
A striking difference between the Cis&nd Cu  FT's  for this test cluster. The calculation parameters were fixed at
is the occurrence of peaks and 2” in only the Cu 3 FT.  the best-fit values discussed previously. The normalized in-
Each additional prime represents scattering from the nexensity at the detector is plotted as a function of the magni-
laterally distant atomic potential. This difference is also ob-tude of the photoelectron wave vector. The first point to note
served in the ARLP-FT of the ARPEFS data for the peakabout these results is that the signal from the GurStial
=7 A and is the reason for the choseh Position in Fig.  state is a factor of 100 stronger than the signal from the Cu
4(b). These results again indicate that Cp Bhotoemission  3p initial state. This factor drops out in E¢2) and is thus
intensity is more directional than the Cis Photoemission not seen in the datg(k) curves. The reasons for this inten-
intensity. sity difference are currently being studied. The next point to
For the study of clean surfaces or multilayers, it is impor-note is that the signal drops off drastically between placing
tant to understand the contribution of emitters in subsurfacéhe emitter in the second layer and placing the emitter in the
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third layer. The signal increases slightly when placing theadsorbed on the surface during the data acquisition. By con-
emitter in the fourth layer due to forward focusing by thetrast, the spacing between the first two copper layers is
surface layer atoms. 2.065) A.

When the emitter is placed from the third layer to the For the Cy111) 3s and 3 fitting, the R factor was mini-
sixth layer, the high-frequency oscillations important tomized as a function o, and 8.. These contour plots illus-
ARPEFS become small and thék) curves become domi- trate that the Cu 8 photoemission intensity is more direc-
nated by the low-frequency oscillatiorishort path-length tional than the Cu 8 photoemission intensity. This in turn
difference$. This indicates that the signal becomes domi-indicates that the photoemission intensity from the Gu 3
nated by forward scattering. core levels must have mosttywave character.

The bottom panel in Fig. 10 plotisy(k), which is the To study the scattering processes in more detail, two types
sum of the six calculatet(k) curves. This curve simulates of test calculations were completed. A cluster with a single
the total intensity that would be collected. The low- emitter adsorbed on a layer of scattering potentials was used
frequency oscillations are removed by E8) whenl(k) is  to investigate the possibility of detecting double-scattering
divided by a simple spline function to fif(k). The forward-  events directly in the FT. To this end, the Cp 8st results
scattering signal is therefore removed during the data reduawvere more convincing than the Cis 3est results. A second
tion along with the standarigy(k). The resulting experimen- test system used a ten-layer cluster and a single emitter
tal ARPEFSx(k) curve is thus dominated by backscattering. moved successively through the first six layers. Although the
Although the signal from the deeper layers may modulate theignal from the deeper layers may modulate the high-
high-frequency oscillation magnitudes slightly, the signal isfrequency oscillation magnitudes slightly, the photoemission
principally due to photoemission from the first two crystal signal comes principally from the first two crystal layers.
layers. Scattering from six or seven layers is therefore ad- It has been shown that photoelectron holography signals

equate to simulate ARPEFS data. from clean surfaces are dominated by forward scattering,
with atomic positions being imaged up to three laya&ngad
VIIl. CONCLUSION of the emitting aton?® A combination of these two photo-

. _ electron diffraction techniques would therefore provide a

s and nons initial-state photoemission from clean metal sur-
faces. As expected, the Cis (k) curve is roughly 180° out
of phase from the Cu 8 x(k) curve. The clean surface
ARPEFS data resemble data for adsorbate systems, showing
strong backscattering signals from atoms up to four layers Much appreciation is expressed to Ajith Kaduwela and
below the source atoms. In addition to the backscattering, th€huck Fadley for helpful discussions regarding PEH and
Ni 3p data and Cu B data show a peak in the FT at their scattering code. This work was supported by the Direc-
~2.5 A corresponding to in-plane single scattering of thetor, Office of Energy Research, Office of Basic Energy Sci-
photoemission wave. ences of the U.S. Department of Energy under Contract No.
Although there were many layers of emitters in this cleanDE-AC03-76SF00098. The nickel data were collected at the
surface study, the ARPEFS fitting process was sensitive tblational Synchrotron Light Source at Brookhaven National
the surface relaxation. The spacing between the first twhaboratory. The copper data were collected with the assis-
nickel layers is 2.0®8) A, which is a 3% expansion from the tance of the personnel at the Advanced Light Source at the E.
bulk nickel value. This result indicates that hydrogen wasO. Lawrence Berkeley National Laboratory.
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