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lonic and electronic processes at ionic surfaces induced by atomic-force-microscope tips
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Several ion and electron processes near contact between two insulators are predicted, which should be
observable following recent developments in atomic force microscopy. When two solids approach each other
closer than about two interatomic distances, instabilities and strong outward displacement of the surface atoms
occur. This has been known for metals, and is shown in this paper for ionic systems. Using periodic density-
functional calculations, we demonstrate that the ionic model holds for relatively largies(A) displacements
of individual Mg?" and G~ ions from the MgO surface. It breaks at further displacements where the electron
redistribution is strong, and neutralizes both the displaced ion and the vacancy left at the surface. The inter-
action of the sharp and blunt MgO tips with the LiF, NaCl, and MgO surfaces was studied using an embedded-
cluster Hartree-Fock method. Conditions for trapping of surface ions on the tip during the tip and surface
separation are determined. It is demonstrated that this trapping can initiate formation of one-dimensional
strings of ions stretching out from the surfaces as they separate. The latter result is confirmed by the classical
molecular-dynamics simulations of the contact formation and separation of the plane MgO and LiF surfaces.
These simulations have also demonstrated that the junction between two dissimilar ionic surfaces breaks not at
the original but at a new interface accompanied by contamination of one of the surfaces. Analysis of electronic
processes reveals that electrons can tunnel from the tip to the anion vacancies left in the surface.
[S0163-18207)05747-0

[. INTRODUCTION rameters of these oscillations. The force gradient as a func-
tion of tip position can be estimated, often averaged, over
Development of scanning probe methbdsas triggered many tip oscillations. The best performance in this mode is
extensive studies of atomistic processes at contacts betweachieved if the tip does not enter the repulsive part of the
solids (by contact, we mean the atomic and electronic strucinteraction, and periodically moves in and out of the short-
ture of two surfaces brought together up to a distance conrange interaction region. An additional bonus is that this pe-
parable to interatomic separation, i.e., about 2—30How-  riodic tip motion sets up a natural clock, which can make it
ever, atomic-force-microscop@\FM) studies which could possible to study rates of atomic and charge-transfer pro-
provide vital pieces of information regarding atomic scalecesses in contact with surfaces.
contacts between insulators have been hindered by weak Another technique, recently proposed by Jamisl,?
control over AFM tips at small €5 nm) tip-surface dis- provides control over the tip positiofstill not over the tip-
tances. In most contact mode AFM’s operating in air and insurface distance, which can be determined if one knows the
ultrahigh vacuum(UHV), the gradient of the van der Waals tip-surface interaction It is now possible not only to keep
force between macroscopic tip and sample at some tipthe tip position constant but also to change it continuously in
surface distance exceeds the cantilever spring constant. Thisder to measure the tip-surface foréésThis provides a
instability is known as jump into contact: the tip moves to- powerful method of force spectroscopy, and enables control
ward the surface without any control from the experimenterpver distances and forces between two surfaces of insulators
until it is stopped by repulsion with the sample atoms. Thereduring contact formation and breaking.
fore, to study atomistic processes accompanying contact for- These experimental techniques are sensitive to even tiny
mation at distances ranging from about 5 nm to hard contaotariations of tip-surface forces, and may allow us to single
has, until recently, been virtually impossible. out elementary processes which have previously been
Two experimental techniqudshe dynamic(noncontagt  masked by the jump-to-contact and jump-off tip instabilities,
mode of AFM operation, and force spectroscppigld much  and to correlate them with the atomic structure and other
better control over the tip position. The first of them, the properties of surfaces near contact. In particular, variations
dynamic mode of AFM operation, has been known for aof the force field acting on the surface and tip atoms during
decadé However, atomic resolution in this mode has beentheir relative motion result in atom and electron transfer, and
achieved only recentl°~1!In this mode, the AFM tip os- lead to wear, friction, and tribocharging. Understanding of
cillates, and its interaction with the surface changes the paAFM images requires a knowledge of the chemical structure
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of the tip, and on atomic processes in contact. However, théhe energy and electron-density changes due to strong dis-
mechanisms of these processes are difficult to determine uplacement of a single ion from the surface, we used density-
ing even most sensitive experimental methods. functional theory (DFT) in the periodic model, and the
Some of the gaps in our understanding can be filled in byplane-wave basis set. The embedded-molecular-cluster
combining experimental studies with theoretical modelling,model and the Hartree-Fock method were used to study the
as has been demonstrated in related field of scanning tunnditeraction between tips and surfaces. Calculations of inter-
ing microscopy(STM). In particular, contacts between me- a@ction between flat surfaces were performed using classical

tallic tips and metallic surfaces have been extensively stugdtomistic simulation and molecular-dynamics techniques.
ied using STM. Experimental studies have demonstfated The advantages of these methods and their technical details

two characteristic types of behavioft) strong cohesive &€ discussed in Sec. lI.

bonding between tips and surfaces is accompanied by neck
formation on their separatioiii) only plastic surface defor- Il. METHODS
mation was observed for weaker forces, which are not suffi- A -ompination of several techniques allows us to apply

cient to pull material upon tip retraction. These and mMOr&ne most appropriate method to a particular problem. How-
subtle features such as instabilities of the surface or tip atomg,er since all the problems are interconnected, care should
at short tip-surface d'S'Fggf_?fgs have been discussed in a NUK taKen to insure the consistency of different techniques, at
ber of theoretical studieS,™ and then refined experimen- |g55¢ with respect to qualitative conclusions. This can be
taIIy_(s_ee, for example, the overview In Rei.)..”7 achieved in different ways. The range of validity of the pair
Similar processes, such as ion instabilities, have beefqentials employed in atomistic simulations and the molecu-
demonstrated in previous calculations for insulat8rispw- lar dynamics of the interfaces is tested by quantum-
ever, systematic theoretical and experimental studies are stjfe chanjcal calculations. The quantitative consistency of dif-
lacking. The peculiar features of ionic insulators which seg et methods can be checked through calculations of the
them apart from simple metallic systems studied so far argame properties. A detailed comparison of the results for
the following: (i) these are binaryor more complex SYS" some characteristic ionic processes due to the tip-surface in-
tems, which introduce inequivalence in atomic behavid);  teraction calculated with embedded-molecular-cluster and
displacements of ions from their sites can be accompanied olecular-dynamics methods was made in Ref. 21. A com-

lattice polarization apd .transfer of individual electrons be'parison of the results of DFT with those of the embedded-
tween surfaces; andii) ion and electron transfer between g jecyar-cluster calculations is presented in Sec. il A.
two surfaces may lead to their charging. One of the aims of

this paper is to consider how these features can affect atomic
and electronic processes in contact between two ionic insu-
lators in conjunction with atomic force spectroscopy. Large displacements of ions out from ionic surfaces, or
We considered contact formation between two binarytheir removal due to adhesion on another surface, can be
ionic systems in tip-flat and flat-flat configurations at rela-accompanied by strong electron-density flow. The DFT
tively large distance$2—8 A) available now for AFM ex- method, with an extensive plane-wave basis set, is well
periments. Typical atomic processes found in previous studsuited to take account of the charge-density flow in continu-
ies of metallic and ionic systems include strongous fashion. In some cases, such as MgO, the final products
displacements of atoms outside and inside the surfaces, tranan have unpaired electrons, which requires spin-polarized
sient neck formation between surfaces, and more constasblutions. These issues are discussed elsevihétén this
adsorption during relative motion of two surfaces. We starfpaper, we are interested in qualitative features, which in the
from the simplest case of strong displacement of a single iocases considered do not depend on the spin state. To simplify
out from the surface, and demonstrate the electron transfer gte discussion, we confine it to the singlet state of the sys-
distances exceeding 1.5 A. We then increase the complexityem.
of the system by including an atomically sharp tip. We have The calculations are made using the Car-Parinello
found that at distances between the tip and the surfaceethod®® in which the total energy of the system is mini-
smaller tha 4 A there is often an instability of the surface mized with respect to the plane-wave coefficients of the oc-
ions leading to their stronfabout 1 A displacements out of cupied orbitals. The minimization is performed by the con-
the surface due to their interaction with the tip. This effectjugate gradient techniqufé The calculations were performed
depends on the geometric and chemical structures of the tiwith the CETEPcode on the Cray T3D parallel supercomputer
and the surface. In some cases, when the tip and surfage the Edinburgh Parallel Computer Centre. The computa-
separate, the ion may remain adsorbed on the tip. In theg®nal strategy underlying theeTep code was described in
cases, further separation of the tip and surface can be accorfe literature® Extensive calculations of the MgO surfaces
panied by formation of a neck, where displacement of oneand of adsorption at these surfaces using the same method
ion together with the tip pulls a string of alternating surfaceand computer code are reported in Refs. 23 and 27. The
ions. Some characteristic electron transfer processes accomalculations reported in this paper essentially follow up on
panying these ionic processes are discussed. We then turntteese previous studies.
the case of two flat surfaces, and demonstrate the formation Technical details of the calculations are as follows. The
of an interface and wear when two dissimilar flat pieces ofcalculations presented here are based on the generalized gra-
ionic surfaces are pushed together and then separated. dient approximation (GGA) functional of Perdew and
Different computational techniques were employed toWang?®2°known as GGA-II, which is designed for general
study various aspects of the problem. In particular, to studpin-polarized systems. The pseudopotentials for Mg and O

A. Density-functional method
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are identical to those used in the studies of oxygen
adsorptiorf® and we use the same plane-wave cutoff of 850
ev.

Calculations were performed for a periodic slab geometry.
In this model, a unit cell is repeated in two dimensions,
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B. Embedded cluster method

Calculations of the tip-surface interaction require that a
large number of atoms be treated in order to model the tip
and surface deformations properly. For qualitative answers,
semiempirical embedded-cluster methods provide the best
choice. Due to strong ionic displacements, it is important for
us to take account of lattice polarization and possible elec-
tron transfer. Therefore a&LUSTER95 code was employed
which is thoroughly described in Ref. 30. In the model em-
ployed in this technique, a number of the surfdaed tip
ions are substituted by a quantum cluster. A quantum-
mechanical treatment of a quantum cluster is combined with
a classical description of the rest of the system by using a
“self-consistency” procedure. The latter is based on con-
secutive iteration of two computational methdds:a FIG. 1. The MgO tip(top) in contact with the (LiF)qg cluster
quantum-mechanical method calculates the electron-densigfmulating the LiF surfacébottom).
distribution and positions of nuclei within the quantum clus-
ter, and a classical method calculates the response of the redid shells comprising the ions using the general utility lattice
of the crystal to the electric field due to modified atomic program (GULP).** The pair potentials used in this study
positions and charges in the quantum cluster with respect to/ere described elsewhefe.
the perfect system. We start from the geometry optimization for the whole

In the present calculations, the tip and surface are treategystem including the tip and the surface using the GULP
as finite clustergFig. 1). In particular, a (MgO), cluster code at a tip-surface distance of 8 A, which is the initial
was used to model the tip anMEeX) 10(6X 6X 6) clusters, tip-surface separation in our calculations. Then the electronic
(Me=Li, Na, andX=F, Cl) to model surfaces. In contact Structure of the whole system including all 280 tip and sur-
(see Fig. }, eight ions at the tip’s end closest to the surfaceface ions is calculated at this geometry using the INDO
and 64 ions at the surface closest to the contact area corethod. This provides a reference charge distribution,
prise a quantum cluster and are treated quantum mecharf2om(ref). This is then used in embedded-cluster calculations
cally; all other ions are treated classically. in order to calculate the perturbation of this initial state due

In the cLUSTER95c0de, the electronic structure of the sys-to the interaction between tip and surface at shorter dis-
tem is calculated using the unrestricted Hartree-Fock methotnces.
within the approximation of intermediate neglect of differen-  The calculations for the contact formation are made for a
tial overlap (INDO).332|n this approximation some of the quantum cluster mentioned above embedded in the remain-
elements of the Fock matrix are calculated using semiempiring part of the tip and the cluster simulating the surface. The
ical parameters. In this study we employed a set of paramsystem total energy is calculated as
eters which were optimized in order to reproduce the char- )
acteristics of the MgO, LiF, NaCl, LD, NaO, MgF,, and  Ett= EcuLp~ Eguip(Cluste) — Ecq(Cluster environment
other perfect crystals as well as of an extensive set of other +Eqm(clustey. 1)
oxides and small molecules as described in Ref. 32.

The ions outside the quantum cluster are treated usintjere Egy p is the total energy of the whole system calcu-
interatomic potentials, and a polarizable ion approximatiorated using the pair potentials. Two terms are subtracted to
and a shell model for ionic polarizatidi.Note that cores exclude double countingi) Egy p(cluste) is the total en-
and shells in this model are just point charges, with the totaérgy of the part of the system which is substituted by the
charge equal to the ionic charge. The system total energy iguantum cluster; it is calculated as a free molecule with fro-
minimized with respect to the positions of the coreszen positions of the cores and shells using the interatomic
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FIG. 2. The setup for the molecular-dynamics simulation of the contact formation and separation of the LiF and MgO surfaces. The color
coding in the upper cluster corresponds to?Mgnd G~ ions in the lattice sites. The lower cluster represents LiF; however, the color coding
is changed to show the types of ions in the MD simulation: the ions shown in dark are frozen in the calc@lagmrsl), whereas those
shown in light color are moving according to the Newton equatioegion II).

potentials. (i) Ecoy(cluster environmentis the Coulomb tial of the rest of the system are carried out iteratively, until
part of the interaction of the classical cores and shells sutthe total energy of the whole system changes by less than a
stituted by quantum ions with the rest of the cluster.certain criterion(usually 0.001 eY. The described method is
EQM(C|usteD is the total energy of the quantum cluster, in- VEry flexible with respect to different tip and surface struc-
cluding its interaction with the rest of the surface ions. In thistures. Use of large clusters for modeling the surface allows
approach, the contribution Egy p— Egyip(clusted us to take into account a significant part of the polarization
— Ecoulcluster environmentincludes(i) the short-range in-  €nergy still remaining in the limits of feasible system sizes.
teractions between the quantum cluster ions and the sur-
rounding ions, represented by the interatomic potentials; and _
(ii) the polarization energy of the lattice outside the quantum C. Molecular-dynamics method
cluster. Molecular dynamics was employed in this work to study
To calculate the polarization of the tip and surface due tacontact formation between two flat ionic surfaces and their
changes of the charge distribution inside the quantum clusteatomic structure during separation for two main reaséns:
two effects are taken into accour(i) the charges of the To consider poor coincidence; one can do this using periodic
corresponding classical cores are modified with respect tetatic atomistic simulationge.g., using theviDAs code®),
those in the reference system &3.,e=Qcoret[Qom  but this would require very large periodic ceifs® The
—Qom(ref], whereQqy are effective ionic charges in the method employed in this study allows us to use a cluster
quantum cluster, anQqy(ref) are effective ionic charges on model.(ii) To take into account dynamic processes of ionic
these ions in the reference system, both calculated using theansfer between two surfaces; as is shown below, barriers
Lowdin population analysi® (ii) displacements of cores for these processes can be small, and therefore thermally
and shells inside the quantum cluster due to the tip-surfacactivated ion transfer can be important even for slow sepa-
interaction. Then a classical calculation is made using ourations.
charge distribution. Cores and shells outside the quantum The model used in these calculations is presented in Fig.
cluster adjust their positions in response to the change in th2. The two surfaces were modeled by large clusters of the
charge distribution. The diagonal matrix elements of the insame size each including 2048 ions. We consider that both
teraction of electrons inside the quantum cluster with thessurfaces are in thermodynamic equilibrium, and can be char-
cores and shells are calculated on atomic orbitals, and thescterized by their own temperatures. Each of the clusters was
added to the Fock matrix for the calculationEy(cluste). divided into two regiongsee Fig. 2 region | includes the
The total energy of the whole system, including the quandions of the botton{top) and sides of the clusters, which are
tum cluster embedded in the tip and the surface, is miniheld fixed to avoid boundary effects in region Il, where the
mized with respect to the coefficients of the linear combinaions move according to Newton’s equations. Regions Il of
tion of atomic orbitals, and with respect to the positions ofboth clusters face each other. The interactions between ions
the nuclei inside the quantum cluster and of the cores andere calculated using the pair potentials described in Ref.
shells of the rest of the cluster. The calculation of the lattice20, and all ions were treated as nonpolarizable.
polarization and of the electronic structure and the geometry To run the simulations we used tioe POLY 1.1 package
of the quantum cluster embedded in the electrostatic potersf-molecular dynamics routingsmodified for AFM simula-
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tions. The most important modifications include the possibil- 10 ' ' ' ' AYA '
ity of constructing the system from several blocks of par- P
ticles (see Fig. 2 In each block some of the particles can be s
“frozen” out from molecular-dynamics calculation. These
frozen particles can move with a constant velocity, which
can be different for each block. In particular, to simulate ya

6 Mg (calculated) ¢

separation of two surfaces, the frozen parts of both clusters Mg (quadeatic Fing) - -
(see Fig. 2 were moved with constant velocity. If a NVT © (quadrati iting) = /
ensemble is used, each block can have its own temperatu® b
and equilibration time constant. The kinetic energy of each &
block, which is used to determine the velocity scaling factor,
is calculated in the coordinate frame associated with the oL 9
block. The Berendsen algorithtiwith an equilibration time
constant of 10%2's, was used to keep temperature constan =y

in region 1l. To integrate the Newton equations, the Verlet 0 prmE—t 1 pye 3 33
“leap-frog” scheme, with a time step of 210 '°s, was
employed. FIG. 3. The total energy vs displacement of thé Qon
(crosses and the Mg ion (diamond$ perpendicular to th€001)
lll. RESULTS MgO surface calculated using the DFT method. The broken and

) . . ) dotted lines are the quadratic approximation of the calculated points
It is known that the tip or surface atoms experience instay; to the distance of 2 A. Note that motion of both Mgnd G-

bility, and strongly displace out from the surface when tWojons perpendicular to the surface is harmonic at least up to 1.5 A.
metallic or ionic surfaces are brought together closer than

about 4-5 A>2041Thjs effect may be masked by other pro- _

cesses in closer contact, if the distance between the two sufon With the vacancyexceeds the energy of the top of the
faces continues to decrease furtifiar example, in jump to valence band. The situation is d|ffergnt in alkali haI|de§.
contac}. It manifests itself again on surface separation andn these crystals, desorption of an anion in neutral atomic
may lead to wear, friction, and charging if atoms adsorb orform is also more energetically profitable than in ionic
another surface as separation progresses. This may affderm;*® however, the electron affinity of the cation is not
both contact and non-contact-mode AFM imaging. If anenough to pull an electron from the valence b&h@lo dem-
atom is pulled out from one surface and adsorbed on anotheppstrate the effect of electron transfer during ionic displace-
its coordination and the electronic structure change signifiments, in this paper we consider the displacements of ions
cantly. Before discussing the mechanism of this effect inperpendicular to thg001) MgO surface using the DFT
more detail for the tip-surface system, it is instructive to lookmethod.

into how displacements of ions out from the surface unaf- Most of the calculations were made for a periodic cell of
fected by the tip presence change the system electronic strugg ions, that is, three layers by 16 ions forming x4

Y

1. o2
Distance (A)

ture. square. Thus each slab was three layers thick. As discussed
above, the slabs are periodically translated alongztlagis

A. Displacements of single ions out from thg001) too. The distance between the top layer of one slab and the
MgO surface bottom of the next slab wasa4 wherea is the interatomic

Studies of large ionic displacements out from surfaces arélistance §=2.122 A). The largest possible displacement of
important not only in the context of the present paper bu@n ion perpendicular to the surface is therefore limiteddo 2
also for understanding desorption induced by electronic tranAll other ions in the unit cell were allowed to relax at each
sitions. The questions we are asking are the followifig: position of the displaced ion. The results are presented in the
how does the electronic state of the ion depend on its distorm of adiabatic potential-energy curves and electron-
placement;(ii) how strongly do the energies for displace- density maps.
ments of cations and anions differ? Answers to these ques- The total energy per unit cell as a function of displace-
tions will point us toward possible electronic effects duringments of the Mg and O iongl, from the surface shown in
contact formation. They will also be useful for a discussionFig. 3, demonstrate that the cation curve is significantly
of defect formation energies at surfaces and the mechanisnsseeper than that for the anion. One can define two regions as
of surface charging. a function of displacementi) At displacementsl<2 A the

The effects should depend on a crystal. The most dramatiadiabatic potentials are harmonic. The electron density es-
changes in the charge-density distribution among the crystaksentially follows the displaced ion, and its effective charge is
studied in this paper are expected for MgO, where the seconglose to that at the perfect surface sités. At longer dis-
electron is only loosely bound to Qn the lattice due to the tancesd>2A, the interaction is no longer harmonic, and
Madelung field, and the second ionization potential of theincreases much slower. This reflects a strong electron-density
Mg atom is 15.035 eV? This implies that @ will tend to  flow, which neutralizes both the ion which is being displaced
leave one or two extra electrons in the vacancy at the surfacé&om the surface and the vacancy left at the surface. We
Conversely, M§" should start pulling electrons from the checked that these results remain practically unchanged if the
surface 3 ions as the ion-surface separation increases. Thisumber of layers in the slab is increased from three to four
will occur when its electron affinityaffected by the interac- (the unit cell contains four layers by 16 igns
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N R R A R R over the four anions surrounding the cation vacancy. A simi-
lar defect, which contains a cation vacancy trapping two
electron holes, was studied extensively in the bulk of cubic
oxides including MgO, and is known as\V& center?® In the
bulk, it is in the triplet state and, according to electron para-
magnetic resonance ddfitwo holes are trapped on the two
oxygen ions located on the same axis on the opposite sides of
the cation vacanc{?*® However, the structure of a surface
analog of this center, &% center, is not well established.
One model which was used in Ref. 47 assumes that, as in the
bulk, the two holes are localized on two anions on the oppo-
site sides of the vacancy. Recent cluster calculations by Fer-
rari and Pacchioff suggest that the hole in thég center is
delocalized by four anions surrounding the vacancy, similar
to our result. However, in our case this configuration could
be metastable, and imposed by the presence of Mg and the
interaction of periodically arranged defects. The structure of
this defect is important due to its possible role in catalytic
performance of MgO. It is not in the focus of the present
study, and will be discussed in separate publication.

Displacements of the © and Mg" ions are accompa-
nied by a strong deformation of surrounding lattice. For dis-
placements less than 2 A, when the O and Mg remain largely
ionic, the nearest-neighbor ions shift mostly upwards, to-
gether with the displaced ions. When the latter neutralize, the
deformation of the lattice becomes similar to that around the
bare F center or cation vacancy with the hole delocalized
around it, i.e., thez components of the coordinates of the
surface ions become much smaller. This occurs at a distance
of about 3 A, and is another sign of significant electron trans-
fer.

It is instructive to compare the results of these calcula-
tions with previous studies using DFT and other techniques.
The gap between slabs used in the present calculations does

FIG. 4. The contour plots of the valence electron density for thenot allow us to reach the ion desorption limit continuously.
O (a) and Mg (b) ions displaced perpendicular to t@01) MgO  However, it can be calculated separately. The energy differ-
surface (in units of 10 2 electron/&). To avoid high peaks on ence between théO and 2O configurations of the atomic
oxygens, the density has been chopped at 0.2 electoriAe po-  oxygen obtained in this study using the GGA functional is
sitions of O cores are indicated by the symiigland those of Mg 2,41 eV. Taking this into account, the energy for removal of
cores by the symboK. In (&), the cut has been made along the the 30 atom from the(001) MgO surface and formation of
direction of the surface normal through the displaced O ion and thene F.-center was found to be 9.02 eV. This is by about 0.7
nearest surface O ions. In (b), the cut has been made along the g\/ |gwer than that obtained using the local-density approxi-
direction of the_ surface normal through_ the displaced Mg ion andmation in Ref. 27. Th& center formation energy obtained in
the surface & ions surrounding the cation vacancy. this work is reasonably close to 8—9 eV, obtained using dif-

ferent Hartree-Fock calculatiorisee the discussion in Ref.

As expected, the © ion leaves part of its valence elec- 49). However, thevg-center formation energy, which was
trons at the surface vacancy. The electron density contouound to be 9.03 eV, is much smaller than previous predic-
map ford=3.5 A shown in Fig. 48) demonstrates quite a tions of 17.45(Ref. 48 and 13.8 eV?° This could result
diffuse distribution around the vacancy. Integration of thefrom the interaction between periodically arranged defects,
electron density over the sphere of radius 1.5 A centered avhich have a quite peculiar charge distribution. A more
the anion site gives about 1)@ (where|e| is the electron physical reason can be the effect of the electron correlation,
charge localized in the vacancy. A significant portion of the which is known to be important for the hole defects in
electron density is spread between the departing atom arldgO,>* and is better accounted for in the GGA.
the vacancyFig. 4(@]. This indicates that the electron redis- To eliminate the first possibility, we repeated the DFT
tribution has not yet been completed at this separation.  calculations for absolutely identical periodic arrangement of

Analysis of the electron density for the displacement ofslabs and for the same periodic cell using the INDO
the Mc?" ion from the surface exceedjr2 A shows a trans- method®! and compared them with cluster calculations for
fer of electrons on Mg from the four nearest-neighbor anionsan individual defect calculated with the same method. If the
The section of the electron density shown in Figo)ddem-  Coulomb interaction between defects is important or the cell
onstrates that at a distance of 3.5 A the Mg is practicallysize is not large enough, one could expect a significant dif-
neutral. In this configuration the two holes are delocalizederence between the two sets of calculations. However, they

(001)

(001)
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gave almost identical results. Using the INDO method, wethermally activated jumps of ions between wells determine
also checked the effect of the gap between the slabs on the a large extent the micromechanisms of contact formation
displacement energy. It appeared to be negligibly small. and breaking. Local electron transfer initiated by ionic pro-
To link these results to the next stage of our calculations¢esses may play a significant role too. In spite of a huge
which are made using the embedded-cluster method, we r&ariety of factors affecting these processes, some analysis
peated calculations for the displacement of the Mg ion usingan be made on the basis of simple models described below.
that technique. The charge distribution as a function of Mg
displacement is very similar to that obtained by DFT. The
calculated energies for the displacements, which are less than In the first set of calculations, we considered the interac-
2.0 A, where the charge transfer is small, agree within 0.3 e\fion of an atomically sharp tip with flat surfaces. A common
with those obtained using DFT. However, at larger displacef€ature which many existing tips share is that they are made
ments the difference becomes significant, and\l@e:enter from oxide materialgor are oxidized in airwhich are much

. ) . ) arder than most of the surfaces under study. As a tip we
formation energy obtained using the embedded cluste,?herefore used the MgDs, cube oriented by its O or Mg

method is about 14 eV. On the basis of these results we fe%lorner to the surfacésee Fig. 1. which proved to be a good

it safe to conclude that the most plausible explanation for th?nodel in our previous calculatioR$® The diagonal of the

discrepancy betwe%n the DFT and other data for the formg; \he \as perpendicular to the surface, and the cube was
tion energy of theVg center is the effect of correlation be- (stated by an arbitrary angle around this axis. The quantita-
tween electrons on the hole states localized at the surface.tive details of the tip-surface interaction depend on the tip
The results of this section demonstrate that the ioniGrientation. To facilitate a comparison, the orientation of the
model holds even for relatively large<(1.5 A) displace- tip with respect to the surface axes was kept constant for all
ments of the M§" and G~ ions out from the surface, and surfaces considered. The calculations were made for LiF,
breaks only at larger displacements. This provides a basis f&aCl, and MgO surfaces, which were simulated by 216 ion
atomistic simulations using pair potentials. The electron recjusters including six planes of %66 ions. The quantum
distribution observed for larger displacements may have difcluster included a 64-ion cube of the surface ions closest to
ferent implications dependent on the process involving thehe tip, and an eight-ion cube at the end of the tip. The
ion transfer. One can envisage the two simplest scendrjos: tip-surface distances of 3—8 A were considetsee Fig. 1
the ion is desorbed from surface l, and then adsorbs on SUKeveral ions of the upper part of the t|p were fixed in their
face Il situated far away; andi) adsorption on surface Il perfect sites to keep the tip shape. They were moved toward
when two surfacegwhich were initially in contadtseparate. the surface in small0.1-0.2 A discrete steps, and the co-
In the first case, the electron transfer will occur first to sur-ordinates of all other tip and surface ions were optimized to
face I, as described above. In the second case, the processiimize the total energy of the system using the/STER95
much more complicated, because it depends on the electronigde. To prevent artificial distortions of the cluster simulat-
and geometric structures of surface II. ing the surface, several ions at its bottom were also fixed in
These results also demonstrate asymmetry in the energieir perfect sites.
costs required for displacing single ions or atoms from the First, the total energy as a function of the tip-surface dis-
surface. If we now consider two surfaces moving slowlytance was calculated above different positions on the surface
relative to each other, the adiabatic potential-energy surfacgr the tip oriented by its & and Mg¢* corners. Within a
constantly transforms, and the final position of the transfergjstance range of 3-8 A, the overall tip-surface interaction is
ring ion depends on the qualitative character of the adiabatiGetermined by the van der Waals and electrostatic f(ﬁ%&
pOtential and rates of the ion transfer between different WellS]'he Specific interaction between the ions at the end of the t|p
The roles of transformation of the adiabatic potential in theand the nearest surface ions is dominated by the Coulomb
ion, and electron transfer between separating surfaces, agad polarization contributions. The electrostatic potential
diS.CUSSGd in more detail in Sec. llI B for a tip-ﬂat Configu- produced by our model t|p is seen in F|g 5. Itis close to the
ration. periodic potential of the perfect surface along the cube
grains, and decays exponentially perpendicularly to the
grains. It is much stronger and more extended at the corners.
The interaction of alternating surface ions with this inhomo-
Atoms of two approaching surfaces have a few metastablgeneous tip potential is different. In all cases, unlike ions
states available to them, which correspond to lattice sites an@ations for the & tip, and vice verspare attracted to the
adsorption on the original surface and to adsorption on théip. They experience instability at tip-surface distanbesf
second surface. At small intersurface separations, potentiabout 3.5-4 A, and strongl.8—1.0 A displace from their
wells corresponding to these states overlap, and in somlattice sites toward the tip. This is accompanied by an energy
cases barriers between the wells may disappear, leading thiop(see also Ref. 20In the case of the MgO tip interacting
formation of common wells. This is the general cause ofwith the LiF surface, it is about 1 e¥Fig. 6). The radius of
instability also known as “avalanche in adhesioif.’ The this instability(i.e. the distance between the projection of the
speed with which two bodies move relative to each other irend of the tip onto the surface and the surface site at which
AFM or surface-force-apparatus experiments is usually sewvthe instability occursin all cases considered is about half of
eral orders of magnitude slower than the average speed tiie interatomic distance. The like iorise., anions for the
thermal atomic motion. Thus most of the atomic processe€?" tip) are repelled by the tip potential, and displace inside
during contact formation occur adiabatically with respect tothe lattice. Strong displacement of unlike ions toward the tip
the tip motion. Transformation of the adiabatic potential ands accompanied by the significant deformation of the sur-

1. Mechanisms of ionic transfer between tips and surfaces

B. Contacts between tips and flat surfaces



FIG. 5. The electrostatic potential of the MgO tip calculated in
the body-diagonal plane of the cubic tip which is perpendicular to
the surface. Note that corners are rounded due to relaxation of the
cube (see also Fig. 1 The absolute value of the potential varies
from 1.5 eV at the internal contours, to 0.7 eV at the peripheral
contours, with a step size of 0.2 eV. Solid contours correspond to
the negative potential.

rounding lattice similar to the case of displacement of indi-
vidual Mg?* and G~ ions considered in Sec. lll A. If the

instability occurs and the tip moves closer to the surface, it
pushes the ion first into its original site and then into the
lattice interstitial position. If the tip does not indent the sur-

IONIC AND ELECTRONIC PROCESSES AT IONI. ..

15 339
4 .
M\go/'v P a)
37 B - 9 oW
o ry % h=6.0A
° o |-—LiF surface-- o 00
= o]
5 o
o Py,
§ Tr ,jz/ RN
’ B ~ h=5.0A
E‘/ ¥
0 g.—@;f—/;—v-q.v # hed 0 A
t's‘ V‘V‘V
K »
s, 4 h=35A
-1 ;
Li displacement perpendicular to the surface(,&)
3 ,
MgO - ti e b)
’ g G”D».@-.e."o
o .,,F h=6.0 A
2 o #
> g §
@ 7 ot h5.0 A
) 't LiF surface e
2 :.j’a/
i y
L %
0 (8 'p—;-'v—'v‘-‘--v-lﬂ' h=4.0 A
.. .,'.\. “’
" h=35A
-1
-1 0 1 2 3 4

F displacement perpendicular to the surface (A)

face (h>1 A), the surface deformation described above may FIG. 7. Adiabatic potentials for the displacements of th& ioin

be reversible. Whether the surface wear and/or charging willa) and the F ion (b) perpendicular to the surface at different tip
take place is determined by what will happen when the tigoositions above the surface sites. In the case of displacement of the
and surface separate: will the ion remain on the tip? To studyi " ion, the tip was oriented by its oxygen corner to the surface,
this question, we calculated sections of the system adiabatitthereas in the case of the fon there was the Mg ion at the end

potential for different tip positions and orientations.
To simplify the model, the end of the tip was located

above the surface lattice sites. In this case the coordina
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FIG. 6. Adiabatic potential energy as a function of the tip-

of the tip.

hich can be used to intersect the adiabatic potential is the
Ine connecting the surface site and the stable position of the
ion on the tip(which is not necessarily above the lattice site
due to the tip deformatign The surface ion was displaced
along this line toward the tip, and all other ions were allowed
to relax at each position. The adiabatic potentials were cal-
culated for displacements of the FC™, and G~ ions to the
tip oriented by M@", and of the Li', Na", and Md¢* ions to
the tip oriented by & to the surface. One can distinguish
two types of behavior in each sequence of adiabatic curves:
(i) where the single-well potential at short distances trans-
forms continuouslyinto the double-well potential as the
separation increaséki* and CI"), in which case the second
well exists at all tip-surface distances; afid where there
are tip-surface distances at which the barrier for transition
from the second well back into the surface site is extremely
small(Na" and F), or the second well does not exist at all
at short distances and forms only at larger distaridég’"
and G"). These two types are clearly seen in the example of
the LiF surface shown in Fig. 7. This behavior of the adia-

surface distance for the MgO tip oriented by its oxygen corner tobatic potential results from a combination of several factors,

the (001) LiF surface above the Liion. Note the hysteresis due to
adsorption of the Li ion on the tip on its retraction.

including the Coulomb potential produced by the {gee
Fig. 5, and by the surface vacancy, short-range chemical
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o face. This barrier depends on the tip and the surface structure
000 and relative configuration, and therefore in some cases the
O(% 5 55%0 tip is simply contaminated by a number of neutral
©0 0000 6’ molecules However, if the second ion remains between the
0Q000Q0 tip and the surface, it tends to be coordinated by another ion,
000000 so it starts to pull it out from the surface. The third ion
Q00O interacts more strongly with the tip and the molecule ad-
o0 O sorbed on it than with the surface layer underneath. If the
/,O whole process occurs very slowly, only the most stable struc-
‘\.a_)o tures will form at the surface. These are compact clusters of

surface vacancies, and each next ion pulled out from the
surface into the string is a kink ion. Thus the process, if
started, develops in the manner of lifting an end of a coiled
™ . - @ s rope from a ship’s deck, leaving a cluster of vacancies at the
ove ve O o ‘«) o o surface. This is exactly what we observed in some of our
] \ molecular-dynamics simulations for sharp tips and binar
1 00000000 0 o ionic surfacé’s. PP ’
These results demonstrate two interconnected factors
FIG. 8. A snapshot atomic configuration showing formation of awhich affect the selectivity of low-coordinated surface sites
string of ions between the MgO tip and th@01) LiF surface ob- ¢ pinary jonic crystals with respect to pulling atoms from
tained in the embedded cluster calculations. another ionic surface(i) a “chemical” factor which is de-
termined by the character of chemical bonding between most

Only in the first case does the ion have a chance to remaifit©ndlY interacting species, e.g., anions are picking up cat-
adsorbed on the departing tip. Whether this will happen of°"S: and vice versa; an@) geometric or structural factors
not is determined by the relative speed of the ion jumpélvhlgh can elthgr encourage or suppress the flrgt factor for a
between the wells and the tip motion. If the ion remains onpParticular species. For instance, for the sharp tip configura-
the tip, the interaction between the tip and the surfacdion considered above, Hons do not initially adsorb on the
changes dramatically. This can be seen in Fig. 6, where thig®"-terminated tip, partially due to their repulsion from the
energy is shown as a function of distance for the motion othree oxygen iongFig. 1). The second factor also has a
the “clean” tip down and then up with the adsorbed'lion.  dynamic aspect due to the possibility of thermally activated
The initial, almost linear, energy rise is due to the interactiortransfer of adsorbed ions between states on the tip and the
of the Li ion with its vacancy and strong lattice deformation. surface. We also demonstrate that adsorption of ions on low-
The latter includes large displacements of theiéns sur- coordinated sites or on tips can initiate formation of one-
rounding the vacancy. The energy curve becomes less steéjpmensional strings of ions stretching out from one of the
when the Li ion picks up one of the nearest anions at asurfaces as they separate.
distance of about 5.6 A, which decreases the Coulomb part However, as follows from the above discussion, selectiv-
of the interaction(Fig. 6). The energy drop at about 6.5 A ity and string formation both can be peculiar just for atomi-
corresponds to desorption of one LiF molecule. Then thesally sharp tips considered in this model. For blunt tips or
energy starts to increase again as the nextibn is pulled  flat surfaces, which provide more equal opportunities for ad-
out, now by the F ion. As the distance increases, the tip sorption of cations and anions, the effect may be different.
pulls the string of ions from the surfag¢eee also Fig. B To have a somewhat more representative model and to check

Connective necks are always formed if the tip is wettedthe dependence of our results on the tip orientation, we made
by the surface atoms during hard contact or indentation. Thisimilar calculations for the MgO,, cluster oriented with
is a collective effect, accompanied by the formation of aone of its sides almost parallel to t@01) LiF surface(the
crystallinelike structure in the necR’'’ The model consid- angle between the normals to the surface and to the side of
ered in this paper provides another extreme case where fothe cube closest to the surface is about. Shis can be
mation of a one-dimensional crystalline structure is triggeredriewed as a blunt tip or as a corner on a rough surface. The
by the jump of one ion between two wells. The same effecstructures of the two clusters are not close to coincidence at
was observed in our molecular-dynamics calculations of theny configuration considered. The tip was moved above the
same tip-surface system and for two flat surfa@ee Sec. surface along thé100 axis at the “dangerous” height of
Il C), where much longer strings were formed. They formedabout 3.8 A to check the effect of different relative positions.
for the following reasons. As we have seen, if an ion adsorb3he significant difference with respect to the sharp tip was
on the tip, it will pull out another ion of the opposite charge. that, depending upon the tip position, not only single ions but
The crucial moment is when the first molecule is stretchedilso groups of several surface ions experienced instability
between the tip and the surfatsee Fig. 8 One possibility and were strongly displaced toward the blunt tip. This indi-
is that the second ion also adsorbs to the tip. If that happensates that, if the second surface provides equal opportunities
the string will not form, because the energy of the tip with afor adsorption of cations and anions, collective effects of
neutral molecule adsorbed on it, and that of the neutral suformation of preferably neutral well-coordinated structures
face, is lower. However, there is a barrier which the secondanay suppress selectivity. These issues are discussed in more
ion must overcome in order to break its bond with the sur-detail in Sec. Il C.

| ¥

interactions, and steric effects.
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2. Electron transfer between tip and surface istry: they were oriented parallel to each other, centered, and

As discussed in Sec. Il A, ion transfer may be accompaltnen rotated in such a way that thét00 axes made an
nied by electron transfer between surfaces. The electrogngle of about 10°. They were then brought together with a
transfer effects can be divided into those related to thé&onstant speed. During approach the onset of instability at
change of ion coordination, and those corresponding to thabout 3.5 A could clearly be observésimilar to that ob-
electron tunneling. We will start with the first effect. served for metallic contacts'). At a separation of about 2.1

When an ion is transferred from the surface to the tip, itsA the two clusters were allowed to equilibrate at room tem-
initial displacement is about 1—1.5 A, where it is still in ionic perature. They were then separated with a constant speed of
state. On the other hand, although the coordination of on@ m/s. The questions we are asking are the followity:
adsorbed ion on the tip is just one, the electrostatic potentiakhat will the contact structure be; arid) what will happen
of the ionic MgO tip enforces ionic bonding in the case of to this structure when two surfaces separate?

Li* and CI'. The effective charges on these ions adsorbed MgO has a stronger crystalline field, and imposes a dif-

on the tip (calculated using Lwdin population analysjs ferent structure on the surface layer of the LiF cluster when
change only by about 0.0&. Changes of effective charges they are separated by 2.1 A. Most of the LiF ions are in fact
on 1ons In St”ngs are also InSIgnIflcant, and do not exceedadsorbed” on the Mgo surface even in the close contact.
0.1/¢[. The latter supports the applicability of the ionic At the onset of separation of the two surfaces, the LiF ions
mé)_d_el and pair potentials for this case. Although®@nd  yemaining on the MgO surface form a pattern shown in Fig.
O ions do not adsorb on the atomically sharp tip during itSg(5)  One can see that, due to the lack of coincidence, the
separation from the MgO surface, this may happen for othegy,cyre of the first layer of LiF confined between two sur-

tip-surface configurations. Therefore we calculated the eﬁecfaces is a mixture of fairly ordered parts divided by disor-

. o ) . .
tive charge of a M§" ion aQSorbed on a single tip. In th|s. dered areas. The latter, as well as several interstitial ions and
case the electron transfer is much larger, and the effective i . . e

C vacancies, ease the strain accumulating due to misfit. The
charge of Mg ion is about 1/|.

The results of this paper demonstrate that contaminatiofy""> " the corners, which are not shown in Figa/hecause

of the MgO tip by surface ions leads to formation of anionﬂqey remain initially on the L'.F cluster surface_, are more
and cation surface vacancies. The positively charged anio?lrdered because they are confined from three sides by frozen
vacancies produce electron acceptor states in the band gapqf’S- The adsorbed cluster as a whole has a charge Iof
the highest occupied state of the tip is also located high in€l- One can see that some rows of LiF ions adsorbed on
the band gap of the surface electronic states, there is a poMl9O, especially those adsorbed at the corners, are charged.
sibility of electron transfer from the tip to the unoccupied This leads to formation of ionic strings between separating
surface states in anion vacancies indeed to other similar surfaces, which start at these charged corners. They are
states produced, e.g., by impuritigkthe tip and surface are shown in Fig. 10. As the surfaces separate, the adsorbed
in contact. Whether this transfer is endothermic or exothereluster is no longer confined, and becomes much more or-
mic is largely determined by the lattice polarization in thedered[see Fig. ®)], because of the strong interaction be-
initial and final states. For electron transfer into the aniontween LiF and MgO and the small misfit of the two struc-
vacancy, the latter corresponds to a neutral F center on tHares.
surface and a positive hole state in the tip. Calculations for The strings elongate at the expense of the low-coordinated
the “clean” MgO tip interacting with the anion vacancies on ions of both surfaces, and can be fairly lofspe Fig. 10
LiF and NaCl surfaces showed that, in both cases, the eled-hey are very elastic and one can observe in an animation of
tron transfer into the vacancy is exotherniito model the F  the molecular-dynamics simulation that they are rotating as
center, a floating atomic orbital was positioned in the va-skipping ropes. When two chains cross occasionally, stable
cancy, and its exponent and coordinates were optimized iatructures do not form, because any further elongation leads
order to reproduce the ionization energy and the optical albto local shear stress which returns the system to a combina-
sorption of the F centerThe hole is localized on one oxy- tion of linear strings.
gen ion at the end of the tip, which is accompanied by strong These results demonstrate how a junction between two
displacements of the surrounding cations. These results resdissimilar ionic surfaces breaks not at the original but at a
nate with the model of contact charging of insulators sug-different interface. This corresponds to contamination of one
gested in Ref. 54, and demonstrate the effect of the singlesf the surfaces. When this work was started, one of our in-
electron tunneling between tip and acceptor states on ai@ntions was to see whether a separation of two flat surfaces
insulating surface. will also lead to their charging. This idea comes from asym-
metry in desorption energies for different ions, and in the
interactions between two surfaces demonstrated in this pa-
per. This proved to be much more difficult to check due to
formation of chains having lengths comparable to the size of
In order to study a more complex effect of contact forma-the crystal blocks considered. In our calculations they can
tion and breaking between two more extended flat surfacegirow as long as there is enough material left on one of the
we used the molecular-dynamics technique, where two flatwo surfaces. Although the surfaces are charged during sepa-
surface terraces were represented by two clusters of LiF angtion, to reach definite conclusions is impossible without a
MgO (see Fig. 2 The interionic distance in MgO is larger further analysis of the mechanisms of string breaking and
than that in LiF by a factor of 1.05. To make the modelfolding. Full scale calculations would require much larger
relatively general, we wanted the blocks to be far from reg-systems, and are not very practical. However, some issues

C. Molecular-dynamics modeling of separation of flat MgO
and LiF surfaces
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FIG. 10. The LiF and MgO surfaces after the separation. Note
the cluster of LiF ions adsorbed on the MgO surface and the strings
of LiF formed between the low-coordinated sites on two surfaces.
To increase the contrast, the fgand &~ ions of the lower sur-
face are shown in similar light color.
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tions (Fig. 8). However, the INDO method does not account
completely for the polarization of ions within the quantum
cluster. To check how polarization of ions in the strings can
affect their properties, we carried out molecular-dynamics
simulations of individual strings with and without polariza-
tion of F ions in the shell model. The parameters of the
interionic interactions and of the shell model were the same
as defined in Ref. 20.

We studied a string of 12 LiF molecules, which was elon-
gated at both ends by three frozen molecules. The strings
with and without shells included in the calculations were first
equilibrated at room temperature at a length which approxi-
mately corresponds to 25 times the equilibrium distance in
one molecule. They were gradually elongated, with a con-
stant speed of 1 cm/s. In all calculations, shells on the frozen

(0) ions were also allowed to relax. The average strain force
depends linearly on the string elongation until the strings

FIG. 9. The structures formed by the LiF ions on the onset ofbreak. The critical force with the shells included is 1.25
separation(a) and after the separatiofb) of the LiF and MgO  times smaller than that calculated without the shells on the
surfaces calculated using the molecular-dynamics technique. Onlg~ jons. Hence, due to the dipole moments induced on F
Li* and F ions initially adsorbed on the MgO surface are shown injons by the string vibrations, it is easier to break a string of
(8. Note the considerable structure ordering after the separatiorpo|arizab|e ions. Displacement of a negative shell with re-
The ions which are seen fib) as interstitial are in fact adsorbed on spect to a positive cor@which simulates polarization of the
the top of the first ordered layer. This can be also seen in Fig. 10— ions exposes the fluorine core to one of the neareét Li

ions which for such a large displacement facilitates bond

breaking. This effect should depend strongly on temperature.
can be addressed by simple calculations. In particular, what/e checked that the force exerted on the strings created in
is the value of critical force required to break a string? our molecular dynamics for the separation of the LiF and

The answer to this question obviously depends on thélgO surfaces was several times smaller than the critical
character of the interactions within the string. As we saw inforce required to break a string of polarizable ions. Therefore
the embedded-cluster calculations, strings are also formed iwe believe that absence of polarization of the #®ns in
the case of a quantum-chemical description of the interacthose calculations does not affect formation of long strings.

-
)

o

o%o

St
o

o,
‘U‘




56 IONIC AND ELECTRONIC PROCESSES AT IONI. .. 15 343

IV. DISCUSSION tion is different. For metals, this involves structural transfor-

In this paper we explored atomistic and electronic effect mations, whereby in each elongation stage atoms in adjacent

; . . . “layers in the neck disorder and then rearrange to form an
which can occur during contact formation between two ionic S
added layer which is a more extended neck of a smaller

surfaces at distances corresponding to approach and separa-

tion (2—8 A) rather than hard contact and indentation. Thiscross—sectlonal area. The neck then breaks in the middle,

) . X where it becomes too thin to bear the strain. The linear
distance range became available for AFM studies only re-, . S
. : strings elongate at the expense of other molecules joining

cently, due to advances in experimental methods. Under:
i ) . — . from one of the surfaces, and break, most probably at the
standing the mechanisms of contact formation at this d|s-endS

tance range is important from different perspectives. First, Formation of one-dimensional strings is characteristic of

this may allow us to single out some elementary processes. CoL . .
. X . Inary cubic ionic systems with a fcc structure. Formation of
which could be studied using the AFM methods. Second, the. . X . .
Similar strings seems unlikely for other ionic structures, such

very operation of these methods and interpretations of forces . .
. . L . s Cak or alumina, where these linear structures would not
as a function of tip position is determined by the processes . : :
. . e stable. Molecular-dynamics simulatibhiave demon-
contact formation and breaking. . ) :
strated formation of more complex three-dimensional necks

Qualitatively, many of the features found in this paper are separation of the Cafip and the Caf surface. Never-

similar to those observed for metals, which emphasizes the{fﬂeless, the one-dimensional strings observed in this work

general nature. These include, in particular, instabilities o epresent prototype nanowires, whose electronic structure
the surface ions at distances between two surfaces less thgfq conductivity would be interesting to study.
about 4 A, the fo_rmation of necks on separation of two sur-  a¢ present, force gradients in the noncontact mode are
faces, the adhesion avalanche for two flat surfaces, and thfstermined by averaging over several tens of tip oscillations.
formation of interfaces when breaking a junction betweenf the sensitivity of electronics would allow one to measure
two dissimilar surfaces. Although some of the features lookhe response to force changes on each oscillation, it should
different due to the binary structure and ionic bonding of thepe possib|e to determine the Jump rate for an ion between
materials considered in this work, their implications are batwo wells close to the instability distance. At typical tip os-
sically the same as for metallic junctions. In particular, as forcillation frequencies of several kHz, their displacement by
metals, for some pairs of ionic materials there can be cohes.1 A close to the turning point near the surface takes on the
sive bonding accompanied by neck formation on separatiorprder of tens of nanoseconds. This time can be regulated by
whereas for some others weaker forces are created which aghanging the parameters of the tip oscillations. This is char-
not sufficient to pull material upon tip retraction. acteristic of ionic jumps between two wells. So if the tip
This brings us to the more general issue of how usingyould stay long enough at an “interesting” distance, and
forces or force gradients in non-contact-mode AFM experi-one could monitor adsorption of an ion on the tip and string

ments one can deduce information regarding the structure @érmation, it would be possible to find a characteristic time
contact. On the “yes-no” level, adsorption of ions and stringfor the jump of one ion.

formation can be observed based on the strong distance de- Tunneling of electrons between localized states at insulat-

pendence of instabilities of the surface ions and energy hysng surfaces leads to their charging. If the mobility of the
teresis demonstrated in this paper: they should change thmal states of electron transfer is not high, as in the case of
vibration frequency of the cantilever much more stronglysurface F centers and holes trapped at low-coordinated sur-
than nonadhesive interaction. On the other hand, this effeghce sites, then it might be possible to measure the change in
puts a lower limit to the tip-surface distance at which non-the force acting between two surfaces due to the electron
contact-mode imaging with atomic resolution can be ex+ransfer.

pected. In fact, this has probably been observed in non- To conclude, our model predicts several interesting phe-
contact-mode AFM experiments*>*°all of them report nomena for contacts between ionic solids. These should be

tip instability and also contamination which could be due topbservable, following recent developments in atomic force
this effect. However, if there is cohesive bonding, by apply-microscopy.

ing voltage one can prevent the instability and change the
force. Correlating the effect and the sign of applied voltage,
it should be possible to determine which ion is at the end of
the tip. Knowing that, one could then identify sublattices in
non-contact-mode surface image.

More subtle details of contact formation could perhaps be A.l.L. and L.N.K. were supported by EPSRC. We are
studied using direct mechanical measurement of the tipgrateful to the Royal Society and to the Latvian Scientific
surface interaction proposed in Ref. 12. In particular, usingCouncil for financial support at different stages of this
the latter technique one could study the force hysteresis dugroject, and to the SSASS European network for the travel
to adsorption of ions and the onset of string formation. Assupport which promoted a collaboration. We are grateful for
demonstrated above, desorption of every other moleculan allocation of time on the Cray T3D supercomputer at
from the LiF surface when it joins the string is accompaniedEPCC provided by the High Performance Computing Initia-
by an energy drop which corresponds to some change in thiive through the Materials Chemistry consortium. The au-
force on the tip. Similar energy and force variations havethors wish to thank J. D. Gale for his help in development of
been observed in calculations of metallic neck formation andhe cLUSTER95code, and N. P. Skipper and A. M. Stoneham
elongationt’ However, the mechanism of the neck elonga-for their useful comments on the manuscript.
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