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Vacancy migration at the {410/[001] symmetric tilt grain boundary of MgO:
An atomistic simulation study
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We present the results of atomistic simulations to evaluate diffusion pathways and hence activation energies
for cation and anion vacancy migration in the Mg@&.0//[001] symmetric tilt grain boundary, which can be
considered as a series of dislocation pipes. The approach employed in this study is based on molecular
dynamics and we found that the diffusion routes were anisotropic with diffusion down the dislocation pipes
favored over diffusion between the pipes. The lowest calculated activation energies for isolated vacancies were
1.05 eV for magnesium and 1.01 eV for oxygen at 0 GEfa bulk activation energies of 1.94 eV for
magnesium and 2.12 eV for oxygefhe lower activation energies coupled with the enhanced defect concen-
trations at the interface shows that boundaries are regions of high diffusivity. However, the concentration of
vacancy pairs at the interface and the high binding energy of a magnesium-oxygen pair leads to the prediction
that a large component of the defects is bound, which in turn causes the activation energy for vacancy
migration to approach that of the bulk. In this case the higher boundary diffusivities are the result of high
defect concentrations at the bounddi$0163-182@07)04442-1]

I. INTRODUCTION also found that the activation energy was lower than that for
bulk.

In this paper we describe atomistic simulations used to Previous simulations of ionic diffusion along grain
investigate self-diffusion pathways in MgO at tilt grain boundaries have used static lattice techniques in which the
boundaries. The diffusion pathways and rates of diffusiorioving ion is systematically fixed at a series of positions
along grain boundaries are important for understanding th@hile the rest of the cell is allowed to relax aroundit.

rheology of polycrystalline phases and as such are vital ifowever, the difficulty in locating the saddle points and the
understanding processes such as cleep. number of possible pathways that must be considered proved

| to be time consuming. In this work we use molecular dynam-
ics (MD) to evaluate the formation energies that enables us
to estimate the defect concentration and when modified we
can use this approach to locate diffusion pathways and acti-

equations of stat® Atomistic minimization techniques have vation energies for ion migration. The Schottky defect is the
q d most stable intrinsic defect in MgO because of its dense

also been use_d to study_ MgQ, Macqudt E.ind Ste@qu'ed . close packed structure. We therefore considered cation and
def_ect formauc_m and migration energies in MgO using static,nion vacancy formation and migration in ti10/[001]
lattice calculanons. We have also performed.a previous StUd¥ymmetric tilt grain boundary of MgO at 0 GPa. The struc-
of defect formation in bulk MgQRef. 7), which indicated e of this grain boundary has not yet been verified experi-
that the defect formation volume is important and highly mentally. The nearest system that has been studied is the
dependent on pressure. More recently, Vocaidlal® calcu- {310/[001] tilt boundary of NiO by Merkle and Smith
lated the activation energies for self-diffusion in MgO as ausing high_reso|ution electron microscopy_ They found no
function of temperature indicating that the energies deevidence for the most stable, low-density boundary which is
creased with increasing temperature while the migration volstructurally not unlike our boundary. Later simulation
ume increased. These studies have all considered bulk Mg&tudies* suggested that the observed structure was the asym-
and yet the polycrystalline nature of many materials meansnetric tilt grain boundary, which is less stable than the sym-
that grain boundaries should be considered. These graimetric tilt. However, we must be cautious of a too detailed
boundaries are important for many properties includingcomparison because NiO, unlike MgO is easily oxidized and
toughness, fracture strength, and plastic deformatibnere  hence the boundary of NiO is likely to contain nickel vacan-
is also considerable evidence to suggest that grain bounaies and holes as suggested for the free surf&cBse {410
aries are regions of high diffusivity in ionic crystals. Atkin- grain boundary of MgO was chosen for several reasons.
son and Tayld? measured the grain boundary diffusion co- First, MgO is an important ceramic and minetbélieved to
efficient in polycrystalline NiO, a compound isostructural be a significant component of the lower maptgecond, it is
with MgO, and found the activation energy to be signifi- a simple face-centered-cubic crystal, which makes it ideal as
cantly lower than for bulk diffusion in single-crystal Ni®. a model system. Third, previous calculations have been car-
Duffy and Taskel used computer simulation to calculate ried out for bulk MgO, which can be utilized for determining
the activation energy for single cation vacancy hopping inthe validity of our approach. Finally, we have previously
the {310/[001] symmetric tilt grain boundary of NiO and modeled thg410 grain boundary as a function of pressi§re

Atomistic simulations of bulk mineral properties are wel
established for the prediction of crystal structurésand
more recently the introduction of free-energy minimization
techniquehas allowed the inclusion of temperature to study
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using lattice dynamics which has identified reasonable starensure that no net energy was added to the system from the
ing configurations for the MD simulations. applied forces. When comparing with the static calculations
the chosen temperature of the MD cell was 10 K. Further-
more, the force was sufficiently small so that the simulation
Il. METHODS time to complete the jump was in excess of 19s to allow

The initial calculations of the pur&10 grain boundary sufficient vibrations for the rest of the crystal to relax back

were carried out using the MD code QCTPMRefs. 17, 18, around the ipn. Thus we are simply allowing the crystal to
19) within the isobaric, isothermal ensemb(BIPT). This relax as the ion moves from one site to another such that the

technique allows us to directly solve Newton’s laws of mo- pathway perpendicular to a line joining the starting and fin-

tion for a periodically repeating box of ions over a finite time SNING POSitions is not constrained. :
span. The Noseloover constant-temperature metfbeh?2 The forces between the ions are evaluated at each time

places the cell in contact with a heat bath allowing energy tLeP gs_ing interatomic potentials Whic.h comp_rise of terms
transfer into or out of the cell ensuring that a constant-des?”bIng Coulombic and short-range interactions. Two po-
temperature ensemble is obtained. The constant press tial model_s, those of Sangster and Stonefi&8 (Ref.
method of Parrinello and Rahnfdnallows a dynamical 28) z_and Lewis and CatloWL_C_) _(Ref. 29, were chosen to .
change in both the lattice vectors and angles with time. miprowde a Ch?Ck on the sensitivity .Of the resglts o the detalls
tially the ions are assigned random velocities such that th f the potential parameters aqd give an estimate of the con-
system starts out with the desired simulation temperature b gence we can have in the final energies. The;e potentials
such that the cell has no translational momentum. _|ffer in the values of _the parameters in the_ analytlc_:al expres-
The molecular dynamics proceeds by using the forces cafions used to describe the short-range interactions of the
culated from a potential model to update the velocity and©'™
position of the ions by solving Newton’s laws of motion
numerically, in our case using a fifth-order predictor correc-
tor method due to Ge&f. A time-step of 10'° s was used V(r--)=A--ex;{ _rii) _
that allowed simulations of the order of 18 s (10 p9 for N b Pij
each possible defect configuration. The velocities of the ions
were scaled to the simulation temperature before the data ) )
collecting run was performed to ensure that the cell had'hereA, p, andC are the adjustable parameters andis
reached equilibrium. In addition, we included corrections toth€ interionic separation. In addition these potentials nor-
the Ewald method® as described by Leslie and Gillh, mally incorporate a shell mod@lto simulate the electronic
which allows calculation of charged simulation cells. ThisPelarizability of the ions. However, the large size of the

enables us to evaluate the thermally averaged formation ef@in-boundary simulation cell and number of pathways
ergies. meant that the rigid-ion model was used.

As noted above, one of the aims of this work was to Before modeling the diffusion pathway we evaluated the
calculate the diffusion pathways and activation energies fofrain-boundary structure using both potential models.
vacancy migration. The difficulty in using traditional mo-
lecular dynamics is that the activation energies for ion mi- . RESULTS AND DISCUSSION
gration in solids are often much greater than the thermal
energy available and hence the pathway and activation en-
ergy cannot be identified except at very high temperatures The simulations reported here required cells of 960 atoms
and by using extremely long runs, as has been elegantly exe minimize defect-defect interactions. Table | shows the
emplified by Meyer and co-workefé.We chose a different partial Schottky energies calculated using the rigid-ion and
route not least because we also wanted an approach thsitell models for the SS and LC potentials for the sites indi-
could calculate the activation energies and migration propereated in Fig. 1. The Schottky energy is defined as the energy
ties both for the slowest moving species, which is requiredequired to creatéin the case of MgQa pair of vacancies
for modeling creep, and at low temperatures where thermaind place the ions at the bulk edge, forming new crystal. To
energies will not be sufficient to obtain significant atomic simplify the presentation of the results we have defined par-
transport. Thus we have modified the MD code to directlytial Schottky energies as the energy to remove a single ion
calculate diffusion pathways and activation energies. Thisind add it to the bulk. The bulk energy of a single ion is its
was achieved by setting up the simulation cell such that thertotal interaction energy in a perfect crystal. Thus the bulk
was one vacancy per cell and applying a small force to arschottky energy is simply the sum of the Mg and O bulk
adjacent ion in the direction of the vacancy. A force was onlypartial Schottky energies. The results in Table | show that the
added to ensure that the net force on the moving ion alwaytvo different model§LC and S$ gave the same trends and
contained a small component in the direction of the vacancysimilar results with the LC model giving consistently higher
thus moving it toward the vacancy but also allowing anyenergies than the SS model by about 0.3 eV. In each case the
perpendicular movement. A counterforce equal but in theigid-ion potentials gave slightly higher energies than the
opposite direction was added to the remaining ions to ensureorresponding shell potentials for each vacancy position
no translational momentum was added to the cell. In addiagain by about 0.3 eV. Finally, the MD and static lattice
tion, the volume was kept constant at the volume obtainedalculations again show the same trends but differ slightly
from the MD simulation described above under NPT condi-because the MD cell volume was fixed at the calculated 300
tions and the velocities of the ions were scaled each step t§ cell dimensions. The good level of agreement between the

5 @

1]

A. Vacancy formation at the interface
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TABLE I. Cation and anion partial Schottky energies for {d& 0 tilt grain boundary of MgO calculated using static lattice energy
minimization with the rigid-ion and shell-model versions of the Lewis-Cati&@) and Sangster-Stoneha(8S potentials and using
molecular dynamicg$MD) with the rigid ion Lewis-Catlow potential.

Partial Schottky energiegV)

Static energy minimization

Vacancy MD (without temperatune

position (300 K)

(Type) LC (1) LC (ri) LC (sh SS(ri) SS(sh
A (Mg) 3.32 3.53 3.26 3.30 3.09
B (Mg) 3.81 4.11 3.73 3.90 3.60
C (Mg) 3.92 4.21 3.84 3.97 3.68
D (Mg) 331 3.69 3.24 341 3.07
E (Mg) 4.61 4,99 4.40 4.84 4.40
Bulk (Mg) 3.63 4.16 3.55 3.92 3.47
A (O) 3.77 3.97 3.75 3.63 3.44
B (O) 4.21 4.44 4.35 4.15 4.02
C (0 4.35 4.59 4.37 4.27 4.07
D (O 3.71 4.05 3.96 3.68 3.59
F (O) 4.99 5.34 5.10 5.11 4.92
Bulk (O) 4.08 4.62 4.27 4.24 3.99

models for the relative stabilities of the sites suggests it idegin to study heteroepitaxial interfaces, i.e., for diffusion
reasonable to use the rigid-ion model for evaluating an actibetween grains of different composition.

vation energy, which is again a relative stability. Addition- The positions markeé andD in Fig. 1 have the lowest
ally, we have continued with the LC potential because it ispartial Schottky energies for both cation and anion vacancies
the most compatible with silicate potentials such as THBIwith approximately equal energies. In addition, these ener-
(Ref. 4, and will therefore allow direct comparison when we gies are lower than those for the bulk. For example, the par-
tial Schottky energy for magnesium vacancies is 3.53 eV at
site A and 3.69 eV at sit® compared to a bulk value of 4.16
eV using the LC rigid-ion potential.

The low Schottky energies found at the boundary com-
pared to the bulk suggests that vacancy concentrations will
be greater at the boundary than in bulk MgO. As the relative
diffusivity in the bulk and at the boundary depend on the
relative concentration of mobile species, we need a quantita-
tive estimate of the relative defect concentrations. In addi-
tion, as we are considering charged species, the calculation
of the relative defect concentrations should also include a
treatment of the space charge because these are charged de-
fects and hence we follow the work given by Duffy and
Tasket! for the determination of space-charge effects. These
relationships are briefly summarized below. For a bulk crys-
tal with N sites available for vacancy formation, the fraction
of bulk sites occupiedr(y) by vacancies to sites available is
given by

No FMo+ FO
N_oR o /| 2

2kT

where FM9 and FO are the bulk partial Schottky energies.
The fraction of sitesif,) occupied at a grain boundary with
N, available low-energy sites in the boundary plane is given

by

FIG. 1. The minimized structure of tHd1@ tilt grain boundary
of MgO showing the dislocation pipes and labeling the positions of Np No X
the vacancy sites along the boundary. Ny

FM9+FP
| 2kT

)(1+ ), 3
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B. Diffusion path for isolated vacancies in the bulk

Mg_ =Mg_ =M O_rO_ 0 (EM o
whereF, g_FBg__F dandF/=Fg—F (FB? andFg are Previous calculations on diffusion properties have used
the boundary partial Schottky energieand 5 is given by static lattice calculations in which the moving ion is held

fixed at the point estimated to be the saddle point of the
migration while the rest of the cell is allowed to relax around

4N FM]  [FMI—F©Q it. Using this method, Mackrodt and Stewfacalculated ac-

2K Ny &H 26T |3"™ T akT tivation energies for vacancy migration of 2.16 eV for mag-

6= N EMg FO EMa_EO7) nesium and 2.38 eV for oxygen in bulk MgO. More recent
1+ K—l(_) exp{ ! ! cosv{ ! ! ] calculations using the SS potentfaby Vocadloet al® pre-

Np 2kT 4kT dicted activation energies of 1.99 eV for magnesium and

(4) 2.00 eV for oxygen. Experimental activation energies for
magnesium vacancy migration are available, which include
values of 2.28 e\(Ref. 32 and 1.57-3.46 eV In addition,
NMR relaxation times have been used to estimate activation
energies at 800 °C. This gives rise to 2.00 eV and 1.56 eV
for oxygen and magnesium, respectivélyHowever, com-

wherex ! is the screening length given by

1/2 . . h . .
K—1:(808kT> 5) parison of data from NMR relaxation with activation ener-
2e’n,) gies is difficult®*

In order to test the viability of our approach we initially
calculated diffusion pathways and activation energies for cat-
For the purposes of this treatment only thaite in the{413  ion and anion vacancy migration in bulk MgO. The rest of
boundary is considered here. For our simulation &&lls  the crystal was kept at 10 K, using velocity scaling allowing
5.4x 10?2 m 3 andN, is 2.7x 10" m~2, thus at 1500 K 11.4 the ions to relax around the moving ion. A plot of the lattice
times as many boundary sites were occupied than bulk sitemnergy of the cell with respect to the distance travelled by the
which will cause a similar enhancement in diffusivity. This moving magnesium vacancy is shown in Fig. 2. This gave an
may be further modified by the difference in the relativeactivation energy of 1.94/—0.1 eV for magnesium diffu-
activation energies for migration that is discussed in the folsion while the oxygen activation energy was calculated to be
lowing sections. 2.12+/-0.1eV. These energies are approximate since the
Furthermore, the results suggest that there will be equaaddle-point energy was estimated from the thermal average
concentrations of cation and anion vacancies. Therefore wef the MD energies such as those shown in Fig. 2. Within the
considered bound magnesium-oxygen vacancy pairs at theccuracy of these estimates the bulk activation energies can
grain boundary which may affect the migration properties oftherefore be considered identical. These energies compare
the vacancies. We found a large binding energy, 2.83 eViavorably with the experimental and calculated data. Exami-
which resulted in a boundary to bulk defect concentratiomation of the pathway taken by the migrating vacancy
ratio of 6.30< 10°, much higher than that calculated for iso- showed that it followed a linear route between the two sites
lated vacancies at the boundary. diagonally across the face of an MgO cube, which agreed
In summary, there will be an enhancement of vacancies awith the approximately room-temperature data calculated by
the boundary but the large binding energies suggest they wiWocadlo et al® We now apply this approach to modeling
be largely bound. diffusion at the grain boundary.
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FIG. 4. Diffusion pathway for magnesium diffusion between
various sites in thé410 tilt grain boundary of MgO.

for bulk. The exception was for vacancy migration to the
least stable vacancy siiefrom sitesD andA’. Generally, it
was found that the activation energy for migration was lower
when moving to a more stable site than to a less stable site.
The activation energies for magnesium to thesite fromC

and E were 0.78-/—0.1eV and 0.98/-0.1 eV, respec-
tively. Migration away from theD site required energies of
1.39+/—-0.1eV and 2.29/—0.1 eV to theC andE sites,
respectively, indicating that a vacancy would not only be
attracted but also bound to this site. Thus the overall activa-
tion energy for migration between pipes is 2.29 eV, which is
C. Diffusion path for isolated vacancies at a grain boundary slightly greater than the bulk value of 1.94 eV.

Animation of the ions in the simulation allowed us to

Diffusion at the boundary was modeled first by intrOduc'investi ate the diffusion pathway along the grain boundar
ing isolated vacancies along the boundary. An ion of the 9 P y 9 9 y

same type as the vacancy from a neighboring site was the(rll:ig' 4). We found that the moving ion did not take the direct

pushed towards this vacancy. A grain boundary can be ddoute between two sites but rather a curved trajectory. The

scribed as a series of dislocation pipes, as illustrated in Fig?0int which deviated to the greatest extent from the direct
1, and it is clear that even for a simple boundary like thePath corresponded to the saddle point and was closest to the
{410/[001] there are a number of diffusion pathways for center of the grain boundary, for example during diffusion
vacancy migration. We report the two lowest-energy mechafrom the C to the D site the moving ion moved approxi-
nisms for diffusion along the boundary. These are for diffu-mately 0.1 A into the grain boundary. The nonlinear trajec-
sion (1) between the dislocation pipes, defined as diffusiontory occurred for all of the diffusion routes modeled, a result
along the same side of the boundary without travelling to thesimilar to that found by Duffy and Taskerfor cation va-
opposite surface, for example between sBgsandCg (Fig.  cancy migration in th¢310 tilt grain boundary of NiO and

1), and(2) down the dislocation pipes as a result of diffusionillustrates the difficulty static simulations had in locating
from one side of the grain boundary to the opposite surfacesaddle points. A plot of the lattice energy of the cell with
for example between site%; andA, (Fig. 1), which occurs  respect to the distance travelled by the moving magnesium
perpendicular to the plane of the figure. Note that positlns vacancy for diffusion between sité3 and D at 0 GPa is
andA’ on the figure legend are equivalent sites. shown in Fig. 5, illustrating the smooth progression of the

Figure 3a) shows the direction of travel and associatedion and the calculation of the activation energies for the for-
activation energies for magnesium vacancy hopping in thgyard and reverse processes.

{410 boundary while Fig. &) shows the energies for oxy-
gen vacancies. The energies are very similar in both cases
with less than a 0.1 eV variation between corresponding ac-
tivation energies. Thus for brevity, unless otherwise stated, The most favorable pathway for diffusion down the dis-
only the energies and trends for magnesium vacancies atecation pipes involved vacancy hopping betwe&n and
described in the following sections. Agr, which required an activation energy of 1056
—0.1 eV. The diffusion pathway showed that a curved route
was followed for migration fromA to Ag, which is shown
Diffusion between the pipes resulted in activation enerin Fig. 4. Vacancy migration became more unfavorable
gies which in most cases were lower than those calculatedthere the distance to be crossed was larger and resulted in

FIG. 3. The activation energies fé® magnesium angb) oxy-
gen vacancy migration at the grain boundary.

2. Diffusion down the dislocation pipes

1. Diffusion between the dislocation pipes
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larger activation energies of 2.860—0.1eV and 2.78/ activation energies were much lower than in the bulk, which
—0.1eV. Diffusion from sitesC, to Cg also followed a agrees with the relationship found in experimental studies of
slightly curved route as the moving ion was influenced bydiffusion in polycrystalline NiO by Atkinson and Tayft
neighboring iongFig. 4). who measured an activation energy of 1.78 eV compared to
In summary, the diffusion process is anisotropic with dif- the value of 2.5 eV measured for bulk diffusion in single-
fusion down the dislocation pipes in tf@01] direction, with ~ crystal Nio
an activation energy of 1.05/—0.1 eV, preferred to diffu-
sion between the pipes, with an activation energy of 2.29
+/—0.1eV. This agrees with the experimental work of Stu-
bican and Osenbach,who studied chromium diffusion in The calculations presented suggest enhanced diffusion
oxide boundaries including MgO, and of Turnbull and rates are obtained at the grain boundary as a result of the
Hoffmarr® who looked at silver bicrystals. In addition, the lower activation energies and increased free vacancy concen-

D. The mobility of bound defects
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FIG. 6. Energy profile for diffusion of a bound magnesium vacancy between positijpasdA, in the{410} tilt grain boundary of MgO
as a function of time step demonstrating the change in binding energy betajeeearest-neighbofp) second-nearest-neighbor, atol
third-nearest-neighbor positions.
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trations which agrees with the MD study in tf&10/[001] Defect calculations have shown two low-energy vacancy
NiO tilt grain boundany’ However, the binding energies of sites were found in the grain boundary at positiénandD.

the vacancy pairs are high and depending on the preparati®ite D has a similar geometry to the lowest-energy site found
conditions the boundary might be dominated by bound deby Duffy and Taskel in the {310} tilt grain boundary of
fects. On evaluating the activation energy for vacancy migraNiO. The low boundary vacancy energies suggest there will
tion from A to Ay for a magnesium vacancy, which is ini- be high vacancy concentrations at the boundary and that they
tially bound as a function of separation of the pair to thewill be bound. Moreover, the activation energy of bound
second and third nearest neighbor positions, e.g., Fig. 6, thdefects is close to the bulk value and hence the enhanced
highest activation energy of 1.87—0.1 eV was obtained defect concentration due to the low vacancy formation ener-
for separation to the third-nearest-neighbor position. This igjies gives rise to high diffusion coefficients for the boundary
higher than the single vacancy activation energy of £.05 migration. This result has already been suggested, albeit in a
—0.1 eV and closer to the bulk value of 1.94-0.1 eV. As  different material, by Wuensch and Tufféwho observed

the diffusivity is related to the product of defect concentra-that the activation energy for Ri diffusion at grain bound-
tion and exp{-E,/RT) the calculations imply that when the aries of ZnO was similar to that of the bulk and the increased
boundary contains a large number of defects they will beliffusivity was attributed to the enhanced carrier concentra-
bound and the high diffusivity will be controlled by the en- tion at the boundary. Furthermore, if the orientation of the
hanced number of diffusing species rather than any loweringlislocation pipes was such that the migrating species had to

of the activation energy. move between them then the observed grain boundary acti-
vation energy would appear higher than that of the bulk.
V. CONCLUSIONS Future work will extend the application of this program to

- ) _ model diffusion at high pressure and in other grain bound-

We have demonstrated that the ability of relaxation viagries and boundaries between other mantle forming minerals
modified molecular dynamics is a useful tool for predicting gych as Si@stishovite, MgSiQ perovskite. In addition, we

the pathways when the activation energies are too high to bgiso intend to consider heterointerfaces, i.e., between differ-

accessed using MD within an ensemble. The diffusion wagnt mineral grains and the effect that adding impurities such
found to be anisotropic with diffusion down the dislocation 55 calcium and iron has upon the diffusion.

pipes more favorable than diffusion between the pipes. Ac-
tivation energies for hopping of isolated magnesium and
oxygen vacancies down the dislocation pipes forming the
grain boundary was found to have a lower activation energy
than that for bulk diffusion, which agreed with experimental D.J.H. and S.C.P. would like to thank the N.E.R.C. for
observations of NiG%!! The lower density of the grain financial support and we would all like to thank the
boundary compared to the bulk allows the diffusing ion toE.P.S.R.C. for financial support and Biosym/MSI for the use
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