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Theory of negative-ion conversion of neutral atoms in grazing scattering
from alkali halide surfaces

A. G. Borisov and V. Sidis
Laboratoire des Collisions Atomiques et Mole´culaires (Unitéassocie´e au CNRS, URA 281), Baˆtiment 351, Universite´ Paris-Sud,

F-91405 Orsay Cedex, France
~Received 17 March 1997!

The theoretical approach proposed by Borisovet al. @Phys. Rev. Lett.77, 1893~1996!# to treat negative-ion
conversion of neutral atoms at ionic crystal surfaces is described in detail. Due to the localization of the
valence-band electrons at the anionic sites of the crystal, the conversion process is viewed as a result of
successive binary collisions between the projectile and the negatively charged sites at the surface. Parameter-
free calculations of F2 formation in grazing scattering from LiF~100! and KI~100! are performed using a model
in which all sites of the crystal lattice but one, the active site, are represented by eventually polarizable point
charges. Parallel velocity thresholds for negative-ion formation, relative efficiency of the negative-ion forma-
tion for LiF and KI crystals, and dependences of this efficiency on the scattering angle correspond well to the
experimental results.@S0163-1829~97!08635-9#
je
g
g
te

n
c

re

,
o
er

ur
fa
e
u

l i

nt
lo

le

th
th
m
a

th
p
lo
le
le
lc

the
he

sic
cru-
e
ms,
g

the
ured
I. INTRODUCTION

Charged particle-surface interactions have been a sub
of intensive research over the past decades. Considerin
sulating surfaces of ionic compounds the most thorou
studies have mainly focused on electron- and ion-stimula
desorption and sputtering1–5 and on ion-induced electro
emission.6,7 The evolution of the charge state of the proje
tile during its interaction with ionic crystal surfaces has
ceived attention only recently.8–16 In experiments on the
grazing scattering of positively charged and neutral H, O
projectiles from alkali-halide surfaces very high fractions
negative ions were unexpectedly observed in the scatt
beams.9,13,15

Until now the concepts for electron transfer from a s
face to an atom essentially descend from atom/metal sur
interaction studies.17,18In this case, the formation of negativ
ions is qualitatively well understood. Basically, when a ne
tral projectile approaches a metal surface its affinity leve
shifted down due to theimage potential. At small projectile-
surface separations the affinity level is thus brought i
resonance with occupied electronic states of the metal be
the Fermi level. It can thereby be populated viaresonant
electron capturefrom the metal. As soon as the projecti
moves away from the surface the populated level rises
energy and, at large atom-surface separations, it can
brought in resonance with unoccupied electronic states of
metal above the Fermi level. An electron transfer from
negative ion back to the metal becomes possible and
lead to the neutralization of the ion. These processes
presented schematically in Fig. 1~a!. The final negative-ion
population after the collision process is determined by
probability of the negative-ion formation by the electron ca
ture close to the surface and its survival against electron
when moving away from the surface. The rates of the e
tron loss/capture depend on the coupling between the e
tronic states of the negative ion and metal and can be ca
lated nowadays nonperturbatively.19,20 In the case of grazing
560163-1829/97/56~16!/10628~16!/$10.00
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scattering, the parallel velocity may also help to bridge
gap between the Fermi level and the affinity level of t
negative ion. This leads to the so-calledkinematically as-
sisted negative-ion formation.17,18,21–23

It follows from the preceding discussion that the ba
electron transfer mechanisms for metal surfaces depend
cially on the position of the affinity level of the atom relativ
to the Fermi level of the solid. Based on these mechanis
the finding of very high fractions of negative ions in grazin

FIG. 1. Energy-level diagram for a F2 ion in front of a metal
~Al ! surface @part ~a! of the figure# and in front of insulating
LiF~100! and KI~100! surfaces@part ~b! of the figure#. VB and CB
stand, respectively, for the valence and conduction bands of
ionic crystal. SS indicates the position of surface states conject
in Ref. 15 to invoke a resonant electron-capture mechanism.
10 628 © 1997 The American Physical Society
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56 10 629THEORY OF NEGATIVE-ION CONVERSION OF . . .
scattering of F, O, H atoms on alkali-halide surfaces
peared at first sight very surprising. Indeed, alkali-halide s
faces are characterized by abroad band gap. Taking, for
example, a LiF crystal@Fig. 1~b!#, this gap extends from the
binding energies of the valence-band electrons (uEvu
.12 eV) to vacuum energies.24,25Moreover, image potentia
effects for a moving charge in front of an alkali-halide su
face can be estimated not to exceed 1–2 eV.26 Hence, over a
broad energy range no electrons of the solid would be av
able for resonant electronic transitions to the affinity level
the atom. Consequently, one could conclude that nega
ion formation is hardly possible in this case which is in co
tradiction with the experiments.

It has been suggested15,27 that the observed high negative
ion fractions could result from resonant electron capt
from occupied alkali-halide surface states. The existence of
such states in the right energy range and with a suffic
density had thus to be postulated. This explanation is a
ally at variance with experiments on Na1 neutralization at
alkali-halide surfaces. Indeed if the conjectured states exi
the neutralization efficiency of Na1 should have been com
parable with F2 formation from F in similar conditions. This
is so because the recombination energies of Na1 in its
ground state~5.139 eV! and first excited state~3.037 eV! are
comparable with the electron affinity of F~3.45 eV!. In ad-
dition, the energy difference between the F2 affinity level
and the Na ground state level is attenuated close to the
face due to the image potential effect: the ground-state le
of Na experiences an upward shift close to the surface w
the F2 level moves downwards. Actually, the experimen
data28 show that positively charged alkali ions are not ne
tralized at alkali-halide surfaces in the low velocity regim
where F2 ions were found to be efficiently produced from
In fact, the experiments of Ref. 28 show that not only t
density of occupied surface states but also that of the un
cupied ones is negligible in the few eV energy range. Ad
tional information comes from the observation that Aug
neutralization is suppressed in the scattering of noble
ions from alkali-halide surfaces.14 The latter phenomenon
can be well understood as being due to the large band ga
ionic crystals; it would not exist in the case of an importa
population of the surface states conjectured in Refs. 15,
Finally, let us also mention that no evidence of such sta
was found in metastable helium atom deexcitat
spectroscopy.11

The absence of occupied surface states in the few
energy range has led us to propose a mechanism which c
shift the energy levelof the negative ionand bring it to near
resonancewith the valence band of the crystal for the dur
tion of the atom-surface interaction. Our approach takes
account specifics of the electronic structure of ionic cryst
namely: the localization of the valence-band electrons at
ionic sites. It considers the build up of the negative-ion fra
tion in the scattered beam as a result ofsuccessive binary
collisions with negative halogen sites at the surface.9,29 The
present paper describes the details of this approach.
organized as follows. Section II presents the basic mec
nism which governs the electron transfer process. Sectio
describes the actual calculations: Sec. III A introduces
successive binary collision approach characterizing
model, Sec. III B is devoted to the treatment of the char
-
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transfer process in one binary collision, Sec. III C determin
the inputs to the model using adaptations of quantum ch
istry techniques, finally, Sec. III D copes with the problem
the trajectory. The results are presented and discussed in
IV.

II. THE BASIC APPROACH

The proposed electron-transfer mechanism is based on
property of the considered ionic crystals~LiF, KI ! to have
alternating11 and 21 charge distributions at the lattic
sites: Alk1 ~alkali! and Hal2 ~halogen!, respectively. The
valence electrons are localized at the Hal2 sites and the va-
lence band of alkali-halide crystals is formed from the Ha2

npx,y,z orbitals.30–33 These orbitals differ little from the free
Hal2 ones. The difference is mainly due to polarization b
the surrounding ions.32 The binding energy of the valence
band electrons is essentially the electron affinity of a f
Hal2 ion increased by the Madelung potential: the poten
created by the rest of the ions in the crystal, treated as p
charges, on a halogen site. Other contributions to the bind
energy come from the valence band width~5 eV for LiF!24,25

and from polarization~Mott-Littleton!34 effects.
Consider electron capture by a projectileAq, of chargeq,

scattered at the surface of an ionic crystal. The valence-b
electrons being localized at the Hal2 crystal sites, one deal
with localized electron capturewhereby the projectileAq

undergoes a sequence of binary interactions with succes
Hal2 crystal sites,

Hal21Aq→Hal01Aq21. ~1!

In each of these binary interactions we have anactive site:
the site actually participating in the charge-transfer proce
Owing to the flat and narrow valence bands of alkali-hal
crystals, the hole mobility is low: i.e., the removal of a
electron from a Hal2 site leaves the corresponding hole l
calized at that site35 on the time scale of the collision. Othe
arguments supporting the idea of negligible hole diffusi
during the collision event are given in Appendix A.

Figure 2 displays schematically the binary collision eve
Eq. ~1!. The active site is taken at the origin of a referen
frame in which theR vector locates centerA. Other ions of
the crystal arespectatorsand will be considered as poin
charges.

FIG. 2. Sketch of the binary interaction model for anAq atomic
projectile scattering from an ionic crystal. The shaded plane re
sents the portion of the ionic surface surrounding the active H2

site ~dark central circle!. The bold curve indicates the trajectory o
the impingingAq projectile ~dark upper circle!. The vectorR lo-
cates theAq projectile relative to the Hal2 active site taken as the
origin of the coordinates.
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10 630 56A. G. BORISOV AND V. SIDIS
A. Energy-level confluence

A key feature of the electron-transfer mechanism is
difference between the energies of the initial-like (Ha2

1Aq) and final-like (Hal01Aq21) states:

DE~R!5E~Hal01Aq21!2E~Hal21Aq!. ~2!

For simplicity we will first neglect polarization effects, in
cluding image potentials. Exploiting the characteristics
alkali-halide surfaces dwelt on in the introductory part of th
section, we have

E~Hal21Aq!5EHal21EAq1(
iÞ j

qiqj

ur i2r j u
2(

i

qi

ur i u

1(
i

qiq

uR2r i u
2

q

R
. ~3!

In Eq. ~3! the summations run over the point charges, i
excluding the active site. R[uRu; EHal2 andEAq are, respec-
tively, the energies of the free Hal2 ion andAq projectile;
qi(561) are the values of the point charges at the cry
sites. The third term is the interaction energy between
point charges. The fourth term is the interaction energy
tween the active site~having a charge21! and all other sites
of the crystal. The fifth term is the interaction energy b
tween the projectile and the point charges. Finally, the
term is the interaction energy between the charge of the
jectile and that of the active site. Similarly,

E~Hal01Aq21!5EHal01EAq211(
iÞ j

qiqj

ur i2r j u

1(
i

qi~q21!

uR2r i u
, ~4!

Eq. ~4! takes into account the fact that the removal of t
electron from the active site leaves a null charge at this s
From Eqs.~3! and ~4! we have

DE~R!5~EHal02EHal2!2~EAq2EAq21!

1H(
i

qi

ur i u
2(

i

qi

uR2r i uJ 1
q

R
. ~5!

The first and second terms in brackets give the binding
ergy of the electron to thefree Hal2 ion (eHal2

binding) and free
Aq21 projectile (eAq21

binding), respectively. The term in the curl
brackets is the energy required to bring an electron initia
located atR50 on the surface to the pointR in the gas
phase. This is the difference between the Madelung po
tials created by the point charges at the Hal2 site @EMad(0)
[EMad# and at the pointR @EMad(R)#. The last term is the
energy required to neutralize the Hal2 ion in the field of the
Aq projectile. Finally, Eq.~5! can be rewritten as

DE~R!5Debinding1EMad2EMad~R!1
q

R
, ~6!

with

Debinding5eHal2
binding

2eAq21
binding. ~68!
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Let us consider the caseR@a, wherea is the lattice con-
stant. For a distant charge, a hole created on the neutral c
tal by the removal of a negative charge at the active site
seen as a11 charge. So,EMad(R);1/R and Eq.~6! trans-
forms to

for R@a:DE~R!;Debinding1EMad1
q21

R
. ~7!

Intuitively, the meaning of Eq.~7! is quite clear. Initially we
had an electron at the Hal2 crystal site and theAq projectile
in front of the neutral crystal. So, except for polarizatio
effects, the relevant energy is given by the energy of
mentioned electron:EInitial52EMad2eHal2

binding. The final state
corresponds to the electron located at theAq21 projectile in
presence of a hole~at the origin of coordinates! on the crys-
tal; the latter is equivalent to a positive charge atR50. The
corresponding energy isEFinal5(q21)/R2eAq21

binding. Equa-
tion ~7! is just theEFinal2EInitial difference.

Let us illustrate our approach with two examples:~i!
negative-ion formation via electron capture by a neutral p
jectile, q50, and~ii ! neutralization of a singly charged pos
tive ion, q511.

In case~i! Eq. ~7! becomes

DE~R!;Debinding1EMad2
1

R
. ~8!

The attractive21/R term in Eq.~8! initiates theconfluence
of the energy levelsof the initial-like and final-like states.

In case~ii ! Eq. ~7! becomes

DE~R!;Debinding1EMad. ~9!

Thus except for polarization effects, which are likely to
significant for largeq, no confluence of energy levels occu
for singly charged positive ions.

Figure 3~a! displaysDE(R) @Eq. ~6!# for the case of F2

formation at a LiF~100! surface~Debinding50, a57.592a0!.
Figure 3~b! shows the same for Na1 neutralization at the
same surface (Debinding521.689 eV). The scattered particl
is assumed to follow a straight-line trajectory in the^100&
direction with a turning point located at 2.5a0 above the F2

active site and forming an anglea52° with respect to the
surface plane. Dashed lines represent the asymptotic be
iors given by Eqs.~8! and ~9!. Oscillations in the actua
DE(R) curves correspond to the successive passage o
projectile over positive/negative crystal sites. One nic
sees in Fig. 3~a! how the energy levels come together there
facilitating the electron transfer: close to the active s
DE(R) is reduced to;3 eV as compared to 12 eV at infinit
separation. On the other hand, for the Na1 neutralization the
energy defect of the reaction remains large. This qual
tively explains the experimental results of Ref. 28, name
in the range of projectile velocities where F atoms grazin
scattered from a LiF~100! surface are efficiently transforme
into F2 ions Na1 projectiles remain un-neutralized.

Note that in the case of F1 and H1 projectiles complete
neutralization at the alkali-halide surfaces is observed.36 This
is so because the F and H energy levels lie in close reson
with the valence band of the target@Eq. ~9!#.



io

e

th
g

a
at
er
e
u
ity
cit
uc
on

nc

d
e
e to
ons
ctile

ss
e
on-
-

ing

the

ec-

re

m

s-
-

he
onic

at a
ng

-
-
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III. PARAMETER-FREE METHOD TO DESCRIBE
ELECTRON CAPTURE BY F ATOMS GRAZINGLY

SCATTERED FROM LiF „100… AND KI „100… SURFACES

As already stated in Sec. I, when treating negative-
formation one should cope with two issues:~i! the produc-
tion of negative ions by electron transfer from the targ
surface to the projectile, and~ii ! the survival of the negative
ion in front of the surface. The present work concerns
first part of the problem. The second part is still open thou
it was already discussed9,13,37 that, owing to the large band
gap in insulators, the destruction of negative ions, if at
possible, proceeds via kinematic effects, e.g., via kinem
tuning into resonance with conduction-band states. Th
fore, we do not pretend to reproduce the complete shap
the parallel velocity dependence of the negative-ion prod
tion. Rather, we will concentrate on the low parallel veloc
part of the experimental data, especially the parallel velo
thresholds and relative efficiency of the negative-ion prod
tion when changing the target or the scattering conditi
~angle from the surface of the outgoing/incoming beam!.
Still, it will be seen below that the comparison of the com
puted and measured data enables one to draw some co
sions as to the electron loss~negative-ion destruction! pro-
cess.

FIG. 3. Behavior of the energy differenceDE betweenfinal-like
andinitial-like levels inAq/LiF(100) point-charge interactions@re-
action Eq.~1! of text#. The full and dotted lines are determined fro
Eqs.~6! and ~7! respectively. Two cases are illustrated:~a! F2 ion
formation from a neutral F projectile (q50), and~b! neutralization
of a positively charged Na1 projectile (q511). DE is calculated
as a function of theAq2Hal distanceR along the path showed
schematically by the insets: specular reflexion with anglea52°
and turning pointRtp52.5a0 . The oscillations are due to the pa
sage of the produced F2 ion or reactant Na1 ion above the succes
sive 61 point charges of the ionic crystal.
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A. The model

We will consider the F projectile grazingly scattere
along the^100& direction. Grazing scattering collisions ar
characterized by the small angle the trajectory has relativ
the surface plane. At small projectile-surface separati
where most of the charge transfer takes place, the proje
movesalmost parallel to the surface.38 One can then con-
sider thatduring its binary encounter with an active sitethe
particle moves along a trajectory parallel to the surface~Fig.
4!.

To obtain the probability of the electron-transfer proce
@Eq. ~1!# during the binary collision with an active site th
following procedure is applied. First, one calculates electr
transfer probabilitiesP(Y,Z) along a set of straight-line tra
jectories~Fig. 4! R(t)5(vt,Y,Z), wherev is the projectile
velocity. Then, the final transition probabilityPsite(Z) in a
binary collisions with an active site is obtained by averag
P(Y,Z) over trajectories in theY range@2a/2,a/2# span-
ning a region of impact parameters per active site in
^010& direction:

Psite~Z!5E
2a/2

a/2

P~Y,Z!
dY

a
. ~10!

It is noteworthy thatPsite(Z) gives as well the probability
of conversion into negative ions of a beam of neutral proj
tiles lying in anXY plane, at a distanceZ from the surface,
and traveling along theX direction~^100&!, when crossing a
row of surface atoms oriented along theY direction ~^010&!
perpendicular to the beam. Indeed, ifNproj is the total number
of projectiles andL is the size of the beam, then there a
(Nproj a)/L projectiles per active site and@Nproj aPsite(Z)#/L
negative ions formed per active site. Since there areL/a

FIG. 4. Sketch of the considered binary interaction model. T
shaded plane represents the portion on the last layer of the i
surface surrounding a Hal2 active site~dark central circle!. Circled
6 symbols represents mere point charges. The straight line
distanceZ from the surface shows the trajectory of the impingi
Fgasatom~dark upper circle! as it passes by. TheR vector coincides
with the z axis of a~direct Cartesian! reference frame accompany
ing the Fgas atom motion. They axis of this rotating frame is de
fined to lie in the shaded plane. Thex-axis definition ensues.



th

to

-

d
on

fe

el

on

ar
,

s

n

of

f
the

ns.

the

n-
me

to
he
of
f

the

our
the
tter

n-

-
ta-

rd-
try

ing
asis
for

d to

10 632 56A. G. BORISOV AND V. SIDIS
active sites in the direction normal to the beam direction
total number of negative ionsN2 is

N25
Nproj aPsite~Z!

L

L

a
5NprojP

site~Z!. ~11!

Thus, the probability of conversion of neutral projectiles in
negative ions when crossing a row of surface atoms
N2/Nproj5Psite(Z).

Projectiles scattered in thê100& direction cross succes
sive rows of surface atoms oriented in the^010& direction at
Xi points separated bya/2. So the final negative-ion yield
can be evaluated as

Ptotal512)
i 51

N

$12Psite~Zi !%, ~12!

whereZi5Z(Xi) whenZ(X) is the trajectory of the scattere
beam~see Sec. III D!. Here we made the usual assumpti
for grazing scattering experiments38 that the trajectory lies in
the plane normal to the surface.

B. Description of the charge-transfer process

Here we deal with the calculation of the charge-trans
probability in the binary collision

Fgas
0 1Hal2→Fgas

2 1Hal0, ~13!

where Fgas is the projectile moving along theR(t)
5(vt,Y,Z) trajectory and Hal~F or I! is the active site on
the alkali-halide@LiF~100! or Kl~100!# surface. Owing to the
openp-shell structure of an actual halide atom, three lev
emerge in each of the Fgas

01Hal2 and Fgas
21Hal0 cases.

These levels correspond to permutations of a hole am
three 2p-type~respectively, 5p-type! orbitals in the case of F
~respectively I!. The wave function of the$projectile/active
site% system can be expanded over a six-statediabatic39 basis
~to be defined below!

C5 (
k51

6

akfk , ~14!

where

fk[$fpx

Fgas
0

,f
py

Fgas
0

,f
pz

Fgas
0

,fpx

Hal0 ,fpy

Hal0 ,fpz

Hal0%. ~15!

f
pm

Fgas
0

basis states correspond toinitial-like situations where

the hole is located at thepm ~m5x, y, or z! orbital of the Fgas

projectile. fpm

Hal0 basis states correspond tofinal-like situa-

tions where the hole is located at thepm ~m5x, y, or z!
orbital of the Hal active site.

Our decision to single out the electron transfer in a bin
collision introduces anatural choiceof coordinate system
namely, the one whosez axis lies along themolecular axis
R, see Fig. 4. The other two axes are arbitrary and are cho
in such a way that they axis lies in ~or parallel to! the
surface plane. The (x,y,z) reference frame is obtained by a
orthogonal rotation matrixR from the fixed (X,Y,Z) one
attached to the surface. The above indexing of thepm ~m
e

is

r

s

g

y

en

5x, y, or z! orbitals actually refers to the quantization
these orbitals in therotating (x,y,z) reference frame.

The evolution of the wave functionC during the collision
is given by the time-dependent Schrodinger equation,

i
]C

]t
5HelectronicC, ~16!

whereHelectronic is the Hamiltonian governing the motion o
the considered electrons. The dependence on time of
problem arises throughR(t). Assuming that thefk basis
states in Eq.~14! are orthonormal, Eq.~16! becomes

i
dA

dt
5$H2 iT %A. ~17!

A is the column vector ofak coefficients in Eq.~14!,H is
the matrix of theHelectronicoperator in thefk diabatic basis;
therefore it is not diagonal in general. In particular, off-

diagonal matrix elements ofH betweenf
pm

Fgas
0

and fpm

Hal0

functions induce gas/surface electron transfer transitio

Off-diagonal matrix elements ofH betweenf
pm

Fgas
0

andf
pn

Fgas
0

~or betweenfpm

Hal0 and fpn

Hal0! mÞn functions are related to

polarization-type distortions and share the population of
p states around the Fgas ~or the Hal! center.T is a Coriolis-
couplingmatrix that arises from the above-mentioned qua
tization of the basis states in the rotating reference fra
(x,y,z): Tkl52Tlk5^fku]/]tuf l& ~see end of Appendix B!.
Diabatic states are defined to have no other contribution
the ^fku]/]tuf l& matrix element than the one related to t
just mentioned rotation; radial coupling matrix elements
the form^fku]/]Ruf l& that would arise from the variation o
uR(t)u vanish or are negligible.39

C. Computation of the Hamiltonian matrix

The calculations described in this section concern
$Fgas2e22Hal% binary system~Hal5F or I! in the field of a
point charge alkali-halide surface~LiF or KI, respectively!.
The calculations involve 783 point charges organized in f
parallel layers. This number was arrived at by requiring
calculated Madelung potential on the active site to be be
than 531024 eV in both cases. For the$Fgas2e22F% sys-
tem all the 19 electrons of the system were explicitely co
sidered. For the$Fgas2e22I% system we used anab initio
l -dependent pseudopotential40 to represent the 46 inner
electrons of I. Except for the point charges, the compu
tional work is very similar to that involved in atom-atom
interactions and molecular structure calculations. Acco
ingly, it has been performed using a quantum chemis
computer code.41

For simplicity, all the reported calculations concernsingle
configuration state functions~CSF! built from a single ortho-
normal set of~atomic or molecular! orbitals. The orbitals are
determined from Hartree-Fock-Roothaan42 self-consistent-
field ~SCF! schemes described below. This is achieved us
expansions of the orbitals over contracted Gaussian b
sets: for F we used the double zeta basis of Ref. 43 while
I we used a (3s3p)/@2s2p# contraction of the basis given in
Ref. 44. Diffuse and polarization basis functions are adde
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56 10 633THEORY OF NEGATIVE-ION CONVERSION OF . . .
these bases to allow, respectively, for the description of
relevant negative ions and the distortion of the~neutral or
negatively charged! atomic species in the field of the variou
point charges of the problem. The exponents of the ad
tional basis functions arezs(F)50.11 038, zp(F)50.069,
zd(F)50.8 andzp(I) 50.03,zd(I) 50.29.

1. Adiabatic calculations

Standard electronic structure calculations of molecu
physics or quantum chemistry are oriented towards the
termination ofadiabatic states which are eigenstates of t
electronic HamiltonianHelectronic for fixed positions of the
nuclei. Our decision to treat the problem in terms of CS
imposes that the adiabatic states correlated with the ini
like and final-like states of Eq.~13! have to be described b
creating a hole in the closed-shell configurationof the
$~F2Hal!22–point-charge surface% reference system. The rel-
evant adiabatic states, notedh i ( i 51,6) are obtained by per
muting the hole among the corresponding six outer orbi
v i , ordered by increasing binding energy, in the refere
closed-shell system. The requirement that

^h i uHelectronicuh j&50 ~ iÞ j ! ~18!

entails that the orbitals constituting the adiabatic CSF’s h
to obey the condition

^v i uFi j uv j&50 ~ iÞ j !, ~19!

where

Fi j 5hC1 (
lÞ i , j

N

$2Jl2Kl%1Ji1Jj . ~20!

hC contains the kinetic energy of an electron and its inter
tions with all nuclei of the system~those of Fgas and Hal as
well as all point charges describing the surface!; N is the
total number of occupied orbitals.Jl andKl are the Coulomb
and exchange operators,

Jl f ~r !5E dr 8
v l* ~r 8!v l~r 8!

ur2r 8u
f ~r !,

Kl f ~r !5E dr 8
v l* ~r 8! f ~r 8!

ur2r 8u
v l~r !. ~21!

Equations~18!, ~19! can actually be satisfied forany pair
( i , j ) of orbitals by performing, as has actually been done
the present work, an SCF calculation on theclosed-shell
$~F2Hal!22–point-charge surface% system. Though in this
case the Fock-operatorFclosed-shellis different from the one in
Eq. ~20!,

Fclosed-shell5hC1(
l 51

N

$2Jl2Kl%, ~22!

it is actually consistent with Eqs.~19!, ~20! owing to the
property

Jlv l5Klv l . ~23!

The above properties are extensions of the well-known B
louin theorem.45
e

i-

r
e-

s
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ls
e

e
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n

l-

Our use of SCF eigenstates ofFclosed-shell@Eq. ~22!#

Fclosed-shellv i5e iv i ~24!

entails that the energy difference of two CSF’s, sayh i and
h j , is simply expressed in terms of the difference of t
corresponding orbital energies:

Eh j
2Eh i

5e i2e j ~25!

~Koopman theorem!.42,46Equation~25! comes in particularly
handy since the dynamics of electron transitions actually
pend onenergy differencesrather than absolute total ene
gies; this turns out to be fortunate because the errors c
mon to the considered CSF’s~namely, correlation error and
use of a unique set of orbitals! are canceled to a large exten

To go further, and proceed to the determination of t
diabatic states in Sec. III C 2, it is useful to note first that,
smallR where the electron transfer is likely to take place, t
e i energies~and consequently theEh i

ones! are split intotwo

well separated sets of three levels. This splitting actually
reflects the effect of the electron transfer: the setI ( i
51,2,3) corresponds to antibonding orbitals while the seII
( i 54,5,6) corresponds to bonding orbitals. The resembla
of the present problem, in the mentioned conditions, with
atom-atom problem singles out the internuclear axisR, as
already pointed out above. This makes it enticing to tra
form the v i orbitals in each set independently so that th
have preferential orientations along one of the three axex,
y, or z. This is actually achieved using a slight adaptation
the procedure described in Appendix B. The transformed
bitals, in each sets (5I ,II ), may then be viewed as~di-
atomiclike! px

s , py
s , andss orbitals perturbed by the rest o

the crystal. After this transformation, the diagonal Ham
tonian matrixE in the adiabatic CSF basis@Eqs.~18!, ~24!,
~25!# becomes the block-diagonalẼ matrix: Ẽ mn

I ,II [0 ~;m,n!.
The nonzeroẼ mn

s,s (mÞn) matrix elements correspond t
ss2px or y

s or px
s2py

s couplings due to the crystal field
which breaks the diatomic molecule symmetries in each
The subscriptsm andn have the same meaning here as tho
defined at the beginning of Sec. III B (m @or n#5x,y,z).

From the preceding discussion one may interpret the
agonal energy differences between corresponding state
the two blocks,

Dm5 Ẽ mm
I ,I 2 Ẽ mm

II ,II , ~26!

as being directly related to the energy differencesDEm
Diabatic

[Hi i 2Hi 13 i 13 and couplingsH
m

Fgas
0 Hal0

[Hi i 135Hi 13 i

between electron transfer states in the diabatic basis, tha

H
m

Fgas
0 Hal0

5
1

2
ADm

2 2~DEm
Diabatic!2. ~27!

This amounts to make the approximation that the o
diagonal matrix elements of the diabaticH matrix related to
electron transfer preserve the symmetry labelm as would be
the case for a pure~Fgas2Hal!2 system. We will see in Sec
III C 2 how we assess the quality of this approximation.
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2. Diabatic states

The diabatic states for the present problem are obta
while keeping in mind the view, already put forward abov
of an atom-atom system perturbed by the crystal field.
abatic states for electron transfer processes are require
preserve the dominant characters the wave functions hav
the initial and final stages of reactions of an Eq.~1! or ~13!
type. Stated differently, they should avoid mixings of the
characters that may take place on the time scale of the
lision. This is the way^fku]/]Ruf l& matrix elements are
kept the smallest possible.39 According to this prescription, a
first step in our construction of diabatic states consists
hindering Fgas2Hal two-center mixings related to electro
transfer; the latters are taken care of in the dynamics@Eq.
~17!# by off-diagonal elements of theH matrix @Eq. ~27!#.
The mentioned constraint is imposed by preventing an e
tron that belongs to a given center to be describable in te
of wave functions centered around the other center and
versa. To illustrate how this is achieved, in practice, let
consider two situations.

~a! Initial-like wave functions: the $Fgas
0 2Hal2

–point-charge surface% case.
Clearly, if in this case one replaces the Fgas

0 atom by anull
point charge~noted ‘‘0’’ !, and describes explicitly the Hal2

ion embedded in the point-charge surface, there will be
tendency whatsoever of Hal2 wave functions to change in
any way.

On another other hand, if one replaces the Hal2 ion by a
mere21 charge~noted ‘‘2’’ ! while describing explicitly the
Fgas

0 atom in front of the resulting point-charge surface, t
Fgas

0 p wave functions will change albeit bymixing with wave
functions belonging to the same center. Here, distortion of
the Fgas

0 atomic functions by the crystal field has been
lowed for but not electron transfer. In as much as the la
mixings can influence dynamically the electron-transfer p
cess the diabatization procedure will have to go throug
subsequent step described below.

At this stage of the procedure, the energy levels for
considered case have been obtained from two indepen
SCF calculations: one for anactual Hal2 ion embedded in
the point-charge surface(‘‘0’’/Hal 2) and one for anactual
Fgas

0 atom in the presence of the point-charge surfa
(Fgas

0/‘ ‘ 2 ’ ’). By actual Fgas
0 or Hal2 it is meant that this

atom or ion is describedexplicitly as a CSF built from orbit-
als centered on it. For the Fgas

0/‘ ‘ 2 ’ ’ calculation we have
made use of the properties of closed-shell CSF dwelt on

Sec. III C 1 @see Eqs. ~22!–~25!#, namely, E
i

Fgas
0 /‘‘ 2’’

5EFgas
2 / ‘ ‘ 2 ’ ’ 2e

i

Fgas
2 /‘‘ 2’’

( i 51,2,3). We thereby get the
initial-like energies,

E i
~a!5E

i

Fgas
0 /‘ ‘ 2 ’ ’

1E‘ ‘0’ ’/Hal 2
. ~28!

~b! Final-like wave functions: the $Fgas
2 2Hal0

–point-charge surface% case.
Following the same ideas as in the preceding paragra

the energy levels for the considered case have been obta
from two independent SCF calculations:~i! one for anactual
Hal0 atom embedded in the point-charge surface and in
presence of a ‘‘2’’ charge in place of the Fgas

2 ion
d
,
i-
to
in

e
l-

f

c-
s

ce
s

o

-
r
-
a

e
ent

e

in

h,
ed

e

(‘‘ 2 ’ ’ /Hal 0), and ~ii ! one for anactual Fgas
2 atom in the

presence of the point-charge surface embedding a null ch
at the Hal0 site (Fgas

2 / ‘ ‘0’ ’).
Again, for the ‘‘2 ’ ’ /Hal 0 calculation we have made us

of the properties of closed-shell CSF presented Sec. III C

namely, Ei
‘ ‘ 2 ’ ’ /Hal 0

5E‘ ‘ 2 ’ ’ /Hal 2
2e i

‘ ‘ 2 ’ ’ /Hal 2
( i 51,2,3). We

thereby get the final-like energies,

E i
~b!5EFgas

2 / ‘ ‘0’ ’ 1Ei
‘ ‘ 2 ’ ’ /Hal 0

2E‘ ‘ 2 ’ ’ / ‘ ‘0’ ’ . ~29!

The last term in Eq.~29! removes a Madelung contributio
which would otherwise be counted twice@E‘ ‘ 2 ’ ’ / ‘ ‘0’ ’ (R)[
2EMad(R)#. Here too, distortion of the Hal0 atomic func-
tions by the ‘‘2’’ charge at the Fgascenter and the rest of th
crystal field have been allowed for but not electron trans

Similarly to what has been done in Sec. III C 1, it is e
ticing to isolate in the results of the above cases~a! and ~b!
effects of the molecular (Fgas2Hal) axis,R, from effects of
the rest of the crystal. As mentioned there, this is done
transforming the open-shell orbitals or equivalently the c
responding hole statesx i

a @a5Fgas
0 or Hal0 for cases~a! and

~b!, respectively#, so that they have preferential orientatio
along thex, y, andz axes of the frame accompanying th
motion of theR axis. Details of the procedure are given
Appendix B.

This procedure applied independently to the cases~a! and
~b! transforms the diagonal Hamiltonian matricesE () (
5a,b), Eqs. ~28!, ~29!, respectively, intoẼ (). Diagonal
matrix elementsẼ mm

() of the latter matrices represent initia
like ~respectively, final-like! energies modified by the privi
leged Fgas2Hal axial distortions. These are the sought diab
tic energy levels and thus theDEm

Diabatic energy difference
entering Eq.~27! reads

DEm
Diabatic5 Ẽ mm

~b!2 Ẽ mm
~a! . ~30!

Off-diagonal Ẽ mn
() (mÞn) matrix elements correspond t

couplings to atomic Fgas
0 ~or Hal0! p-like states, in the mo-

lecular frame, due to the crystal field.
With the above, all ingredients are available to constr

the diabaticH matrix as

H5SHFgas
0 Fgas

0
[Ẽ~a! HFgas

0 Hal0

HHal0Fgas
0

HHal0Hal0[Ẽ~b!D , ~31!

where, using Eq.~27!, we have

HFgas
0 Hal05S H

x

Fgas
0 Hal0 0 0

0 H
y

Fgas
0 Hal0 0

0 0 2H
z

Fgas
0 Hal0

D
5HHal0Fgas

0
. ~32!

The minus sign accompanying theH
z

Fgas
0 Hal0

coupling is re-

lated to the orientations of thepz orbitals in thef
pz

Fgas
0

and the
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fpz

Hal0 states; when oriented in the same direction, as is

case here, the positive lobe of thepz orbital of Hal0 faces the
negativepz lobe on Fgas

0 .
The consistency of the whole procedure ending up in

~31! is finally checked by the diagonalization of theH ma-
trix and the comparison of the resulting eigenvalues with
adiabatic ones of Sec. III C 1. The excellent comparison
tablishes the equivalence of the adiabatic and diabatic re
sentations discussed above.

D. Calculation of the trajectory of the projectile

In the case of grazing scattering experiments~surface
channeling conditions! the effective scattering potential see
by the approaching F atom is given by38,47

U~Z!5K (
i 2

VHal2/F~R2r i 2
!1(

j 1

VAlk1/F~R2r j 1
!L

X,Y

.

~33!

VHal2/F (VAlk1/F) is the binary interaction potential betwee
the projectile and the halide~respectively, alkali! sites. In Eq.
~33!, the summation runs only over the surface sites w
respective positionsr i 2

(r j 1
!; the averaging is performe

over all possible positions of the projectile in the (X,Y)
plane parallel to the surface.

FIG. 5. ComputedDEm
Diabatic(R) diabatic energy difference

~dashed line! and electron-transfer interactionH
m

Fgas
0 Hal0

(R) ~full
line! in the considered binary interaction model for F/LiF~100!. The
results shown are obtained as a function ofX along a straight-line
trajectoryR5(X, Y50, Z52.5a0). Panels~a! and ~b! show the
results obtained for them5z andx states. The estimateDEpc(R),
from Eq.~6!, for a mere point-charge surface is shown for compa
son ~dotted line!. BeyondR512a0 the DE curves keep oscillating
aboutEMad21/R as seen in Fig. 3~a!, owing to the passage abov
consecutive61 charges of the ionic crystal. Modifications of th
DEm

Diabatic(R) curves introduced by taking into account the Mo
Littleton contribution (EML) are shown by the dashed-dotted line
e

.

e
s-
re-

h

The binary interaction potentials in Eq.~33! have been
determined from Hartree-Fock-Roothaan-SCF calculati
similar to those described in the previous section. Likewi
the two relevant partners were treated explicitely while
rest of the crystal was modeled by point charges. In e
case three binary potentials emerge. This corresponds to
permutation of the hole among the 2px , 2py , and 2pz or-
bitals of the Fgas

0 atom. The binary potentials in Eq.~33!
were taken to be the average of the latter three.

Knowing a potentialU(Z), the trajectory is determined
by Newton’s equations of motion. In particular, the turnin
point of the trajectoryZtp is given by

U~Ztp!5E'[M
v'

2

2
. ~34!

v' is the normal component of the velocity of the project
andM its mass. It is noteworthy that, for the small values
the normal energyE' actually involved in grazing collision
experiments, the potentialU(Z) calculated from Hartree-
Fock-SCF binary interactions is less repulsive than the
which can be obtained from the universal Ziegler-Biersa
Littmark ~ZBL! pair potentials.48 This leads to smaller value
of Ztp with our choice of potential than those obtained fro
the ZBL pair interactions. As will be seen later onZtp is an
important parameter controlling the negative-ion producti
Our rejection of the ZBL-based potentials is due to th
known failure to reproduce the experimental data for lo
E' .49–51

IV. RESULTS

A. Hamiltonian matrix

Figures 5–10 show samples of results obtained from
diabaticH matrix computations of Sec. III C. Energy differ

-

FIG. 6. Diabatic energy differencesDEm(R) and electron-

transfer interactionH
m

Fgas
0 Hal0

(R) for the F/LiF~100! case. Same cap
tion and labeling as in Fig. 5, except thatZ053.5a0 .
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FIG. 7. ComputedDEm
Diabatic(R) diabatic energy difference

~dashed line! and electron-transfer interactionH
m

Fgas
0 Hal0

(R) ~full
line! in the considered binary interaction model for F/KI~100!. The
results shown are obtained as a function ofX along a straight-line
trajectoryR5(X, Y50, Z53.5a0). Panels~a! and ~b! show the
results obtained for them5z andx states. The estimateDEpc(R),
from Eq.~6!, for a mere point-charge surface is shown for compa
son ~dotted line!. BeyondR512a0 the DE curves keep oscillating
aboutEMad21/R as seen in Fig. 3~a! owing to the passage abov
consecutive61 charges of the ionic crystal.

FIG. 8. Diabatic energy differencesDEm(R) and electron-

transfer interactionH
m

Fgas
0 Hal0

(R) for the F/KI~100! case. Same cap
tion and labeling as in Fig. 7 except thatZ54.5a0 .
ences (DEm
Diabatic) and couplings (H

m

Fgas
0 Hal0

) for electron
transfer in the F/LiF~100! ~Figs. 5, 6! and F/KI~100! ~Figs. 7,
8! systems are displayed for two straight-line trajectories
the plane perpendicular to the surface and passing thro
the Hal active site at two characteristic distancesZ from the
surface plane. Comparison of corresponding panels~a! and
~b! in these figures shows that among thep-type states, those

having the largestHFgas
0 Hal0 couplings for comparable

DEDiabatic energy differences actually lie alongR ~f
pz

Fgas
0

and

fpz

Hal0! as is the case in atom-atom systems. Theses-type

-

FIG. 9. Perspective view of the computed diabatic energy
ferenceDEz

Diabatic(R) for the F/LiF~100! case for trajectories of the
Fgas projectile in the planeZ52.5a0 . The confluence of energy
levels for X→0 and Y→0 is clearly seen. TheY50 cut of the
displayed surface is the curve shown in Fig. 5~a!. The undulations
of the surface are due to the passage above consecutive61 charges
of the ionic crystal.

FIG. 10. Perspective view of the computed diabatic energy
ferenceDEz

Diabatic(R) for the F/KI~100! case for trajectories of the
Fgasprojectile in the planeZ53.5a0 . As in Fig. 9 the confluence o
energy levels is clearly seen. The shaded region of the surface
responds to negative values ofDE and draws attention to the exis
tence of a potential surface crossing in this case. TheY50 cut of
the displayed surface is the curve shown in Fig. 7~a!. The undula-
tions of the surface are due to the passage above consecutive61
charges of the ionic crystal.
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states are expected to be the most efficient ones for
electron-transfer process and were called ‘‘active’’ states
Ref. 29.

A characteristics of the (H
m

Fgas
0 Hal0

) electron transfer cou
pling is its rapid decrease asR increases. This is well illus-
trated in each of the mentioned figures for fixedZ. The same
tendency is seen when going from Fig. 5 to 6„F/LiF~100!…
and from Fig. 7 to 8„F/KI~100!… whereZ ~and thusR! in-
creases in otherwise the same conditions.

The overall appearance of theDEz
Diabatic(R) energy differ-

ences along different straight-line trajectoriesR5(0<X
<12a0,0<Y<a/2, Z) are shown as perspective drawings
Figs. 9 and 10 for F/LiF~100! and F/KI~100!, respectively.
Note that due to the symmetry of the crystal,DEm

Diabatic is a
symmetric function ofX andY. The figures nicely illustrate
the energy-level confluence whose mechanism was an
pated in Sec. II on the basis of interactions between m
point charges.

Figures 5–10 emphasize thelocalized nature of the atom
ionic crystal surfaceelectron transfer. For F/LiF~100!, the
favorable region for electron transfer is likely to be localiz

around the locus of points whereH
m

Fgas
0 Hal0

'DEm
Diabatic/2 as

may be predicted from the Demkov52-Nikitin53 near resonan
electron-transfer model. For F/KI~100!, DEm

Diabatic(R) is seen
to go through zero along certain trajectories~Figs. 7, 10!.
This feature indicates that a combination of Landau-Zen54

curve-crossing mechanism and Demkov52 near resonan
mechanism will concur53 in producing the F/KI~100! elec-
tron transfer. The presence of a potential-energy surf
crossing in F/KI~100! lets one expect that electron transf
will be easier in this system than in F/LiF~100! where higher
energies will be needed to overcome the resonance en
defect~'223 eV, Figs. 5, 6!.

Figures 5–8 show that the point-charge estimates of
ergy differences (DEpc) for electron transfer, Eq. 6, accoun
reasonably well for the results of the actual calculations.
one observes that, the largerR the better the agreement get
This is understandable because the point-charge view h
only at large enough distances so that the detailed electr
structures of the partners does not matter anymore. Th
particularly well illustrated by the F/KI~100! case where de
viations between theDEm

Diabatic calculations and theDEpc

point-charge estimates appear to be more pronounced th
the F/LiF~100! case. Indeed, the more diffuse I2 than F2

orbitals make the point-charge view breakdown at largerR in
the former case than in the latter. A closer inspection of F
5–8 actually reveals slight deviations betweenDEpc and
DEm

Diabatic at distances as large asR512a0 . In these figures
the Fgas atom stays at a distanceZ'2.5a024.5a0 from the
surface although its distanceR to the active site increases. I
these conditions, the61 charges of the surface interact wi
the induced and/or permanent multipoles of the relev
atomic Fgas

0,2 species. Moreover the Hal0,2 species at the ac
tive site is also polarized by the point charges on the surfa
Contrary to the pure point-charge description, part of
latter interactions is taken into account in the calcula
DEm

Diabatic curves. The other part is taken provision of,
view of the dynamics calculation, in the off-diagonalẼ mn

(a)

matrix elements of Eq.~31!.
he
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The above discussion draws attention to the possib
that the part of the ionic crystal that is treated as61 point
charges in the actual calculations of Sec. III C could actua
require polarization corrections. Indeed, electron capture
the Fgas

0 projectile from the Hal2 active site leads to a chang
of the electric field ‘‘felt’’ by the rest of the crystal. This is
equivalent to the field created by an effective% 2* dipole
whose11 and21 charges are located, respectively, atR1

50 andR25R. This field should thereby interact with th
dipoles it induces at the sites of the crystal so far treated
mere point charges. The corresponding~Mott-Littleton!34 in-
teraction energy can be expressed as follows;

EML52
a2

2 (
i 2

S r i 2
2R1

ur i 2
2R1u3 2

r i 2
2R2

ur i 2
2R2u3D 2

. ~35!

The i 2 index labels all the Hal2 sites except the active site
a2 is the polarizability of the Hal2 ~F2, I2! sites of the ionic
crystal, taken from Ref. 55. The terms in brackets give
electric field at thei 2 sites due to the effective% 2* dipole.
Equation ~35! neglects contributions from the Alk1 sites
since the polarizability of Alk1 ions is negligible compared
to that of the Hal2 ions. Since theEML interaction energy
arises in the final-like$Fgas

2 2Hal02 point-charge surface%
state the corresponding correction to theE(b) matrix @Eq.
~31!# is

E mm
~b!→E mm

~b!1EML . ~36!

Results for theDEm
Diabatic(R) energy difference taking the

EML energy correction for the F/LiF~100! case are displayed
in Figs. 5, 6. In general, polarization of the point charg
reduce DEm

Diabatic(R) thereby facilitating electron transfer
The reduction is seen to be more important forR;8a0 cor-
responding to the passage of Fgas

2 above an F2 crystal site in
which conditions the polarization interaction maximizes.

Equation~35! actually relies on an asymptotic expressi
of the polarization interaction valid when the charges t
induce the dipoles at the Hal2 crystal sites remain well out
side the corresponding electron clouds. For the prese
considered scattering conditions, the latter requirement
plies to the case of F2 sites~in LiF! but not to that of I2 sites
~in KI !. This is due to the size of I2 ions which is much
larger than that of F2. Consequently, theEML correction has
been taken into account in the F/LiF~100! calculations but
not in the F/KI~100! ones. We believe that, owing to th
comparatively smaller and even vanishingDEm

Diabatic(R) en-
ergy difference in the latter case~Figs. 7, 8, 10!, the omission
of a properEML correction is of little importance.

The smaller DEm
Diabatic(R) energy differences in the

F/KI~100! case as compared to the F/LiF~100! case actually
arise from the larger lattice constant of the KI crystala
513.34a0) than that of the LiF (a57.592a0) one. Indeed, as
it follows from Eq. ~6! for our case (q50), DE(R) is gov-
erned by the difference of the Madelung potentials at
active site and at the positionR of the projectile. One would
thus expect that the smallerR is, compared to the characte
istic size of the unit cell~a!, the better equilibration of the
Madelung energies can be achieved. This is why at the s
Z distance smaller values ofDEm

Diabatic(R) are observed for
the case of the KI~100! surface. In additionDebinding50 for
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10 638 56A. G. BORISOV AND V. SIDIS
the F/LiF~100! case while it is negative and amounts
20.07 eV for the F/KI~100! case.

It should be mentioned at this point that the dynam
calculations, reported in Sec. IV B, as well as Figs. 5–10,
made consistent with the above ‘‘exact’’ values ofDebinding.
For the F/KI~100! case the so-called ‘‘exact’’ value of th
e I 2

binding is obtained from exact data by removing the sp
orbit interaction in the neutralI atom according to

e I 2
binding

5
2EI 0~2P3/2!1EI 0~2P1/2!

3
2EI 2. ~37!

Actually, in the F/LiF~100! case, the identical treatments
the Hal2 ~[F2! and Fgas

2 species leads automatically to th
exact Debinding50. However, this is not the case fo
F/KI~100! due to the different treatments of the F and I sp
cies ~Sec. III!. Application of the Koopman’s theorem thu
results in unbalanced errors in the two cases. This is
rected for to match the ‘‘exact’’Debinding by adding 1.4 eV
throughout to the computedDEm

Diabatic(R). To conclude this
section we can say that, already on the basis of ‘‘stat
results one can predict a more efficient F2 formation at a
KI ~100! surface compared to an LiF~100! surface.

B. Binary electron transfer

Given theH and T matrices Eq.~17! is solved along
straight-line trajectories of the projectileR(t)5(vt,Y,Z).
Three sets (j 51,2,3) of initial conditions were used for th
amplitudesA j (t→2`),

ak
j ~ t→2`!5dk j ~k51,6!. ~38!

These conditions correspond to permutations of the hol
the initial-like state among thepx , py , andpz orbitals of the
approaching Fgas

0 projectile. The probability of negative-ion
formation in the binary collision with an active site is o
tained as the average over all initial conditions,

P~Y,Z!5
1

3 (
j

b j~Y,Z!, ~39!

of the sum of electron-transfer probabilitiesb j (Y,Z) for
each set of initial conditions,

b j~Y,Z!5 (
k54

6

uak
j ~ t→1`!u2. ~40!

Figures 11 and 12 display theY and v dependences o
computedP(Y,Z) probabilities for given values ofZ in the
F/LiF~100! case. Owing to symmetry @P(Y,Z)5P
(2Y,Z)#, only the results for positive values ofY are pre-
sented. The figures show that for small velocities transiti
occur only for trajectories passing close to the active
~small Y!. This results from the fact that the energy diffe
ence between final-like and initial-like statesDEm

Diabatic is
smallest for those trajectories~Fig. 9!. The increase of

DEm
Diabatic on one hand and the decrease of theHFgas

0 Hal0 in-
teraction on the other hand strongly suppress transitions
large ‘‘impact parameters’’Y. The increase of collision ve
locity is seen to be essential to activate the transitions
largeY.
s
re
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-

r-

’’

in

s
e
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r

The structures of the charge-transfer probabilityP(Y,Z)
seen in Fig. 11 at low velocities are remnants of Stueck
berg oscillations56 that are known to arise in atomic collisio
physics from the quantal interference of waves having tr
eled along different paths. Moreover, the velocity depe
dence of the computed electron-transfer probability can
well understood in terms of the Demkov-Nikitin exponent
model of near resonant electronic transitions.52,53

The comparison of Figs. 11 and 12 shows that the
crease of theZ distance from the surface leads to a subst
tial reduction of the electron-transfer probabilities and su
presses the low-velocity structures~Stueckelberg oscil-
lations!. As may be seen from Figs. 5 and 6 this is again
result of the concomitant increase ofDEm

Diabatic and decrease

of theHFgas
0 Hal0 interaction when theZ distance increases. I

may thus be concluded that the region of small projec

FIG. 11. Probability of electron transfer from an F2 active site
at a LiF~100! surface to a collisional F atom in a single bina
collision: Fgas

0 1F2→Fgas
2 1F0. The calculation is done according t

Eq. ~39! of text for straight-line trajectories:R5(vt,Y,Z) in the
plane lying at a distanceZ52.5a0 from the surface. The figure
displays, as a perspective view, the dependences of the proba
P(Y,Z52.5a0) upon parallel velocityv and ‘‘impact parameter’’
Y.

FIG. 12. Probability of electron transfer from an F2 active site
at a LiF~100! surface to a collisional F atom in a single bina
collision: Fgas

0 1F2→Fgas
2 1F0. The calculation is done according t

Eq. ~39! of text. Same as Fig. 11 except that theZ distance from the
surface isZ53.5a0 .
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surface separations (Z) will mostly contribute to the build up
of negative-ion population.

Figures 13 and 14 display theY and v dependences o
computedP(Y,Z) probabilities for given values ofZ in the
F/KI~100! case. Remarkable differences with respect to
F/LiF~100! case~Figs. 11, 12! are seen. This is particularl
striking in the comparison of Figs. 12 and 13 which cor
spond to the same distance (Z53.50) from the surface: the
transition probability is much higher and there is almost
parallel velocity threshold for negative-ion formation in th
F/KI~100! case. Note that this is a relevant comparison si
the important turning point region of theF projectile, as
given by Eq.~34!, is in the two cases: 2a0<Ztp<4a0 , for
energies where fast onsets of negative-ion formation are
served.

Figure 13 shows rather complicate structures in the pr
ability P(Y,Z) as a function of the ‘‘impact parameter’’Y

FIG. 13. Probability of electron transfer from an I2 active site at
a KI~100! surface to a collisional F atom in a single binary col
sion: Fgas

0 1I2→Fgas
2 1I0. The calculation is done according to E

~39! of text for straight-line trajectories:R5(vt,Y,Z) in the plane
lying at a distanceZ53.5a0 from the surface. The figure display
as a perspective view, the dependences of the probabilityP(Y,Z
52.5a0) upon parallel velocityv and ‘‘impact parameter’’Y.

FIG. 14. Probability of electron transfer from an I2 active site at
a KI~100! surface to a collisional F atom in a single binary col
sion: Fgas

0 1I2→Fgas
2 1I0. Calculation is done according to Eq.~39!

of text. Same as Fig. 13 except that theZ distance from the surface
is Z54.5a0 .
e

-

o

e

b-

-

and the parallel velocityv. The observed behavior is due t
the existence of a crossing between the initial-like and fin
like diabatic energy levels in this case~Figs. 7, 10!. Two
regions of ‘‘impact parameters’’Y are seen to give rise to
efficient electron transfer. These are actually related to
two transition mechanisms~Landau-Zener: curve-crossing54

and Demkov: near resonant52,53! discussed in Sec. IV A. Ef-
ficient transitions at small ‘‘impact parameter’’Y result from
the curve-crossing mechanism while those occuring in
range 2a0<Y<4a0 are due to a near resonant mechani
with very small energy defect~DEm

Diabatic'0, see Fig. 10!.
Further increase ofY suppresses the electron-transfer tran
tions as in the F/LiF~100! case.

The more efficient negative-ion formation in F/KI~100! as
compared to F/LiF~100! clearly results from the smallness o
the DEm

Diabatic energy difference in F/KI~100!. We have al-
ready mentioned in Sec. IV A that this feature is due to
lattice constant of the KI crystal which is almost twice
large as that of LiF. It turns out that the important distanc
for electron-transfer scale with the lattice constant. This
illustrated by Figs. 14 and 11 which, respectively, show t
the P(Y,Z54.5a0) results for F/KI~100! are very close to
the P(Y,Z52.5a0) results for F/LiF~100!.

The changes observed for F/KI~100! by the increase of
the Z distance to the surface when going from Fig. 13 to
are related to the disappearance of the curve crossing w
going from Fig. 7 to 8. ForZ54.5a0 ~Fig. 14! the electron
transfer thus proceeds via the Demkov near reson
mechanism52,53 as is the case for F/LiF~100!. This change of
mechanism gives rise to a clear velocity threshold.

An important feature of the results presented in Fi
11–14 is that, in the investigated velocity range and es
cially at the low velocities corresponding to the sharp ons
of negative-ion formation, the electron-transfer transitio
are well localized in the ‘‘impact-parameter’’ region2a/2
<Y<a/2. The half-lattice constanta/2 gives the distance
between two neighboring Hal2 ions in the ^010& direction
normal to the beam. The mentioned localization thus ena
us to conclude that the electron-transfer regions correspo

FIG. 15. Parallel velocity dependence of the probability of ele
tron transfer@Psite(Z)# from an F2 active site at a LiF~100! surface
to a collisional F atom in a single binary collision
Fgas

0 1F2→Fgas
2 1F0. Psite(Z) is evaluated from Eq.~10! of text. Two

representative valuesZ52.5a0 and 3.5a0 of the distance to the
surface are displayed, solid and dashed lines, respectively.
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10 640 56A. G. BORISOV AND V. SIDIS
ing to the different Hal2 sites do not overlap. This givesa
posteriori strong support to the binary-type model put fo
ward in present work.

Results for the negative-ion formation probability per a
tive sitePsite(Z) @Eq. ~10!# are presented in Figs. 15 and 1
for the F/LiF~100! and F/KI~100!, respectively. In both case
the increase of theZ distance to the surface is seen to redu
the electron-transfer probability and to move the veloc
thresholds for negative-ion formation to larger values. Co
parison of the two cases shows, as expected from the pre
ing discussions, that the onsets of negative-ion formation,
comparableZ distances, occur at smaller velocity values
F/KI~100! than in F/LiF~100!.

C. Negative-ion conversion of neutrals

From the computedPsite(Z) and the actual trajectories o
the F projectile~Sec. III D!, final negative-ion conversion
probabilities of the Fgas

0 atoms after grazing scattering from
the LiF~100! and KI~100! surfaces are calculated from E
~12!. The results are displayed in Figs. 17 and 18 along w
experimental data of Ref. 13. As seen on the figures
results of the parameter-free study reproduce quite well

FIG. 16. Parallel velocity dependence of the probability of el
tron transfer„Psite(Z)… from an I2 active site at a KI~100! surface to
a collisional F atom in a single binary collision: Fgas

0 1I2→Fgas
2 1I0.

The Psite(Z) is evaluated from Eq.~10! of text. Two representative
valuesZ53.5a0 and 4.5a0 of the distance to the surface are di
played, solid and dashed lines, respectively.

FIG. 17. Comparison of the negative-ion yield, versus para
velocity, as measured for F/LiF~100! in Ref. 13 for an incidence
anglea'1° ~data points! with present computations for two value
of this angle:a51° and 2.5°, solid and dashed lines, respective
-

e

-
ed-
r

h
e
e

low velocity part of the experimental data, including the v
locity thresholds for the negative-ion formation. Note, th
the fast increase of the negative-ion fraction after the thre
old is not only due to the velocity dependence of the bin
capture probabilityPsite(Z) seen in Figs. 15 and 16 but als
due to the increase of the number of binary collisionsN with
projectile velocity; as follows from Eq.~12!, the negative-ion
formation probability rapidly increases withN.

The theoretical results are presented for different anglea
between the outgoing beam and the surface. The experim
tal data are to be compared with the calculation witha
51°. The increase of thea angle shifts the velocity thresh
olds for negative-ion formation towards smallerv values,
which corresponds to the experimental observations.9,36,58In-
deed, the increase of the beam-surface angle leads to
decrease of the distance of the closest approach to the su
Ztp . This in turn facilitates electron transfer in the low v
locity region, as was demonstrated in the preceding secti

It should be stressed that in the F/KI~100! case the experi-
mentally measured negative-ion onsets occur forE' energies
as low as 0.1 eV. With such energies the F2 ions cannot
overcome the image potential barrier which is 0.6 eV~Refs.
26, 36, 59! and cannot leave the surface. Therefore the ac
calculations have been performed with an ‘‘effective’’ ang
g obtained from the relationEg25Ea210.6, whereE is the
beam energy in eV. This relation expresses the fact that
E' energy near the surface is actually higher then
asymptotic one.38,49,50The effect of this correction is show
in Fig. 18. This sort of correction does not change the res
for the F/LiF~100! case because of the much higher-ene
thresholds for negative-ion formation.

For large velocities the theoretical results saturate, wh
the experimentally measured negative-ion fraction decrea
The failure of the presented approach to reproduce the
perimental data at high velocities is due to the neglect
possible electron-loss processes leading to the destructio

-

l

.

FIG. 18. Comparison of the negative-ion yield, versus para
velocity, as measured for F/KI~100! in Ref. 13 for an incidence
anglea'1° ~data points! with present computations for two value
of this angle:a51° and 2.5°, thick solid and dashed lines, respe
tively. The thin lines are the results of calculations disregard
image potential deceleration of the projectile in the outgoing pa
This corresponds to a neutral atom trajectory. Fora51°, a much
higher parallel velocity threshold for negative-ion formation
found in this case. This feature is not connected to the propertie
the electron transfer. It is due to the fact that theE' energy is so
small that the projectile cannot get close enough to the surface
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56 10 641THEORY OF NEGATIVE-ION CONVERSION OF . . .
the negative ion. Owing to the large band gap of the alk
halide surfaces, there are no electronic states of the surfa
resonance with the affinity level of the negative ion@Fig.
1~b!#. Therefore, at small velocities electron losses
negligible.28 The increase of the velocity opens possibiliti
for electron losses such as kinematic tuning into resona
with conduction-band states.37,59 This explains why our ap-
proach reproduces well the experimental data only for sm
velocities.

Interestingly, the experimental data for F2 formation at a
KI ~100! surface do show a saturation of the negative-
fraction as predicted by the theory. This is due to the v
efficient electron capture by the projectile from the I2 active
sites at low velocities, where practically no loss occu
Comparing the experimental and theoretical data of Fig.
it is tempting to say that the threshold for the efficient ele
tron losses leading to the F2 destruction corresponds to th
velocity v'0.14 a.u. F2 formation at an LiF~100! surface
requires a comparatively much larger velocity so that
velocity regions for electron capture and electron loss sta
overlap. This is the reason why no saturation of the F2 frac-
tion is observed in this case~Fig. 17!.

V. CONCLUSIONS

The evolution of the charge state of a projectile in graz
scattering from ionic~alkali-halide! crystal surfaces has bee
considered. The final charge fractions in the scattered b
are governed by~i! capture of the electron from the surfac
to the projectile;~ii ! the survival of resulting species. Sp
cific to insulators, the latter is particularly important owin
to their large band gaps. Accordingly, and based on the
calization of the valence-band electrons at the negativ
charged~halogen! sites, a general approach to tackle t
problem ofelectron capturein grazing scattering of projec
tiles from ionic-crystal surfaces has been proposed. It c
siders a build up of the charge state in the scattered bea
the result of a series of the binary electron-transfer proce
between the projectile and negatively charged surface si

Based on this view aparameter-freestudy of F2 forma-
tion in grazing collisions of F atoms with LiF~100! and
KI ~100! surfaces has been performed. The correspond
calculations extend and improve those reported by us in R
29. Our results demonstrate that electron transfer is ind
localizedat the negatively charged F2 (I2) sites at the sur-
face. This justifies ‘‘a posteriori’’ the proposed approach fo
the negative-ion fraction build up.

The calculated F2 fractions correspond well to the exper
mental data in thelow-velocity region. In particular, the ex-
perimentally observed velocity thresholds for negative-
formation and the fast increase of the negative-ion fract
above threshold are reproduced. Moreover, the calculat
reproduce the experimentally observed shifts of the negat
ion formation thresholds towards lower velocities with t
increase of scattering angle. Pronounced differences in
efficiency of the F2 formation at KI~100! and LiF~100! sur-
faces are nicely explained.

As a final word of conclusion we may say that in order
reproduce the experimental data in the whole velocity ra
further work including the proposed approach for electr
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capture and incorporating dynamically assisted electron-
process~es! is needed.
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APPENDIX A: ON HOLE DIFFUSION

The model considered in this paper is based on the i
that the hole created at the surface, as a result of elec
transfer to the projectile, remains localized for the durat
of the collision. This may be justified using energy cons
erations. Let us consider the case of Eq.~1! with q50. The
energy of the negative ionA21 in front of the surface with a
hole at the active site is given by Eq.~4! with q50

E~Hal01Aq21!5EHal01EAq211(
iÞ j

qiqj

ur i2r j u

2(
i

qi

uR2r i u
. ~A1!

Assume now that the hole jumped to a nearest Hal2 site at a
positionb. The energyE8(Hal01Aq21) of the new configu-
ration is such that

E8~Hal01Aq21!2E~Hal01Aq21!5
1

R
2

1

uR2bu
,

~A2!

since the two situations differ only by the fact that one ne
tive point charge on the surface was moved from theb po-
sition to 0. Considering R5(0,0,2.5a0) and b
5(a/2,a/2,0), a57.592a0 ~a is the lattice constant of the
LiF crystal! the energy difference in Eq.~A2! amounts to
6.29 eV. This energy difference is quite large in comparis
with the electron-transfer integral between the two sites. I
of the order of 0.56 eV as can be obtained from the S
study ~see also Figs. 5, 6!. Based on these estimates it
quite likely that, during a binary collision, hole diffusio
from an active site to a neighbor negative site should
suppressed.

APPENDIX B: TRANSFORMATION OF p-LIKE
HAMILTONIAN MATRICES FROM THE FIXED FRAME

TO THE MOLECULAR-FRAME REPRESENTATION

In this appendix we deal with the problem of isolatin
from p-like eigenvectorsc l ( l 51,3) of Hamiltonian opera-
tors (ĥ) appearing in the treatment of reaction Eq.~13!, ef-
fects of the molecular axisR from effects of the rest of the
crystal. This is achieved hereunder by a transformation of
c l ’s that aligns their dominantp component along one of th
axes (x,y,z) of the reference frame attached toR. We have

ĥc l5dlc l , ~B1!

ĥc5Dc. ~B2!
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In practice, thec l ’s are written as expansions over an e
tended basis of Cartesian functions. From this expansion
may extractc l (p) , the dominantp component ofc l ,

c l ~p!5(
L

ClLPL , ~B3!

c~p!5CPI , ~B4!

the PL’s (L5X,Y,Z) are normalized Cartesianp functions
quantized in the fixed reference frame attached to the sur
~Fig. 4!. One may rewrite Eqs.~B3!, ~B4! using correspond-
ing pm functions (m5x,y,z) quantized in the molecula
frame attached toR,

pI 5RPI . ~B5!

Sincep functions transform as ordinary vectors under a
tation of the reference frame,R is the rotation matrix trans
forming the (X,Y,Z) reference frame into the (x,y,z) one
~andRT is its inverse!. Hence

c~p!5GpI , ~B6!

G5CRT. ~B7!

Because thec l (p) functions are neither orthogonal nor no
malizedG is not an orthogonal transformation,

GGT5CCT[SÞ1. ~B8!

TheS21/2 orthogonalization method57

c~p!
' 5S21/2c~p! . ~B9!

actually provides the orthonormal vectorsc l (p)
' that resemble

thec l (p)’s, and thus thec l ’s, most. Thus from Eqs.~B6! and
s/
in

-

an

.

tt

h-

rtz

an
ne

ce

-

~B9! we obtain the transformation that allows us to bring t
dominantp components ofcI in coincidence withpI ; accord-
ingly the Hamiltonian matrix@in Eq. ~B2!# transforms as

D̃5@S21/2G#TD@S21/2G#. ~B10!

The above transformation is determined bypm orbitals
that are to be put in correspondence with the basis st
specified in Eq.~15!. Owing to Eq.~B5! it is easy to establish
how the pm’s vary in time along a trajectoryR(t)
5(vt,Y,Z). We have

R5
1

Rr S 2Zvt 2ZY r2
t

utu

YR 2vtR 0

vtr Yr Zr

D , ~B11!

whereR5uRu, r5A(vt)21Y2. Accordingly, we have

Umn5 K pmU ]

]t UpnL , ~B12!

U5R
dRT

dt
, ~B13!

and thus

U5
v

~Rr!2 S 0 ZYR 2Zuvtur

2ZYR 0 2Y~vt !2

Zuvtur Y~vt !2 0
D . ~B14!

From this result theT matrix appearing in Eq.~17! is

T5SU 0

0 UD . ~B15!
.
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27L. Hägg, C. O. Reinhold, and J. Burgdo¨rfer, Nucl. Instrum. Meth-
ods Phys. Res. B125, 133 ~1997!.

28A. Mertens, C. Auth, H. Winter, and A. Borisov, Phys. Rev.
55, R846~1997!.

29A. G. Borisov, V. Sidis, and H. Winter, Phys. Rev. Lett.77, 1893
~1996!.

30A. B. Kunz, Phys. Rev. B12, 5890~1975!.
31A. Zunger and A. J. Freeman, Phys. Rev. B16, 2901~1977!.
32H. Tatewaki and E. Miyoshi, Surf. Sci.327, 129 ~1995!.
33G. K. Wertheim, J. E. Rowe, D. N. E. Buchanan, and P. H. Citr

Phys. Rev. B51, 13 675~1995!.
34N. F. Mott and M. J. Littleton, Trans. Faraday Soc.34, 485

~1938!.
35G. D. Mahan, Phys. Rev. B21, 4791~1980!.
36C. Auth,Wechsclwirkung von Atomen und Ionen mit Metall- u

Isolatoroberflachen bei der Streifenden Streung~Shaker Verlag,
Aachen, 1996!.

37N. Lorente, J. Merino, F. Flores, and M. Yu. Gusev, Nucl. I
strum. Methods Phys. Res. B125, 277 ~1997!.

38H. Winter, J. Phys.: Condens. Matter8, 10 149~1996!.
39V. Sidis, Adv. Chem. Phys.82, 135 ~1992!.
40L. R. Kahn, P. Baybutt, and D. G. Truhlar, J. Chem. Phys.65,

3826 ~1976!. See also Ref. 44.
41M. Dupuis, J. D. Watts, H. O. Villar, and G. J. B. Hurst, Compu

Phys. Commun.52, 415 ~1989!.
42C. C. J. Roothaan, Rev. Mod. Phys.23, 69 ~1951!.
,

43R. Poirier, R. Kari, and I. G. Csizmadia,Handbook of Gaussian
Basis Sets, Physical Sciences Data Vol. 24~Elsevier, New York,
1985!.

44W. R. Wadt and P. J. Hay, J. Chem. Phys.82, 284 ~1985!.
45See, e.g., R. McWeeny and B. T. Sutcliffe,Methods of Molecular

Quantum Mechanics~Academic, London, 1989!.
46T. Koopmans, Physica’s Grav.1, 104 ~1933!.
47D. S. Gemmell, Rev. Mod. Phys.46, 129 ~1974!.
48J. F. Ziegler, J. P. Biersack, and U. Littmark,The Stopping and

Range of Ions in Solids~Pergamon, New York, 1985!.
49D. M. Goodstein, R. L. McEachern, and B. H. Cooper, Phys. R

B 39, 13 129~1989!.
50C. A. DiRubio, R. L. McEachern, J. G. McLean, and B. H. Co

per, Phys. Rev. B54, 8862~1996!.
51R. Pfandzelter, F. Sto¨lzle, H. Sakai, and Y. H. Ohtsuki, Nucl

Instrum. Methods Phys. Res. B83, 469 ~1993!.
52Yu. N. Demkov, Sov. Phys. JETP18, 138 ~1964!.
53E. E. Nikitin, Discuss. Faraday Soc.33, 14 ~1962!; E. E. Nikitin,

Adv. Quantum Chem.5, 33 ~1970!; E. E. Nikitin and S. Ya
Umanski,Theory of Slow Atomic Collisions, Springer Series in
Chemical Physics Vol. 30~Springer-Verlag, Berlin, 1984!.

54L. D. Landau, Phys. Z. Sowjetunion2, 464 ~1932!; C. Zener,
Proc. R. Soc. London, Ser. A137, 696 ~1932!.

55J. R. Tessman and A. H. Kahn, Phys. Rev.92, 890 ~1953!.
56E. C. G. Stueckelberg, Helv. Phys. Acta5, 369 ~1932!.
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