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O/Ni„111…: Lateral interactions and binding-energy difference between fcc and hcp sites

C. Schwennicke and H. Pfnu¨r
Institut für Festkörperphysik, Universita¨t Hannover, Appelstraße 2, D-30167 Hannover, Germany

~Received 25 February 1997!

Based on low-energy electron diffraction structural investigations of ordered and disordered phases of
O/Ni~111! that show that occupation of both fcc and hcp sites can be forced either by thermal activation or by
coverage, the lateral interactions and the binding-energy difference of fcc and hcp sites are redetermined for
this system by simulating the phase diagram with Monte Carlo simulations, concentrating on the coverage
range between 0.25 and 0.33 ML. From a comparison of the temperature dependence of the occupation
probability of fcc and hcp sites in experiment and simulations, the difference in binding energy between fcc
and hcp sites is determined to be 46 meV. Using a minimum set of five pairwise lateral interactions, the
experimental phase diagram in the investigated coverage range is reproduced in detail. Even the complex
diffraction patterns experimentally observed in the domain-wall phase are well reproduced in the simulations.
We show in particular that this phase is only stabilized by entropy. Critical properties of thep(232) order-
disorder transition are discussed briefly.@S0163-1829~97!03540-6#
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I. INTRODUCTION

The lateral interactions between adsorbed atoms on
surface as well as the binding-energy difference between
ferent adsorption sites determine the existence and the
stability of two-dimensional adsorbed phases and are th
fore of great importance. Direct measurements of lateral
teractions, however, have been possible for only a few
amples using microscopic techniques such as field
microscopy1 or scanning tunneling microscopy.2 In these ex-
periments the distribution of distances between the inter
ing species such as adatoms on metal surfaces1 or charged
vacancies in compound semiconductors2 is analyzed. These
techniques, however, are limited to systems where the t
cal frequency of site changes is small compared to the
acquisition time. Single light adsorbate atoms on metal s
faces are often highly mobile in thermal equilibrium, maki
these techniques not suitable to determine lateral inte
tions.

The information about the microscopic lateral interactio
is also contained in macroscopic thermodynamical prop
ties, e.g., in the phase diagram. The phase diagram of
dimensional chemisorbed systems~i.e., systems with negli-
gible vapor pressure! contains information about th
sequence of ordered phases as a function of concentr
and about their thermal stability. Since for most practica
relevant systems the equation of state cannot be solved
lytically, the information about the~effective! lateral interac-
tions is only available by model calculations. These calcu
tions need as input the symmetry and the number
accessible sites per unit cell, properties that have to be
termined experimentally.

For a number of adsorbate systems, in which site-spe
adsorption occurs~lattice gas! and the lateral interactions ar
dominated by short-range interactions, the simulation of
phase diagram has been shown to allow an estimate of la
interactions.3 Even a relatively complex phase diagram c
be simulated by just a single free parameter, i.e., a pair
teraction, in the case of only one type of adsorption site
560163-1829/97/56~16!/10558~9!/$10.00
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demonstrated recently for the system S/Ru~0001! at low
coverages.4 For more complex systems where different a
sorption sites are occupied, additional geometrical inform
tion as a function of temperature turns out to be essen
since the phase diagram alone usually does not con
enough information to determine interaction parameters r
ably.

O/Ni~111! is not only an almost classical system, o
which a number of basic exploratory studies have been
ried out in the past, including studies of the phase diagra5

lateral interactions,6 geometry of various phases,7,8 and criti-
cal phenomena.9–11 In particular the latter investigations ar
still controversial, but we will not focus on them in thi
paper. Some of these studies have been carried out on
basis of an incomplete knowledge of the structure. The
fore, it seemed to be useful to reanalyze this system. M
structural studies of this system have been carried out in
recent past, including the analysis of thermally disorde
layers. At a coverage of 0.25 monolayer~ML ! our low-
energy electron diffraction~LEED! analysis showed that th
occupation of the hcp site can be thermally activated clos
and above the order-disorder phase transition.12 At higher
coverages it is possible to occupy hcp sites even in a s
disordered phase at low temperatures,13 whereas in the long-
range-orderedp(232) and ()3))R30° structures only
fcc sites are occupied.7,8

In this paper we extend the analysis of the phase diag
by Monte Carlo simulations to the recent structural d
available from experiment. We will show that the addition
structural information from our LEED studies of the diso
dered phases of O/Ni~111! helps to overcome some ambigu
ities in the determination of interaction parameters for suc
comparatively complex adsorption system. For example,
will show that the binding-energy difference between fcc a
hcp sites can be accurately determined by comparing
temperature dependence of occupation probabilities of
and hcp sites in simulation and experiment.

The outline of the paper is the following. We will firs
describe the lattice-gas model we used in the simulatio
10 558 © 1997 The American Physical Society
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56 10 559O/Ni~111!: LATERAL INTERACTIONS AND . . .
Next, the determination of interaction energies by a fit to
experimental data is presented, which is the main subjec
this paper. The experimental inputs used are the phase
gram itself as well as the data from the detailed LEED str
tural analyses. Finally, we will briefly describe the investig
tion of the critical properties of the order-disorder pha
transition of thep(232) structure.

II. MODEL

In order to simulate the thermodynamic properties of
Ni~111! at coverages above 0.25 ML one has to take i
account that fcc and hcp sites are occupied. Theref
Monte Carlo simulations were performed on a honeyco
lattice containing two adsorption sites per unit mesh. T
minimum number of necessary interactions that has to
used in a lattice-gas model is determined by the structu
that occur in the experiment. Two long range-ordered str
tures, ap(232) and a ()3))R30° structure, have bee
found for O/Ni~111!. Therefore, we included all pair interac
tions into the simulations corresponding to distances<2a,
where a52.49 Å is the nearest-neighbor distance on
Ni~111! surface. Figure 1 shows all lateral interactionse1 to
e6 included in our lattice-gas model. In order to find th
simplest possible model that describes the experimentally
termined phase diagram, we assumed that pairwise inte
tions depend only on the distance between the adsorbat
oms, but not on the binding sites. Furthern-particle
interactions (n>3) not considered in our model turn out
be unnecessary. Since oxygen adsorbs exclusively on
sites in the well-orderedp(232) and ()3))R30° struc-
tures at low temperatures,7,8 a finite binding-energy differ-
enceh between fcc and hcp sites was included in the sim
lations. The Hamiltonian of the lattice-gas model is theref
given by

H5e1(
NN

cicj1•••1e6 (
NNNNNNN

cicj1h(
hcp

ci , ~1!

whereci50,1 is the occupation number of the lattice sitei
and the sums are taken over nearest-neighbor~NN! pairs,
next-nearest-neighbor~NNN! pairs, etc. The same mode
Hamiltonian was used in Ref. 6.

The interactione1 corresponds to a very small distan
between adsorbate atoms that would result in a large ove
of atomic wave functions. The necessary activation energ
occupy this distance makes its occurrence highly unlike

FIG. 1. Pair interactions included in the Hamiltonian of Eq.~1!.
Black-filled circles are adsorbate atoms in fcc sites, gray-fil
circles atoms in hcp sites. Pair interactions between two atom
hcp sites were assumed to be identical to the corresponding i
actions between atoms in fcc sites.
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Therefore, this distance was excluded in the simulations.
interaction e2 was set to 1 and defines the energy sca
Absolute energies can be determined in the final step
comparing experimental and simulated transition tempe
tures of the order-disorder phase transition of thep(232)
structure. The remaining interactions as well as the bindi
energy difference of fcc and hcp sites were fitted to exp
mental data.

All simulations were done at constant coverage, i.e., K
wasaki kinetics was used.14 Each Monte Carlo step~MCS!
includes a test of a site change at each lattice site. Lat
sites were selected using a checkerboard algorithm. The
tice used in the simulations had a rectangular shape con
ing 2N3N lattice sites~N3N for each type of adsorption
site! with periodic boundary conditions in thex andy direc-
tions. For the simulation of the phase diagram a lattice
96348 lattice sites was used. The surface was initializ
randomly. About 105 MCS per data point were usually su
ficient to study the phase diagram if critical properties of t
phase transitions were not analyzed.

III. PHASE DIAGRAM

The phase diagram of O/Ni~111! was experimentally in-
vestigated by Kortan and Park5 and could be well reproduce
by Voges.15 For easier comparison with the results of t
simulation, we show our data in Fig. 2. At low temperatur
a coexistence of lattice gas and ofp(232) islands at cover-
ages below 0.25 ML exists, which ends at the high-cover
side at the phase boundary to a homogeneous long-ra
orderedp(232) phase that is stable at coverages close
0.25 ML. At coveragesQ.0.27 ML a domain wall phase
has been observed that is characterized by a broadenin
(1/2,0) and a splitting of (1/2,1/2) diffraction spots. At eve
higher coverages of about 0.33 ML a well-order
()3))R30° structure was found in the experiment. Als
a small coexistence region of ()3))R30° and the domain
wall structure was found, in agreement with Ref. 5. As me
tioned, only fcc sites are occupied in the well-order
p(232) and ()3))R30° structures at low

d
in
er-

FIG. 2. Experimental phase diagram of the system O/Ni~111!.
The data points mark the measured transition temperatures for
ous coverages and phases. Phase boundaries are marked by
lines as far as measured, whereas dotted lines indicate nece
continuations, which are not quantitative.
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10 560 56C. SCHWENNICKE AND H. PFNU¨ R
temperatures.7,8 However, the occupation of hcp sites can
activated at temperatures close to and above the or
disorder phase transition at the ideal coverage of
p(232) structure.12

At the intermediate coverage of 0.3 ML our own resu
show12 that fcc and hcp sites are occupied even at rather
temperatures. This, however, is most likely not the grou
state~see below!. After an explicit determination of the sit
occupation probability of hcp and fcc sites in this phase a
the analysis of relative phases between these sites,13 the com-
plex diffraction patterns observed in the experiment could
well reproduced if we assumed a random network of cha
teristic domain walls on the surface at this coverage. A s
plified and idealized one-dimensional model of the doma
wall structure is shown in Fig. 3 for different coverages.
seen in Fig. 3, thep(232) domains with only fcc site occu
pation are separated by straight domain walls in which
sites are occupied. As the coverage is increased from 1/
1/3, the density of domain walls and therefore the fraction
adsorbate atoms in hcp sites increase. Experimentall
()3))R30° structure is formed at coverages abo
'0.31 ML and temperatures below 300 K. The saturat
density of domain walls at a coverage of 1/3 can only
observed in the experiment at temperatures above 300 K,
in the disordered state. Parallel to the domain walls,
p(232) distance between adsorbate atoms is maintained

FIG. 3. One-dimensional model of the domain walls observ
for O/Ni~111! at coveragesQ.0.25 ML. p(232) domains with
oxygen atoms in fcc sites~black-filled circles! are separated by
rows of single-atom width with hcp sites~gray-filled circles! occu-
pied. The coverages are~a! Q52/7 (w51/3), ~b! Q53/10
(w51/2), and~c! Q51/3 (w51). Note that the domain-wall struc
ture was only observed up to a coverage of about 0.31 ML in
experiment at low temperatures.
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atoms in both fcc and hcp sites. The necessary compres
at higher coverages is achieved by a smaller distance
tween adsorbate atoms perpendicular to the domain w
Comparing our hard-ball model with Fig. 1, the interacti
energiese4 and e6 and the binding-energy differenceh de-
termine the ground-state energy of such a domain-wall st
ture. The energetic ground-state energy per atom of the
deredp(232) and ()3))R30° phases is simply given b
3e6 and 3e5 , respectively.

In order to determine the energetic parameters that
able to describe the full phase diagram of O/Ni~111!, we
successively determined the possible range of the diffe
interaction energies. As just mentioned,e1 was set to infinity
ande251 defines the energy scale. The distance correspo
ing to the interactione3 does not occur in the energet
ground state at any coverage. Thuse3 has an influence only
on the thermal stability of the different phases, but not on
sequence of phases occurring in the energetic ground sta
a function of coverage. It turned out that the critical tempe
tures of thep(232) and the ()3))R30° phase can be
adjusted by a variation of the other interaction energies
well, so we chose a value of 2/3e2 for the interaction energy
e3 and did not further vary this value. This value guarante
the monotonic decay of interaction energies as a function
the distance between adsorbate atoms. Nevertheless, w
still able to provide a lower bound for the value ofe3 , which
will be derived later in this section. The remaining para
eters e4 , e5 , e6 , and h, however, have to fulfill severa
conditions in order to reproduce the experimentally obser
sequence of phases at low temperatures, which will be
rived in the following.

We will first consider the condition for the existence
the orderedp(232) and ()3))R30° phases. As shown
by LEED structural analyses, only fcc sites are occupied
these structures at low temperatures. Even if only a sin
type of threefold hollow site is occupied competing phas
can occur. For example, for the system O/Ru~0001!, a
p(232) and ap(231) but no ()3))R30° structure has
been found.16 It can be easily shown that the condition fo
the existence of a ()3))R30° structure in the energeti
ground state is given by

e5,0.2e21
6

5
e6 ; ~2!

otherwise a coexistence of ap(232) and ap(231) phase is
energetically more favorable than a ()3))R30° structure
at a coverage of 1/3 ML.16 The value ofe5 is actually further
restricted to a value close to 0.1e2 by the stability of these
two phases, i.e., by the ratio of maximum transition tempe
tures betweenp(232) and ()3))R30° phases, which is
1.4 in the experiment.

In order to derive the ground-state energy for the dom
wall structure occurring at coverages higher than 0.25 ML
a function of coverage, we restricted the calculations to
one-dimensional domain-wall model in Fig. 3. However, t
simulation of the complex diffraction pattern that was o
served at this coverage required the random distribution
these domain walls on the surface as well as their simu
neous orientation along all three possible crystallograp
orientations.13 This model thus neglects wall crossing ene

d

e



ain
e
n

on
, a
ls
va

ba
gy
s
s

n

f

n
e
d-
ag

r
rn

c-
un
a

g

nd
in

ow-
be
are
the

me
em-
ions
eri-

ase

-
tal

r of

hat
al

ov-
e
on-

la-
-

ddi-
a-
hcp
rob-
the
ere

s a

a-

n
m-
for
re-
was

ent
fcc
red

56 10 561O/Ni~111!: LATERAL INTERACTIONS AND . . .
gies as well as contributions from end points of dom
walls. However, we will show below that the coverage d
pendence of the energy derived for the one-dimensio
domain-wall model describes the data from the simulati
very well. In addition, and in agreement with experiment
random two-dimensional network of domain walls was a
observed in the simulations using the best-fit parameter
ues, as described below.

The easiest way to calculate the energy per adsor
atome for the domain-wall structure is to sum up all ener
contributions from the atoms within the pseudo unit me
shown in Fig. 3~b!. Let 1/w be the average number of row
with fcc site occupation between two domain walls.w can
therefore be interpreted as the density of domain walls.w50
corresponds to the orderedp(232) structure with oxygen
on fcc sites andw51 to the maximum density of domai
walls at a coverage of 1/3 MD@Fig. 3~c!# with equal occu-
pation of fcc and hcp sites. The coverage as a function ow
is given by

Q5
w11

2~w12!
. ~3!

For the energy per adsorbate atomeDW of the domain-wall
structure one gets

eDW~w!5
w

11w Fh13e41S 3

w
21De6G . ~4!

Using Eq.~3!, Eq. ~4! can be rewritten as

eDW~Q!5~h13e4!S 22
1

2Q D1S 2

Q
25De6 . ~5!

At a coverage of 1/3, a ()3))R30° phase is observed i
the experimental phase diagram at low temperatures. Th
fore, the ()3))R30° structure must have a lower groun
state energy than the domain-wall phase at this cover
This leads to

h13e412e6.6e5 . ~6!

On the other hand, the domain-wall structure should occu
coverages between 0.25 and 0.30 ML instead of the alte
tive, a coexistence of p(232) and ()3))R30°
structures.4,17 In order to calculate the condition for the o
currence of the domain-wall phase in the energetic gro
state the ground-state energies of the domain-wall phase
the coexistence of thep(232) and the ()3))R30° phase
must be compared. The latter is given by

emix~Q!56e5S 22
1

2Q D1e6S 3

Q
29D . ~7!

In order to stabilize the domain-wall structure at a covera
above 0.25 ML

deDW

dQ
,

demix

dQ
~8!

has to be fulfilled since

eDWS Q5
1

4D5emixS Q5
1

4D . ~9!
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Inserting Eqs.~5! and ~7! into Eq. ~8! leads to

h13e412e6,6e5 . ~10!

Obviously, Eqs.~6! and~10! cannot both be fulfilled at zero
temperature, i.e., it is not possible to stabilize the grou
states of the one-dimensional domain-wall phase shown
Fig. 3 at coveragesQ.0.25 and a ()3))R30° phase at a
coverage of 1/3 simultaneously. This does not mean, h
ever, that the model fails or that more interactions have to
taken into account, since both experiment and simulation
carried out at finite temperatures. The entropy gain of
domain-wall phase compared to the coexistence ofp(232)
and ()3))R30° phases can therefore lead to the sa
sequence of phases as found in the experiment at low t
peratures. This seems to be the reason why our simulat
using the model given above actually reproduces the exp
mentally observed sequence of phases, ap(232) phase, the
domain-wall phase, a coexistence of the domain-wall ph
with a ()3))R30° phase, and the pure ()3))R30°
phase, even at the lowest accessible temperatures.

Relations~2! and ~6! define exact conditions for the pos
sible range of interactions. It turned out that the experimen
phase diagram can be reproduced withe650 at coverages
between 0.25 and 0.333 ML. In order to keep the numbe
free parameters as small as possible, we sete6 to zero. To
reproduce the experimentally observedp(232) islands at
low coverages a weak attractive interactione6 is necessary.
Estimates from simulations using a similar model show t
e6<0.04e2 would suffice to reproduce the experiment
phase diagram completely. This small contribution ofe6
would also slightly reducee5 @see Eqs.~2! and ~6!#, but
would not change the topology of the phase diagram at c
eragesQ.0.25. Since we are primarily interested in th
coverage range between 0.25 and 0.333 ML, we did not c
sider this small attractive interaction. Explicit test calcu
tions atT50.04e2 /k ande650 showed that the experimen
tally observed sequence of phases is still observed ifh13e4
exceeds 6e5 by less than 20%.

The remaining three parameters can be fitted using a
tional experimental information. It turned out in the simul
tions that the binding-energy difference between fcc and
sites can be determined by comparing the occupation p
abilities of fcc and hcp sites at the ideal coverage of
p(232) phase with the experimental values. These w
determined very recently by analyzing LEEDI (E) curves.12

In Fig. 4 the variation of these occupation probabilities a
function of the reduced temperature (T2Tc)/Tc is shown for
different values of the binding-energy differenceh. In these
simulations,e5 was set to 0.12e2 , a value that not only ful-
fills Eq. ~2!, but also allows an optimal fit of the phase di
gram.e4 was set to a value slightly larger than 2e52h/3 ~see
above!. Both in experiment and in the simulations a
S-shaped curve with a maximum slope at the critical te
perature of the order-disorder phase transition was found
the occupation probabilities. With the other parameters p
set as described, the best agreement with experiment
achieved for a value ofh50.17e2 . Note that well below the
critical temperature only fcc sites are occupied independ
of the value of the binding-energy difference between
and hcp sites. Therefore, a structural analysis of the orde
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10 562 56C. SCHWENNICKE AND H. PFNU¨ R
layer does not contain any information about the bindin
energy difference of different adsorption sites. Finally,e5
ande4 were optimized by fitting the relative critical temper
tures of thep(232) and the ()3))R30° structure and
simultaneously reproducing the correct coverage depend
of observed phases at low temperatures. For given value
h ande5 , e4 is almost completely determined by the cond
tion that the domain-wall structure must occur at covera
larger than 0.25 and the ()3))R30° structure at a cover
age of 1/3. For instance, fore550.12e2 andh50.17e2 , we
found the coexistence ofp(232) and ()3))R30° phases
for e4.0.25e2 and no ()3))R30° structure for
e4,2e52h/350.183e2 , as obvious from Eq.~6!. This lim-
its the allowed range ofe4 to the intervale450.21e2615%.

Finally, we will briefly discuss the allowed range for th
interactione3 in order to maintain the topology of the pha
diagram. A lower bound fore3 can be derived from the
condition that a ()3))R30° structure exists at a coverag
of 1/3. As an alternative configuration, we could cover t
surface with ap(232) structure in fcc sites and add exce
atoms randomly on hcp sites in the center of thep(232)
unit cells. In this structure, every hcp atom produces th
pairs of adatoms with a distance corresponding to the in
actione3 . For the casee650, the energy per adsorbate ato
of this structure is given by

e5
3

4
e31

h

4
. ~11!

Since the energy of the ()3))R30° structure must be
lower at this coverage, we get a lower bound for the inter
tion e3 :

e3.4e52h/3. ~12!

Using the best-fit values~e550.12 andh50.17!, we see that
the assumed value of 0.66e2 is well above the lowest pos
sible value of 0.43e2 given by Eq.~12!.

The best fit to the phase diagram was finally achiev
with the values given in Table I. Absolute energies given
eV are calculated by comparing the critical temperature

FIG. 4. Coverage of adsorbate atoms in fcc and hcp sites
function of the reduced temperature (T2Tc)/Tc . Lines are data
from simulations assuming a different binding-energy difference
fcc and hcp sites. Filled circles are experimental data. For det
see the text.
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the order-disorder phase transition of thep(232) structure,
kTc50.141e2 , with the experimental valueTc5440 K. The
final simulated phase diagram is shown in Fig. 5. In addit
to the structures found in the simulation, a coexistence of
p(232) and the ()3))R30° structure postulated by th
ground-state calculations described above is shown s
matically at very low temperatures.

IV. TEST OF GEOMETRIC CONFIGURATIONS

For the simulation to be trustworthy, not only must th
phase diagram be reproduced, but also all experiment
known structural details should agree with experiment. T
most sensitive range with respect to structural change
again the coverage range between 0.25 and 0.33. In the
lowing, we will show that also the structural details obtain
from the simulation, with the parameters optimized as
scribed above, are in good agreement with our experime
results. This comprises, in particular, the structure with o
short-range-ordered domain walls. As we will show, th
structure is in fact only stabilized by entropy. In Fig. 6 th
simulated diffraction pattern at a coverage of 0.31 ML
compared with the experimental pattern measured at an e

a

f
ls,

TABLE I. Final result for the interaction energies used for t
simulation of the phase diagram in Fig. 5.

Interaction Energyei /e2 Energy~eV!

e1 `

e2 1.000 0.270
e3 0.667 0.180
e4 0.210 0.057
e5 0.120 0.032
e6 0.000 0.000
h 0.170 0.046

FIG. 5. Simulated phase diagram using the parameter se
Table I. Filled circles are data from the simulation. The solid lin
connect the data points and serve as a guide to the eye. On
dashed lines, the sequence of ordered phases was checked, b
exact temperature dependence was not determined. Coexisten
thep(232) and the ()3))R30° phases was postulated from th
ground-state calculations, but was not observed in the simulat
for this parameter set at temperatureskT.0.05e2 .
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56 10 563O/Ni~111!: LATERAL INTERACTIONS AND . . .
tron energy of 45 eV. The characteristic features of the
perimental diffraction pattern are well reproduced. The ch
acteristic shape of the (1/2,0) spot and the streaky s
(1/2,1/2) spot can be observed in both simulation and exp
ment. However, the splitting of the (1/2,1/2) spot is larger
the experimental diffraction pattern, most likely due to
small error in the experimental coverage determination.
agreement with the experimental phase diagram, also a
existence of the ()3))R30° phase and the domain-wa
structure was found in the experiment at a coverage of ab

FIG. 6. Left image: experimental diffraction pattern of O
Ni~111! at a coverage of about 0.31 ML and an electron energy
45 eV. Right image: simulated diffraction pattern at a coverage
0.31 ML and a temperaturekT50.08.
-
r-
lit
ri-

n
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ut

0.32 ML. The corresponding simulated diffraction pattern
shown in Fig. 7. In addition to the characteristic diffractio
pattern of the domain-wall structure, diffraction spots of t
()3))R30° structure can be clearly seen.

In our LEED study,13 we have shown that the diffractio
pattern of Fig. 6 can be produced by a surface contain
p(232) domains with oxygen adsorbed in fcc sites that
separated by a random distribution of domain walls in wh
hcp sites are occupied. In the LEED analysis, the type
domain walls were identified as those shown in Fig. 3. It
interesting to see whether these domain walls also occu
the Monte Carlo simulations. A typical snapshot of the s
face at a coverage of 0.28 ML using a very small system s
~24312 sites! is shown in Fig. 8. A large part of the surfac
is covered byp(232) domains with oxygen atoms in fc
sites. Thesep(232) domains are separated by domain wa
in which the hcp site is occupied. The width of the doma
walls is always only a single atomic row. It can be furth
seen that different domain walls are aligned along differ
directions simultaneously. This observation is also in agr
ment with the experiment since the experimental diffract
pattern can only be explained by a random distribution
domain walls aligned along all possible crystallographic
rections on the surface. The observation of the local surf
structure also corroborates the restriction to the o
dimensional~1D! model used to calculate the ground-sta
energies of competing phases. In order to judge the qua
tative agreement between the analytic calculations for the
domain-wall model and the simulations, the ground-st
properties of the domain-wall model are compared
the simulations at relatively low temperature
(T50.07e2 /k5220 K). Figure 9 shows the relative cove
age in fcc and hcp sites as a function of the total covera
The lines are the analytic expressions for the domain-w
model given by

f
f

FIG. 7. Simulated diffraction pattern at a coverage of 0.32 M
and a temperaturekT50.07. A coexistence of the ()3))R30°
phase and the domain-wall structure can be observed.
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Q fcc

Q
5

1

2Q
21

Qhcp

Q
512

Q fcc

Q
. ~13!

The agreement is obviously very good for the coverages
low 0.3. Deviations from the analytic prediction are due
the formation of local regions with ()3))R30° periodic-
ity. In these regions only fcc sites are occupied, which ob
ously reduces the relative coverage in hcp sites.

Since the domain walls are not perfectly straight and a
have end points with a different local structure than with
the domain walls, the contributions of these terms to the t
energy is difficult to estimate. Therefore, also the simula
energy per adsorbate atom as a function of coverage
compared with the ground-state energy of the 1D doma
wall model given by Eq.~5!. The data from the simulation
together with the analytic prediction are shown in Fig. 1
Up to a coverage of about 0.31 ML the simulated energ
are slightly larger, showing a small energy increase due

FIG. 8. Typical snapshot of the simulated surface at a cover
of 0.28 ML using a system size of 24312 sites.p(232) domains
with oxygen in fcc sites~black-filled circles! are separated by a
random distribution of domain walls in which hcp sites~gray-filled
circles! are occupied. The domain walls are shown as dashed li

FIG. 9. Relative coverageQ fcc /Q (Qhcp/Q) in fcc ~hcp! sites
as a function of coverageQ. Filled circles are data from the simu
lations at a temperaturekT50.07e2 , the solid line is the prediction
from the one-dimensional domain-wall model in Fig. 3.
e-

i-

o

al
d
as
-

.
s
to

meandering of domain walls and end-point contributions.
higher coverages the formation of ()3))R30° regions in
coexistence with the domain-wall structure apparently lo
ers the energy. The analytic expression for the coexistenc
p(232) and ()3))R30° structures is also shown in th
figure. According to the analytic calculations describ
above, the ground-state energy for the coexistence of th
two phases is always smaller than that of the domain-w
structure. Hence these data show clearly that the formatio
the domain walls in thermal equilibrium is due to the e
tropic gain of the domain-wall structure compared to t
coexistence of the two well-ordered structures even at t
peratures as low as 220 K. Summarizing this section,
short-range-ordered domain-wall phase exists only as a t
mally activated phase in this system, the ground state be
either the coexistence ofp(232) and ()3))R30° phases
or the pure ()3))R30° phase. Nevertheless, also
structure on average is well described by the model p
sented above, which contains only repulsive pairwise in
actions, as tested by calculating the structure factor of
phase and comparing it with experiment under various c
ditions.

V. DISCUSSION

Although still not free of ambiguities even within th
lattice-gas model, our detailed optimization of the lateral
teractions between oxygen atoms on the Ni~111! surface
yields several remarkable results. First, it is obviously p
sible to get a fully satisfying fit to the experimental pha
diagram in this system up to the maximum density of 0.33
use of coverage-independent pairwise interactions with
inclusion of n-particle (n>3) interactions. Invoking the
equivalence of coverage-dependent geometrical relaxat
and three- or more-particle interactions,18 these relaxations
must be small, in agreement with the findings in structu
investigations of the purep(232),7 ()3))R30°,8 and
short-range-ordered domain-wall phase.13 These findings

e

s.

FIG. 10. Energy per adsorbate atomE/N as a function of cov-
erage. Filled circles are data from the simulations at a tempera
kT50.07e2 , the solid line is calculated for the one-dimension
domain wall model@Eq. ~5!#. The dashed line shows the covera
dependence of the energy per adsorbate atomE/N for the coexist-
ence ofp(232) and ()3))R30° phases calculated from Eq
~7!.
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also agree with other systems of atomic adsorbates in
low-coverage range, for which the phase diagram, the lat
interactions, and the geometric structure have been inv
gated in more detail, e.g., O~Refs. 16, 19, and 20! and
S/Ru~0001!.4,21 Up to coverages between 0.33@S/Ru~0001!#
and 0.5, they also can be described by only pairwise inte
tions, which are independent of coverage. Correspondin
the changes of the local geometry as a function of cover
were found to be smaller than 0.1 Å in these cases.
model Hamiltonian~1! already used in the Monte Carl
simulations to the same system by Roelofset al.6 thus gets
its justifications by the geometrical information not availab
at that time.

Second, the detailed structural information now availa
also allowed us to check the quality of the fit by investigati
in detail the agreement between experimental data and s
lation for the domain wall phase, a question not addresse
the earlier study. Thus, although the interaction energ
used in Ref. 6 are in the same range as ours, it turns out
by considering Eqs.~6!–~10! the parameter set used in Ref.
cannot correctly reproduce the short-range-ordered dom
wall phase. In addition, the information about site occupat
probabilities allows a determination of the difference bindi
energiesh. This difference was determined close to t
order-disorder transition of the low-coveragep(232) phase.
It is clear from the above description thath depends also
mainly one4 ande5 , which are, however, restricted by Eq
~6! and~10!, by the best fit of the phase diagram and by t
correct sequence of ordered phases. The remaining vari
ity limits the accuracy of our best fit to about 20% within th
given model, not taking into account the uncertainty due
e3 , which was not varied systematically. The use of ad
tional experimental information, therefore, was crucial to
move some of the ambiguities and to obtain more accu
estimates for the lateral interactions and the binding diff
ence of fcc and hcp sites.

The value of around 50 meV obtained from the fit to t
data ~see Fig. 4! is about one order of magnitude small
than the binding-energy difference between fcc and hcp s
calculated from first principles for O/Ru~0001! ~Refs. 22 and
23! at a coverage of 0.25 ML.@On the Ru~0001! surface, the
hcp site is energetically more favorable according to
common trend that oxygen preferentially adsorbs on the
an additional metal layer would occupy.24# This large differ-
ence seems to be reasonable since oxygen even occ
nearest-neighbor sites on Ru~0001! without fcc site
occupation.19 The formation of the domain-wall structur
and the possibility of a thermally activated occupation of
energetically less favorable site is therefore a clear indica
of a very small binding-energy difference between the t
competing threefold hollow sites. A more quantitative co
parison with calculations from first principles would ce
tainly be very informative. This comparison could be e
tended to the lateral interactions. It is worth noting that th
decrease as a function of distance in our case follows clo
an exponential. A reversal of sign occurs at a distance o
lattice constants (e6), but our accuracy is not sufficient t
see any indication for oscillatory behavior at larger distan
or to determine the behavior at large distances, for wh
predictions exist.25

Third, the comparison of ground-state energies of
he
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domain-wall phase~both in the model and in the simulation!
with the competing ordered phases revealed not only that
experimentally observed sequence of phases as a functio
coverage are observed in a very small area in the param
space, but that the ground-state should always phase s
rate. No experiment has been done at sufficiently low te
peratures to confirm this prediction. It might also be hard
verify due to low mobilities of the adsorbate and consequ
incomplete demixing.

The critical properties of the order-disorder phase tran
tion of the p(232) phase is still somewhat controversi
since the three investigations published9–11 yielded three dif-
ferent results, while there is no doubt about t
()3))R30° transition to be first order in this system. Tw
of them9,11 claim the transition to be continuous, althoug
with different critical exponents~exponents close to the Isin
class9 and four-state Potts exponents,11 respectively!. In the
third study10 a transition was found that was weakly fir
order. While these different results can be caused by
influence of impurities and other defects,26–28 a conclusive
reason for these discrepancies has not been given at pre
Even the results with the ‘‘expected’’ four-state Potts exp
nents might be questionable because of the abnormally
Debye temperature used in this evaluation of critical ex
nents, which is at variance with optimizations of the Deb
temperature in LEED analyses of the thermally disorde
system.13

We have carried out simulations of the critical propert
of this phase transition with the parameter set optimized
described above~i.e., with e650!.29 Up to 106 MC sweeps
were used and the system size varied between 24348 and
603120 lattice sites. The results show that the transition
indeed no longer continuous, but very weakly first ord
From the finite-size scaling analysis we obtained values
a/n51.16 andg/n51.90, which are still not far from the
values of the continuous four-state Potts transition~a/n51
andg/n51.75!. The value forg/n obtained from the simu-
lation, however, would also be compatible with 2, the val
for a first-order transition. The exponentn determined from
the shift ofTc as a function of system size both for data
the susceptibility and of the specific heat was 0.5360.05,
which also points towards first order. Plots of the spec
heat and the susceptibility for the largest system size inv
tigated show crossover behavior for the data aboveTc with
effective exponents corresponding to first-order expone
close toTc , whereas the data belowTc ~outside the finite-
size regime! can be fitted best with exponentsa51 and
g52 over more than one order of magnitude in reduc
temperature. An indication for a weak first-order phase tr
sition is also the ratio of amplitudesx1 /x2 of the suscepti-
bility above and belowTc , respectively. Depending on tem
perature, values between 3 and 8 were obtained, far a
from the value of 40 derived from simulations of the fou
state Potts model.30 No pure power-law behavior was ob
served for the order parameter. On the other hand, plot
the energy per adatom still yield the value of the four-st
Potts class (a50.672).

From these results we conclude that, similar to our exp
mental results, we found a weak first-order phase transi
of the p(232) phase to disorder also in the simulation
There is still the open question, which was not investiga
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10 566 56C. SCHWENNICKE AND H. PFNU¨ R
in this context, whether this result holds for the whole pha
boundary of thep(232) phase. We cannot rule out, how
ever, the possibility of a critical end point at a coverage
0.25. The tendency towards first order will certainly be e
hanced by an attractive interactione6 so that the results o
Roelofs et al.,6 who found with their parameter sets on
first-order transitions, would be fully compatible with ou
findings. The fact that the system both in simulations and
the experiment is only marginally of first order makes
particularly interesting, but also susceptible to small dist
tions by imperfections, especially on the experimental sid

VI. CONCLUSION

Summarizing, we have, for a rather complicated adso
tion system O/Ni~111!, explored the possibility to make th
determination of lateral interactions by simulation of t
phase diagram more reliable by using extensively struct
.
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s.
e

f
-

n

-
.

-

al

data as additional experimental input. This allows, first of a
us to justify the use of a lattice-gas model and to determ
the symmetry and the number of adsorption sites. At
same time, the structural information from both experime
and simulation can be compared, which reduces the num
of free parameters in the model drastically. The compari
of critical properties turns out not to be easy in this syst
since the phase transition of thep(232) phase is only
weakly first order. Since the results of experiment and the
agree also in this respect, the lattice-gas model turns ou
be indeed fully satisfactory and consistent.
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