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O/Ni(111): Lateral interactions and binding-energy difference between fcc and hcp sites
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Based on low-energy electron diffraction structural investigations of ordered and disordered phases of
O/Ni(111) that show that occupation of both fcc and hcp sites can be forced either by thermal activation or by
coverage, the lateral interactions and the binding-energy difference of fcc and hcp sites are redetermined for
this system by simulating the phase diagram with Monte Carlo simulations, concentrating on the coverage
range between 0.25 and 0.33 ML. From a comparison of the temperature dependence of the occupation
probability of fcc and hcp sites in experiment and simulations, the difference in binding energy between fcc
and hcp sites is determined to be 46 meV. Using a minimum set of five pairwise lateral interactions, the
experimental phase diagram in the investigated coverage range is reproduced in detail. Even the complex
diffraction patterns experimentally observed in the domain-wall phase are well reproduced in the simulations.
We show in particular that this phase is only stabilized by entropy. Critical properties pf #he2) order-
disorder transition are discussed briefl$0163-18207)03540-9

I. INTRODUCTION demonstrated recently for the system S@R01) at low
coverage$. For more complex systems where different ad-
The lateral interactions between adsorbed atoms on thgorption sites are occupied, additional geometrical informa-
surface as well as the binding-energy difference between dition as a function of temperature turns out to be essential
ferent adsorption sites determine the existence and thermaince the phase diagram alone usually does not contain
stability of two-dimensional adsorbed phases and are there@nough information to determine interaction parameters reli-
fore of great importance. Direct measurements of lateral inably.
teractions, however, have been possible for only a few ex- O/Ni(111) is not only an almost classical system, on
amples using microscopic techniques such as field ionvhich a number of basic exploratory studies have been car-
microscopy or scanning tunneling microscopyn these ex-  ried out in the past, including studies of the phase diagram,
periments the distribution of distances between the interactateral interaction§,geometry of various phasé$§,and criti-
ing species such as adatoms on metal surfacesharged cal phenomend:*! In particular the latter investigations are
vacancies in compound semiconductdssanalyzed. These still controversial, but we will not focus on them in this
techniques, however, are limited to systems where the typipaper. Some of these studies have been carried out on the
cal frequency of site changes is small compared to the dataasis of an incomplete knowledge of the structure. There-
acquisition time. Single light adsorbate atoms on metal surfore, it seemed to be useful to reanalyze this system. Most
faces are often highly mobile in thermal equilibrium, making structural studies of this system have been carried out in the
these techniques not suitable to determine lateral interagecent past, including the analysis of thermally disordered
tions. layers. At a coverage of 0.25 monolayéviL) our low-
The information about the microscopic lateral interactionsenergy electron diffractiofLEED) analysis showed that the
is also contained in macroscopic thermodynamical propereccupation of the hcp site can be thermally activated close to
ties, e.g., in the phase diagram. The phase diagram of twand above the order-disorder phase transitfoAt higher
dimensional chemisorbed systelfi®., systems with negli- coverages it is possible to occupy hcp sites even in a static
gible vapor pressuje contains information about the disordered phase at low temperatut®ghereas in the long-
sequence of ordered phases as a function of concentratisange-orderecp(2x2) and §3xXv3)R30° structures only
and about their thermal stability. Since for most practicallyfcc sites are occupied®
relevant systems the equation of state cannot be solved ana- In this paper we extend the analysis of the phase diagram
lytically, the information about théeffective lateral interac- by Monte Carlo simulations to the recent structural data
tions is only available by model calculations. These calculaavailable from experiment. We will show that the additional
tions need as input the symmetry and the number ostructural information from our LEED studies of the disor-
accessible sites per unit cell, properties that have to be delered phases of O/Ni11) helps to overcome some ambigu-
termined experimentally. ities in the determination of interaction parameters for such a
For a number of adsorbate systems, in which site-specificomparatively complex adsorption system. For example, we
adsorption occurflattice gag and the lateral interactions are will show that the binding-energy difference between fcc and
dominated by short-range interactions, the simulation of thdnicp sites can be accurately determined by comparing the
phase diagram has been shown to allow an estimate of latertdmperature dependence of occupation probabilities of fcc
interactions’ Even a relatively complex phase diagram canand hcp sites in simulation and experiment.
be simulated by just a single free parameter, i.e., a pair in- The outline of the paper is the following. We will first
teraction, in the case of only one type of adsorption site, agescribe the lattice-gas model we used in the simulations.
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Next, the determination of interaction energies by a fit to the _ _
experimental data is presented, which is the main subject of FIG. 2. Experimental phase diagram of the system Q/N.
this paper. The experimental inputs used are the phase didbhe data points mark the measured transition temperatures for vari-
gram itself as well as the data from the detailed LEED struc®Us coverages and phases. Phase boundaries are marked by solid
tural analyses. Finally, we will briefly describe the investiga-"”es as far as measured, whereas dotted lines indicate necessary
tion of the critical properties of the order-disorder phasecontinuations, which are not quantitative.

transition of thep(2Xx2) structure. o ) ] )
Therefore, this distance was excluded in the simulations. The

interactione, was set to 1 and defines the energy scale.
Absolute energies can be determined in the final step by
In order to simulate the thermodynamic properties of O/comparing experimental and simulated transition tempera-
Ni(111) at coverages above 0.25 ML one has to take intdures of the order-disorder phase transition of fi{@x 2)
account that fcc and hcp sites are occupied. Thereforestructure. The remaining interactions as well as the binding-
Monte Carlo simulations were performed on a honeycomtenergy difference of fcc and hep sites were fitted to experi-
lattice containing two adsorption sites per unit mesh. Themental data.
minimum number of necessary interactions that has to be All simulations were done at constant coverage, i.e., Ka-
used in a lattice-gas model is determined by the structurewasaki kinetics was used.Each Monte Carlo stepMCS)
that occur in the experiment. Two long range-ordered strucincludes a test of a site change at each lattice site. Lattice
tures, ap(2x2) and a ¢3xXv3)R30° structure, have been sites were selected using a checkerboard algorithm. The lat-
found for O/Ni111). Therefore, we included all pair interac- tice used in the simulations had a rectangular shape contain-
tions into the simulations corresponding to distansgza,  ing 2NXN lattice sites(NXN for each type of adsorption
where a=2.49 A is the nearest-neighbor distance on thesite) with periodic boundary conditions in theandy direc-
Ni(111) surface. Figure 1 shows all lateral interactiegsto ~ tions. For the simulation of the phase diagram a lattice of
g included in our lattice-gas model. In order to find the 96X 48 lattice sites was used. The surface was initialized
simplest possible model that describes the experimentally déandomly. About 18 MCS per data point were usually suf-
termined phase diagram, we assumed that pairwise interaficient to study the phase diagram if critical properties of the
tions depend only on the distance between the adsorbate dthase transitions were not analyzed.
oms, but not on the binding sites. Furtherparticle

II. MODEL

interactions 6=3) n.ot considered in our model tgrn out to lIl. PHASE DIAGRAM
be unnecessary. Since oxygen adsorbs exclusively on fcc
sites in the well-ordere@(2x2) and ¢/3xv3)R30° struc- The phase diagram of O/Nil11) was experimentally in-

tures at low temperaturéé, a finite binding-energy differ- vestigated by Kortan and Pariind could be well reproduced
enceh between fcc and hep sites was included in the simuby Voges:® For easier comparison with the results of the
lations. The Hamiltonian of the lattice-gas model is thereforesimulation, we show our data in Fig. 2. At low temperatures
given by a coexistence of lattice gas and@f2X 2) islands at cover-
ages below 0.25 ML exists, which ends at the high-coverage
side at the phase boundary to a homogeneous long-range
H:el% CiCj+ -+ +96NN%NNN CiCj+h% ¢, (D orderedp(2x2) phase that is stable at coverages close to
0.25 ML. At coverage®®>0.27 ML a domain wall phase
wherec;=0,1 is the occupation number of the lattice site has been observed that is characterized by a broadening of
and the sums are taken over nearest-neigh{bidt) pairs, (1/2,0) and a splitting of (1/2,1/2) diffraction spots. At even
next-nearest-neighbofNNN) pairs, etc. The same model higher coverages of about 0.33 ML a well-ordered
Hamiltonian was used in Ref. 6. (V3Xv3)R30° structure was found in the experiment. Also,
The interactione; corresponds to a very small distance a small coexistence region of<Xv3)R30° and the domain
between adsorbate atoms that would result in a large overlapall structure was found, in agreement with Ref. 5. As men-
of atomic wave functions. The necessary activation energy ttioned, only fcc sites are occupied in the well-ordered
occupy this distance makes its occurrence highly unlikelyp(2x2) and §¢3Xv3)R30° structures at low



10 560 C. SCHWENNICKE AND H. PFNWR 56

atoms in both fcc and hcp sites. The necessary compression
at higher coverages is achieved by a smaller distance be-
tween adsorbate atoms perpendicular to the domain walls.
Comparing our hard-ball model with Fig. 1, the interaction
energiese, andeg and the binding-energy differendede-
termine the ground-state energy of such a domain-wall struc-
ture. The energetic ground-state energy per atom of the or-
deredp(2x2) and ¢3xXv3)R30° phases is simply given by
3eg and 35, respectively.

In order to determine the energetic parameters that are
< able to describe the full phase diagram of QINil), we
4
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4‘ P R . interaction energies. As just mentioned,was set to infinity
9202020 ande,=1 defines the energy scale. The distance correspond-
‘Q“"‘Q“Q“Q‘ ‘ ing to the interactione; does not occur in the energetic
) ' . ‘ ’ & . ground state at any coverage. Thegshas an influence only
on the thermal stability of the different phases, but not on the
sequence of phases occurring in the energetic ground state as
a function of coverage. It turned out that the critical tempera-
tures of thep(2xX2) and the ¢3Xv3)R30° phase can be
adjusted by a variation of the other interaction energies as
well, so we chose a value of Z3for the interaction energy
e; and did not further vary this value. This value guarantees
the monotonic decay of interaction energies as a function of
the distance between adsorbate atoms. Nevertheless, we are
still able to provide a lower bound for the valueeyf, which
FIG. 3. One-dimensional model of the domain walls observedwill be derived later in this section. The remaining param-
for O/Ni(111) at coverage®)>0.25 ML. p(2x2) domains with  eterse,, €5, €5, and h, however, have to fulfill several
oxygen atoms in fcc sitegblack-filled circleg are separated by conditions in order to reproduce the experimentally observed
rows of single-atom width with hcp sitdgray-filled circle$ occu- sequence of phases at low temperatures, which will be de-
pied. The coverages area) ©=2/7 (w=1/3), (b) ©=3/10 rjved in the following.
(w=1/2), and(c) ®=1/3 (w=1). Note that the domain-wall struc- e will first consider the condition for the existence of
ture was only observed up to a coverage of about 0.31 ML in thgpq orderedp(2x2) and ¢3xv3)R30° phases. As shown
experiment at low temperatures. by LEED structural analyses, only fcc sites are occupied in
these structures at low temperatures. Even if only a single
temperature$® However, the occupation of hcp sites can betype of threefold hollow site is occupied competing phases
activated at temperatures close to and above the ordegan occur. For example, for the system OMD1), a
disorder phase transition at the ideal coverage of th@(2X2) and ap(2x1) but no ¢3Xv3)R30° structure has
p(2x2) structure? been found? It can be easily shown that the condition for
At the intermediate coverage of 0.3 ML our own resultsthe existence of a3 xXv3)R30° structure in the energetic
show*? that fcc and hcp sites are occupied even at rather lovground state is given by
temperatures. This, however, is most likely not the ground
state(see below. After an explicit determination of the site
occupation probability of hcp and fcc sites in this phase and
the analysis of relative phases between these Sitég, com-
plex diffraction patterns observed in the experiment could betherwise a coexistence of2x 2) and ap(2Xx 1) phase is
well reproduced if we assumed a random network of characenergetically more favorable than &3(x v3)R30° structure
teristic domain walls on the surface at this coverage. A simat a coverage of 1/3 MIX® The value ofes is actually further
plified and idealized one-dimensional model of the domain+estricted to a value close to @;lby the stability of these
wall structure is shown in Fig. 3 for different coverages. Astwo phases, i.e., by the ratio of maximum transition tempera-
seen in Fig. 3, th@(2X 2) domains with only fcc site occu- tures betweemp(2x2) and ¢3 Xv3)R30° phases, which is
pation are separated by straight domain walls in which hcfl.4 in the experiment.
sites are occupied. As the coverage is increased from 1/4 to In order to derive the ground-state energy for the domain
1/3, the density of domain walls and therefore the fraction ofwall structure occurring at coverages higher than 0.25 ML as
adsorbate atoms in hcp sites increase. Experimentally, a function of coverage, we restricted the calculations to the
(V3Xv3)R30° structure is formed at coverages aboveone-dimensional domain-wall model in Fig. 3. However, the
~0.31 ML and temperatures below 300 K. The saturatiorsimulation of the complex diffraction pattern that was ob-
density of domain walls at a coverage of 1/3 can only beserved at this coverage required the random distribution of
observed in the experiment at temperatures above 300 K, i.ehese domain walls on the surface as well as their simulta-
in the disordered state. Parallel to the domain walls, thaeous orientation along all three possible crystallographic
p(2x 2) distance between adsorbate atoms is maintained farrientations'® This model thus neglects wall crossing ener-

6
€5<0.2,+ ¢ €6; 3]
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gies as well as contributions from end points of domaininserting Eqs(5) and(7) into Eqg. (8) leads to
walls. However, we will show below that the coverage de-
pendence of the energy derived for the one-dimensional h+3e,+2e5<6es5. (10
domain-wall model describes the data from the simulations
very well. In addition, and in agreement with experiment, aObviously, Eqs(6) and(10) cannot both be fulfilled at zero
random two-dimensional network of domain walls was alsotemperature, i.e., it is not possible to stabilize the ground
observed in the simulations using the best-fit parameter vaktates of the one-dimensional domain-wall phase shown in
ues, as described below. Fig. 3 at coverage® >0.25 and a3 Xv3)R30° phase at a
The easiest way to calculate the energy per adsorbateoverage of 1/3 simultaneously. This does not mean, how-
atom e for the domain-wall structure is to sum up all energy ever, that the model fails or that more interactions have to be
contributions from the atoms within the pseudo unit meshtaken into account, since both experiment and simulation are
shown in Fig. 8b). Let 1Av be the average number of rows carried out at finite temperatures. The entropy gain of the
with fcc site occupation between two domain walls.can  domain-wall phase compared to the coexistencp(@fx 2)
therefore be interpreted as the density of domain waltsO  and (/3xXv3)R30° phases can therefore lead to the same
corresponds to the orderga(2X2) structure with oxygen sequence of phases as found in the experiment at low tem-
on fcc sites andv=1 to the maximum density of domain peratures. This seems to be the reason why our simulations
walls at a coverage of 1/3 MEFig. 3(c)] with equal occu- using the model given above actually reproduces the experi-
pation of fcc and hcp sites. The coverage as a functiow of mentally observed sequence of phasgs(2x 2) phase, the
is given by domain-wall phase, a coexistence of the domain-wall phase
with a (V3Xv3)R30° phase, and the pure/Jxv3)R30°
_ w+1 3) phase, even at the lowest accessible temperatures.
2(w+2)° Relations(2) and (6) define exact conditions for the pos-
. sible range of interactions. It turned out that the experimental
For the energy per adsorbate ategy, of the domain-wall . .
structure one gets phase diagram can be reproduced w0 at coverages
between 0.25 and 0.333 ML. In order to keep the number of
free parameters as small as possible, weegeb zero. To
. (4) reproduce the experimentally observp(Rx?2) islands at
low coverages a weak attractive interactieyis necessary.
Using Eq.(3), Eq. (4) can be rewritten as Estimates from simulations using a similar model show that
€6=<0.04e, would suffice to reproduce the experimental
2—i)+(3—5)e (5) phase diagram completely. This small contribution egf
20 6 would also slightly reducess [see Egs.(2) and (6)], but

o , . would not change the topology of the phase diagram at cov-
At a coverage of 1/3, av3 Xv3)R30° phase is observed in X L .
the experimental phase diagram at low temperatures. Ther%é%%?;@);gr"%e' biltr\;\?eeer\:vg gznpg'gnggg’ “;Inl_te\:\(/e:ﬁg r:rc])tt(r:]c?n-
fore, the ¢/3Xv3)R30° structure must have a lower ground- g 9 : ‘ '

: ; ider this small attractive interaction. Explicit test calcula-
state energy than the domain-wall phase at this coverag%bns atT=0.04,/k andes=0 showed thaFt) the experimen-
This leads to :

tally observed sequence of phases is still observéd-i8e,
h+3e,+ 2e>66s. (6)  exceeds 6s by less than 20%. _ _ .
_ The remaining three parameters can be fitted using addi-
On the other hand, the domain-wall structure should occur &onal experimental information. It turned out in the simula-
coverages between 0.25 and 0.30 ML instead of the alternapons that the binding-energy difference between fcc and hep
tive, a coexistence ofp(2x2) and ¢3xv3)R30°  sites can be determined by comparing the occupation prob-
structures:*’ In order to calculate the condition for the oc- apilities of fcc and hcp sites at the ideal coverage of the
currence of the domain-wall phase in the energetic groungh(2x 2) phase with the experimental values. These were
state the ground-state energies of the domain-wall phase aggtermined very recently by analyzing LEBDE) curves!?
the coexistence of the(2x 2) and the {3 xXv3)R30° phase |n Fig. 4 the variation of these occupation probabilities as a

w
epw(W) = TTw

3
h+3e4+(w—1>e6

epw(0)=(h+3e,)

must be compared. The latter is given by function of the reduced temperatufé+ T.)/T, is shown for
1 3 different values of the binding-energy differeniceIn these
€mix(0) = 6e5( 2— _) +egl = — g) _ 7)  simulations,es was set to 0.1&, a value that not only ful-

20 S fills Eq. (2), but also allows an optimal fit of the phase dia-

In order to stabilize the domain-wall structure at a coveragd’@M-€4 Was set to a value slightly larger thae2-h/3 (see

above 0.25 ML above. Both in e_xperimen'F and in the simula_ti_ons an
S-shaped curve with a maximum slope at the critical tem-
depw deémiy perature of the order-disorder phase transition was found for
—a < Ta (8)  the occupation probabilities. With the other parameters pre-
de®  doe . - )
set as described, the best agreement with experiment was
has to be fulfilled since achieved for a value di=0.17,. Note that well below the

critical temperature only fcc sites are occupied independent
e | @= } —e o= E 9 of the value of the binding-energy difference between fcc
bw 4 mix 4)° and hcp sites. Therefore, a structural analysis of the ordered
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TABLE I. Final result for the interaction energies used for the
simulation of the phase diagram in Fig. 5.
0.25 - *
fcc site - Interaction Energy,; /e, Energy(eV)
0.20 | i
(] e 0o
& e Experiment !
@ I
5 015 ——— h=0256, e, 1.000 0.270
3 —— h=0.17 e, e; 0.667 0.180
© 010 | |—— h=0.058, e, 0.210 0.057
— es 0.120 0.032
0.05 | hepsite /o =—="""""] e 0.000 0.000
h 17 .04
0.00 0.170 0.046

-0.30 -0.20 -0.10 0.00 0.10 020
Reduced temperature (T-T.)/T, the order-disorder phase transition of {2x2) structure,
kT.=0.14%,, with the experimental valué.=440 K. The
FIG. 4. Coverage of adsorbate atoms in fcc and hcp sites as final simulated phase diagram is shown in Fig. 5. In addition
function of the reduced temperatur&{ T.)/T.. Lines are data to the structures found in the simulation, a coexistence of the
from simulations assuming a different binding-energy difference ofp(2x 2) and the ¢3xv3)R30° structure postulated by the
fcc and hcp sites. Filled circles are experimental data. For detansground-state calculations described above is shown sche-

see the text. matically at very low temperatures.

layer does not contain any information about the binding-
energy difference of different adsorption sites. Finaky,
ande, were optimized by fitting the relative critical tempera-  For the simulation to be trustworthy, not only must the
tures of thep(2Xx2) and the ¥3xv3)R30° structure and phase diagram be reproduced, but also all experimentally
simultaneously reproducing the correct coverage dependeng&mown structural details should agree with experiment. The
of observed phases at low temperatures. For given values ofiost sensitive range with respect to structural changes is
h andes, e, is almost completely determined by the condi- again the coverage range between 0.25 and 0.33. In the fol-
tion that the domain-wall structure must occur at coveragefowing, we will show that also the structural details obtained
larger than 0.25 and the/§ Xv3)R30° structure at a cover- from the simulation, with the parameters optimized as de-
age of 1/3. For instance, f@;=0.12, andh=0.17,, we  scribed above, are in good agreement with our experimental
found the coexistence @f{2x 2) and ¢/3xXv3)R30° phases results. This comprises, in particular, the structure with only
for €,>0.2%, and no ¢3Xv3)R30° structure for short-range-ordered domain walls. As we will show, this
e,<2e;—h/3=0.183,, as obvious from Eq(6). This lim-  structure is in fact only stabilized by entropy. In Fig. 6 the
its the allowed range o, to the intervale,=0.21e,+15%. simulated diffraction pattern at a coverage of 0.31 ML is

Finally, we will briefly discuss the allowed range for the compared with the experimental pattern measured at an elec-
interactione; in order to maintain the topology of the phase

IV. TEST OF GEOMETRIC CONFIGURATIONS

diagram. A lower bound fore; can be derived from the 016 | ‘ hase‘ boundé
condition that a ¢3 Xv3)R30° structure exists at a coverage e ot contimuation
of 1/3. As an alternative configuration, we could cover the 0.14 ¢ .
surface with gp(2X 2) structure in fcc sites and add excess /\‘\ 2
S 0.12 o
atoms randomly on hcp sites in the center of g{@%2) o2x2) 2
unit cells. In this structure, every hcp atom produces three 0.0 | \ antiphase 5.,
pairs of adatoms with a distance corresponding to the inter- © \boundaries /f/_‘\\
actione;. For the caseg=0, the energy per adsorbate atom £ 008 \\ ,‘ h
of this structure is given by 0.06 | p2x2) ! V1 vsaree
\ |}
3 h 0.04 | 1L
EZZe3+ Z (11 g \
0.02 / p(2x2)+V3xv3R30° !
Since the energy of thevB Xv3)R30° structure must be 0.00 . . ‘ 4 ‘
lower at this coverage, we get a lower bound for the interac- 022 024 026 028 0.30 032 034 0.36 0.38
tion ej: Coverage
e;>4e;—h/3. (12 FIG. 5. Simulated phase diagram using the parameter set in

. . Table I. Filled circles are data from the simulation. The solid lines
Using the best-fit value@s=0.12 anch=0.17), we see that gnect the data points and serve as a guide to the eye. On the
the assumed value of 0.66is well above the lowest pos- gashed lines, the sequence of ordered phases was checked, but the
sible value of 0.48, given by Eq.(12). exact temperature dependence was not determined. Coexistence of

The best fit to the phase diagram was finally achievedhep(2x 2) and the {3 xv3)R30° phases was postulated from the
with the values given in Table I. Absolute energies given inground-state calculations, but was not observed in the simulations
eV are calculated by comparing the critical temperature ofor this parameter set at temperatukds>0.0%,.
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FIG. 7. Simulated diffraction pattern at a coverage of 0.32 ML
and a temperaturkT=0.07. A coexistence of thev§ Xv3)R30°
phase and the domain-wall structure can be observed.

0.32 ML. The corresponding simulated diffraction pattern is
shown in Fig. 7. In addition to the characteristic diffraction
pattern of the domain-wall structure, diffraction spots of the
(V3 Xv3)R30° structure can be clearly seen.

In our LEED study'® we have shown that the diffraction
pattern of Fig. 6 can be produced by a surface containing
p(2x2) domains with oxygen adsorbed in fcc sites that are
separated by a random distribution of domain walls in which
hcp sites are occupied. In the LEED analysis, the type of
domain walls were identified as those shown in Fig. 3. It is
interesting to see whether these domain walls also occur in
the Monte Carlo simulations. A typical snapshot of the sur-
face at a coverage of 0.28 ML using a very small system size
(24x 12 site$ is shown in Fig. 8. A large part of the surface
is covered byp(2Xx2) domains with oxygen atoms in fcc
sites. Thes@(2Xx2) domains are separated by domain walls
in which the hcp site is occupied. The width of the domain
walls is always only a single atomic row. It can be further
(b) seen that different domain walls are aligned along different

directions simultaneously. This observation is also in agree-

FIG. 6. Left image: experimental diffraction pattern of O/ ment with the experiment since the experimental diffraction
Ni(111) at a coverage of about 0.31 ML and an electron energy ofpattern can only be explained by a random distribution of
45 eV. Right image: simulated diffraction pattern at a coverage ofjomain walls aligned along all possible crystallographic di-
0.31 ML and a temperatuteT=0.08. rections on the surface. The observation of the local surface

structure also corroborates the restriction to the one-

tron energy of 45 eV. The characteristic features of the exdimensional(1D) model used to calculate the ground-state
perimental diffraction pattern are well reproduced. The charenergies of competing phases. In order to judge the quanti-
acteristic shape of the (1/2,0) spot and the streaky splitative agreement between the analytic calculations for the 1D
(1/2,1/2) spot can be observed in both simulation and experdomain-wall model and the simulations, the ground-state
ment. However, the splitting of the (1/2,1/2) spot is larger inproperties of the domain-wall model are compared to
the experimental diffraction pattern, most likely due to athe simulations at relatively low temperatures
small error in the experimental coverage determination. I(T=0.07,/k=220 K). Figure 9 shows the relative cover-
agreement with the experimental phase diagram, also a cage in fcc and hcp sites as a function of the total coverage.
existence of they(3Xv3)R30° phase and the domain-wall The lines are the analytic expressions for the domain-wall
structure was found in the experiment at a coverage of aboumhodel given by
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FIG. 10. Energy per adsorbate atdN as a function of cov-

FIG. 8. Typical snapshot of the simulated surface at a coverag€rage. Filled circles are data from the simulations at a temperature
of 0.28 ML using a system size of 2412 sitesp(2x 2) domains KT=0.07,, the solid line is calculated for the one-dimensional
with oxygen in fcc sites(black-filled circles are separated by a domain wall mode(Eq. (5)]. The dashed line shows the coverage
random distribution of domain walls in which hcp sitgsay-filled ~ dependence of the energy per adsorbate d@oh for the coexist-
circles are occupied. The domain walls are shown as dashed Iine%“)Ce ofp(2x2) and ¢3xv3)R30° phases calculated from Eq.

7).
fcc_ i_ 1 ®hcp_ . ®fcc

20 (G 0

(13 meandering of domain walls and end-point contributions. At
higher coverages the formation of3’Xv3)R30° regions in

The agreement is obviously very good for the coverages peoexistence with the domain—wall st'ructure apparently low-
low 0.3. Deviations from the analytic prediction are due to®'S the energy. The analytic expression for the coexistence of

the formation of local regions withv3 X v3)R30° periodic- p(2x2) and (/3 X V3)R30° structures is also shown in the

ity. In these regions only fcc sites are occupied, which obvifigure. According to the analytic calculations described
ously reduces the relative coverage in hcp sites. above, the ground-state energy for the coexistence of these

Since the domain walls are not perfectly straight and als¢/© Phases is always smaller than that of the domain-wall
have end points with a different local structure than withinStructure. Hence these data show clearly that the formation of

the domain walls, the contributions of these terms to the totai® domain walls in thermal equilibrium is due to the en-

energy is difficult to estimate. Therefore, also the simulated™PiC gain of the domain-wall structure compared to the
energy per adsorbate atom as a function of coverage waoexistence of the two well-ordered structures even at tem-

compared with the ground-state energy of the 1D domainPeratures as low as 220 K. Summarizing_ this section, the
wall model given by Eq(5). The data from the simulation short-range-ordered domain-wall phase exists only as a ther-

together with the analytic prediction are shown in Fig. 10.Mmally activated phase in this system, the ground state being
Up to a coverage of about 0.31 ML the simulated energie§ither the coexistence @i(2x<2) and #/3Xv3)R30° phases

are slightly larger, showing a small energy increase due t9f the pure (3Xv3)R30° phase. Nevertheless, also its
structure on average is well described by the model pre-

sented above, which contains only repulsive pairwise inter-

10 .’ actions, as tested by calculating the structure factor of this
phase and comparing it with experiment under various con-
o 0.8 ditions.
8 fcc site
2 06 V. DISCUSSION
o
2 0.4 Although still not free of ambiguities even within the
T lattice-gas model, our detailed optimization of the lateral in-
& hep site teractions between oxygen atoms on thg1lll) surface
0.2 yields several remarkable results. First, it is obviously pos-
sible to get a fully satisfying fit to the experimental phase
0.0 | ‘ ‘ ‘ ‘ e, | diagram in this system up to the maximum density of 0.33 by
0.2 026 028 030 032 034 use of coverage-independent pairwise interactions without

inclusion of n-particle (0=3) interactions. Invoking the

equivalence of coverage-dependent geometrical relaxations
FIG. 9. Relative coverag®../0 (0.,/0) in fcc (hcp sites and three- or m_ore-parﬂcle mte_racUo’t’?S_l;he_se re_Iaxat|0ns

as a function of coverag®. Filled circles are data from the simu- must be small, in agreement with the findings in structural

lations at a temperatuleT=0.07,, the solid line is the prediction investigations of the pur@(2x2),” (v3xv3)R30°2 and

from the one-dimensional domain-wall model in Fig. 3. short-range-ordered domain-wall phadeThese findings

Coverage
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also agree with other systems of atomic adsorbates in théomain-wall phaséboth in the model and in the simulatipn
low-coverage range, for which the phase diagram, the lateratith the competing ordered phases revealed not only that the
interactions, and the geometric structure have been investexperimentally observed sequence of phases as a function of
gated in more detail, e.g., @Refs. 16, 19, and 20and coverage are observed in a very small area in the parameter
S/RU0001).4?* Up to coverages between 0.B3/RU000)]  space, but that the ground-state should always phase sepa-
and 0.5, they also can be described by only pairwise interagate. No experiment has been done at sufficiently low tem-
tions, which are independent of coverage. Correspondinglyperatures to confirm this prediction. It might also be hard to
the changes of the local geometry as a function of coverageerify due to low mobilities of the adsorbate and consequent
were found to be smaller than 0.1 A in these cases. Th&icomplete demixing.
model Hamiltonian(1) already used in the Monte Carlo The critical properties of the order-disorder phase transi-
simulations to the same system by Roelefsal® thus gets tion of the p(2X2) phase is still somewhat controversial
its justifications by the geometrical information not availablesince the three investigations publisfied yielded three dif-
at that time. ferent results, while there is no doubt about the

Second, the detailed structural information now available(v3 X v3)R30° transition to be first order in this system. Two
also allowed us to check the quality of the fit by investigatingof thent** claim the transition to be continuous, although
in detail the agreement between experimental data and simiith different critical exponentéexponents close to the Ising
lation for the domain wall phase, a question not addressed iflas$ and four-state Potts exponentsiespectively. In the
the earlier study. Thus, although the interaction energiethird study® a transition was found that was weakly first
used in Ref. 6 are in the same range as ours, it turns out tha@tder. While these different results can be caused by the
by considering Eqs6)—(10) the parameter set used in Ref. 6 influence of impurities and other defeéfs?®a conclusive
cannot correctly reproduce the short-range-ordered domairieason for these discrepancies has not been given at present.
wall phase. In addition, the information about site occupatiorEven the results with the “expected” four-state Potts expo-
probabilities allows a determination of the difference bindingnents might be questionable because of the abnormally low
energiesh. This difference was determined close to theDebye temperature used in this evaluation of critical expo-
order-disorder transition of the low-coverag€ x 2) phase. nhents, which is at variance with optimizations of the Debye
It is clear from the above description thatdepends also temperature in LEED analyses of the thermally disordered
mainly one, andeg, which are, however, restricted by Egs. system?®
(6) and(10), by the best fit of the phase diagram and by the We have carried out simulations of the critical properties
correct sequence of ordered phases. The remaining variabff this phase transition with the parameter set optimized as
ity limits the accuracy of our best fit to about 20% within the described abové.e., with es=0).?° Up to 10 MC sweeps
given model, not taking into account the uncertainty due tovere used and the system size varied betweex48tand
e;, which was not varied systematically. The use of addi-60x 120 lattice sites. The results show that the transition is
tional experimental information, therefore, was crucial to re-indeed no longer continuous, but very weakly first order.
move some of the ambiguities and to obtain more accuratErom the finite-size scaling analysis we obtained values for
estimates for the lateral interactions and the binding differ«/v=1.16 andy/v=1.90, which are still not far from the
ence of fcc and hep sites. values of the continuous four-state Potts transitiafw=1

The value of around 50 meV obtained from the fit to theand y/v=1.75. The value fory/v obtained from the simu-
data (see Fig. 4 is about one order of magnitude smaller lation, however, would also be compatible with 2, the value
than the binding-energy difference between fcc and hcp sitefor a first-order transition. The exponentdetermined from
calculated from first principles for O/R0001) (Refs. 22 and the shift of T, as a function of system size both for data of
23) at a coverage of 0.25 MI[On the R@0007) surface, the the susceptibility and of the specific heat was @-58305,
hcp site is energetically more favorable according to thewhich also points towards first order. Plots of the specific
common trend that oxygen preferentially adsorbs on the sitBeat and the susceptibility for the largest system size inves-
an additional metal layer would occupf]. This large differ-  tigated show crossover behavior for the data abbyevith
ence seems to be reasonable since oxygen even occupif$ective exponents corresponding to first-order exponents
nearest-neighbor sites on @001 without fcc site close toT., whereas the data beloW, (outside the finite-
occupation’® The formation of the domain-wall structure size regimg can be fitted best with exponents=1 and
and the possibility of a thermally activated occupation of they=2 over more than one order of magnitude in reduced
energetically less favorable site is therefore a clear indicatiotemperature. An indication for a weak first-order phase tran-
of a very small binding-energy difference between the twaosition is also the ratio of amplitudeg, /x_ of the suscepti-
competing threefold hollow sites. A more guantitative com-bility above and belowl ., respectively. Depending on tem-
parison with calculations from first principles would cer- perature, values between 3 and 8 were obtained, far away
tainly be very informative. This comparison could be ex-from the value of 40 derived from simulations of the four-
tended to the lateral interactions. It is worth noting that theirstate Potts modéP. No pure power-law behavior was ob-
decrease as a function of distance in our case follows closelserved for the order parameter. On the other hand, plots of
an exponential. A reversal of sign occurs at a distance of Zhe energy per adatom still yield the value of the four-state
lattice constantseg), but our accuracy is not sufficient to Potts class §=0.672).
see any indication for oscillatory behavior at larger distances From these results we conclude that, similar to our experi-
or to determine the behavior at large distances, for whichmental results, we found a weak first-order phase transition
predictions exist® of the p(2x2) phase to disorder also in the simulations.

Third, the comparison of ground-state energies of theThere is still the open question, which was not investigated
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in this context, whether this result holds for the whole phasealata as additional experimental input. This allows, first of all,
boundary of thep(2x2) phase. We cannot rule out, how- us to justify the use of a lattice-gas model and to determine
ever, the possibility of a critical end point at a coverage ofthe symmetry and the number of adsorption sites. At the
0.25. The tendency towards first order will certainly be en-same time, the structural information from both experiment
hanced by an attractive interacti@g so that the results of and simulation can be compared, which reduces the number
Roelofs et al.® who found with their parameter sets only of free parameters in the model drastically. The comparison
first-order transitions, would be fully compatible with our of critical properties turns out not to be easy in this system
findings. The fact that the system both in simulations and irsince the phase transition of th®(2x2) phase is only
the experiment is only marginally of first order makes it weakly first order. Since the results of experiment and theory
particularly interesting, but also susceptible to small distor-agree also in this respect, the lattice-gas model turns out to

tions by imperfections, especially on the experimental side.

VI. CONCLUSION

be indeed fully satisfactory and consistent.
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