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Light-induced defects in hydrogenated amorphous silicon studied
by the constant-photocurrent method

J. A. Schmidt,* R. Arce, R. H. Buitrago,† and R. R. Koropecki†

Instituto de Desarrollo Tecnolo´gico para la Industria Quı´mica, UNL-CONICET, Gu¨emes 3450, 3000 Santa Fe, Argentina
~Received 23 July 1996!

The light-induced creation of metastable defects in undoped hydrogenated amorphous silicon has been
followed using photoconductivity and absorption coefficient measurements. The density of states in the gap
was obtained from the deconvolution of the subgap absorption coefficient measured by the constant-
photocurrent method. We found that the decay of the photoconductivity and the evolution of the integrated
density of subgap states follow the dependence on illumination time (t ill ) predicted by the ‘‘bond-breaking’’
model. The density of occupied states obtained from the deconvolution procedure shows the presence of two
peaks within the gap. After subtracting the valence band-tail contribution, these peaks can be well fitted with
two Gaussians. The areas of both Gaussians increase ast ill

1/3 while their positions and widths remain un-
changed. According to the energy position of these peaks, they are ascribed to the neutral and negatively
charged silicon dangling bondsD0 andD2. We found that in this intrinsic sample the density of charged
defects exceeds that of neutral defects, their ratioD2/D0 being approximately 2.6. This ratio is independent of
the illumination time.@S0163-1829~97!02911-1#
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I. INTRODUCTION

The creation of a large number of metastable defects
ing illumination ~the Staebler-Wronski effect1! is a serious
drawback for the widespread use of hydrogenated am
phous silicon (a-Si:H! in solar cells and other electronic de
vices. The increase in the density of defects leads to a de
of the photoconductivity (sph) with the illumination time
(t ill ) . The evolution ofsph with t ill is frequently used as a
quick estimate of the stability of a givena-Si:H sample.2,3

Electron spin resonance~ESR! has been extensively used
measure the increase of the defect density u
illumination.4–6 As ESR detects paramagnetic centers, it
only sensitive to the density of neutral silicon dangli
bonds. It has been traditionally assumed that the densit
neutral defects largely exceeds the density of charged de
in undopeda-Si:H. If this were the case, this would allow u
to use the spin density as an indication of the total densit
defects. However, some recent works7–12have suggested th
presence of many charged defects even in undoped sam
both in the annealed and light-soaked states. These work
both theoretical,9,10 based on the defect pool model, and e
perimental, based on ESR-photothermal deflection spec
copy comparisons7,8 and on light-induced ESR~LESR!
measurements.11,12 However, other LESR~Ref. 13! and
modulated ESR~Ref. 14! measurements seem to indicate
larger density of neutral defects than charged defects. Th
seems desirable that another reliable method should be
to measure the densities of the different charged states o
silicon dangling bond. Such a method would also be v
suitable for following the kinetics of defect creation und
illumination for the different defects.

The density of states~DOS! within the gap ofa-Si:H
determines the optical properties of the material. Thus
appropriate deconvolution of the sub-band-gap absorp
coefficient (a) can be used to obtain the DOS. Among t
550163-1829/97/55~15!/9621~7!/$10.00
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methods proposed to measurea as a function of energy, the
constant-photocurrent method15 ~CPM! seems to be very
suitable because of its experimental simplicity and its se
tivity to bulk states.16 Although it has limitations,17 the CPM
is widely used for determininga(E). In order to obtain the
DOS from thea(E) data, two approaches can be made. O
is to model the distribution of gap states with a functi
having some free parameters,18–20 which are determined
from a fitting to the experimental spectra. This is usua
done by assuming the presence of one, two, or three Ga
ian functions within the gap, whose area, position, and wi
are obtained from the fitting. The other approach is to ap
an appropriate deconvolution technique to thea(E) data, as
discussed in previous works.21–23We have followed this sec
ond approach, details of which are given in Sec. III.

In this paper we use the deconvolution of CPM spectra
obtain the occupied density of subgap states. This shows
two defect bands exist between the midgap and the vale
band. Based on the energy position of these defects, we
sign them to the neutral dangling bondsD0 and the nega-
tively charged dangling bondsD2. We study the dependenc
on illumination time of the density of both defect states. W
also measure the photoconductivity decay, comparing
result with the evolution of the density of defects and t
predictions of existing models.

II. EXPERIMENTAL PROCEDURES

Samples were deposited onto Corning 7059 glass i
conventional parallel-plate capacitively coupled plasm
enhanced chemical vapor deposition reactor operated
13.56 MHz. Pure silane was introduced in the reactor a
flow rate of 40 SCCM~where SCCM denotes cubic centim
ter per minute at STP!. The substrate was fixed to th
grounded electrode and its temperature was kept at 210
The pressure in the chamber was 920mbars and the rf power
density was 20 mW/cm2. Under these conditions the depo
sition rate was 2 Å/s. For this study we have grown a sam
9621 © 1997 The American Physical Society
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9622 55SCHMIDT, ARCE, BUITRAGO, AND KOROPECKI
860 nm thick. The film thickness was measured from
UV-visible transmittance spectrum, using interferen
techniques.24 The absorption coefficient in the strong abso
tion region was also evaluated from the UV-visible spe
trum.

Two silver strips~1.5 mm long, separated by a gap of 0.
mm! were evaporated on the sample as contacts. Condu
ity measurements were done in a cryostat under vacuum
ditions ~better than 1026 Torr!. Dark conductivity was mea
sured in the initial~annealed! and final ~fully-light-soaked!
state as a function of temperature, while the sample
cooled at a rate of 2 °C/min. The initial state was obtained
annealing the as-deposited sample for two hours
180 °C. When measuring the light-soaked state the temp
ture was kept below 80 °C to avoid thermal annealing. T
dark conductivity activation energy was extracted from
temperature range between 300 and 340 K for both stat

The degradation experiments were performed us
monochromatic light from a He-Ne laser (l5632.8 nm,
hn51.96 eV! with an intensity of 32 mW/cm2. The genera-
tion rate (G) was 6.331020 cm23 s21, as obtained from the
formula given by Seeger25 for non-uniform absorption. The
photoconductivity decay was measured while the sample
illuminated with the laser.

The subgap absorption coefficient (a) was obtained by
means of the dc constant photocurrent method. The meas
ment was performed at room temperature. We used a do
monochromator system and the photocurrent was kept
stant by controlling the intensity of the incident light b
means of a computer program. The absolute values oa
were obtained by matching the CPM data to the results
conventional optical measurements at 1.8 eV. We took C
spectra after the following illumination times: 0, 180, 78
1980, 9180, and 23 580 s. Measurements of the CPM spe
and the photoconductivity decay were performed with
changing the position of the sample in the cryostat. The s
pression of the interference pattern from the CPM spe
was done using the transmittance spectra,26 followed by a
final smoothing using fast Fourier transform filtering. A
spectra were treated in the same way, taking into accoun
comparative nature of this study.

III. RESULTS

We measured the temperature dependence of the
conductivity in the initial~annealed! and final~light soaked
for 23 580 s! state. The low-temperature activation energy
the dark conductivity curves evolved from 0.81 eV in t
initial state up to 0.88 eV in the final state, while the roo
temperature dark conductivity decreased from 2310210 to
5310211 V21 cm21.

We monitored the photoconductivity decay as the sam
was degraded with the laser light. A plot of photoconduct
ity versus illumination time on logarithmic scales showed
21/3 slope for long illumination times. This is indicativ
that the photoconductivity decay follows the law predict
by the bond-breaking model:27,28

@sph~ t ill !#
232@sph~0!#235Ptill . ~1!

In Fig. 1 the photoconductivity data have been plotted
cording to Eq.~1!. A linear fit of the data gives a slop
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P5(2.060.5)31010 V3 cm3/s. Although some of its as
sumptions have been questioned,29 the model proposed by
Stutzmann, Jackson, and Tsai~SJT!28 describes accurately
the observed kinetics of defect creation, so we will use it
this work. According to this model,P is determined from

P5
3CSWAt

AnApB
3G

, ~2!

whereAn and Ap are effective transition probabilities be
tween tail and defect states for electrons and holes, res
tively, At is the transition probability for tail-to-tail recombi
nation,CSW is the average efficiency of defect creation
tail-to-tail transitions, G is the generation rate, an
B5e@mn /An1mp /Ap# ~e being the electron charge an
mn ,mp the average mobilities for electrons and holes, resp
tively!. Taking forAn andAp the values given by SJT an
for mn and mp typical values of 10 and 1 cm2/V s
respectively,30 we getCSWAt52.3310215 cm3 s21 from Eq.
~2!. This result can be compared with the independent m
surement of the evolution of the defect density with the il
mination time as follows.

From the CPM measurements~Fig. 2! we observed a
steady increase of the absorption coefficient in the sub
region as the sample was degraded, while the Urbach
remained unchanged. In order to get a quick estimate of
evolution of the integrated defect density (Nd), we used two
different approaches. Both procedures implicitly assume
the defects are homogeneously distributed throughout
sample. One approach was to integrate the excess su
absorption~subtracting the contribution from the Urbach ta!
using the formula:16

Nd51.931016E ~a2aUrbach!dE. ~3!

The other method was to use the value of the absorp
coefficient at 1.2 eV, assuming thata(1.2 eV!51 cm21 cor-
responds toNd52.531016 cm23 defect states31,32 and that
the relation is linear. The difference between the results fr
both methods was less than 50%. In Fig. 3 we show
evolution with the illumination time of the defect densi

FIG. 1. Photoconductivity decay as a function of illuminatio
time, plotted according to the bond-breaking model@Eq. ~1!#. The
full line, whose slope isP5(2.060.5)31010 V3 cm3/s, corre-
sponds to a linear fit.
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55 9623LIGHT-INDUCED DEFECTS IN HYDROGENATED . . .
measured by both methods. The log(Nd) vs log(t ill ) plot
shows a linear behavior with a slope very close to 1/3 in b
cases. This allows us to fit the evolution of the defect den
with the bond-breaking formula.28

@Nd~ t ill !#
32@Nd~0!#35Ctill , ~4!

which gives C57.831044 cm23 s21 from Eq. ~3! and
C52.431045 cm23 s21 from a(1.2 eV!. Within the frame of
SJT’s model,28 the constantC is related to theCSWAt prod-
uct by

FIG. 2. Absorption coefficient for different illumination times
180 s~h!, 1980 s~s !, and 23 580 s (D). The lines correspond to
the convolution@using Eq.~6!# of the densities of states obtained b
deconvoluting the measureda(E) data with Jensen’s method~Refs.
23! (2) and deconvoluting the measureda(E) data with the de-
rivative method~Refs. 21 and 22! ~ . . . .!.

FIG. 3. Evolution of the integrated defect density with illum
nation time, as measured from the absorption coefficient at 1.2
(j) the integrated excess absorption coefficient~d !, and the de-
convoluted density of states (m) ~see the text!. The lines corre-
spond to linear fits. The three slopes are very close to the 1/3 v
predicted by the bond-breaking model.
h
ty

CSWAt5
AnApC

3G2 , ~5!

where the parameters have the same meaning as in Eq~2!.
Using the values previously adopted forAn andAp , and the
values of C obtained from Eq. ~4!, we get CSWAt
51.4310215 cm3 s21 from Eq. ~3! andCSWAt54.3310215

cm3 s21 from a(1.2 eV!. These values coincide fairly wel
with the one obtained from the photoconductivity decay@Eq.
~2!# and are also comparable with other results given in
literature, like theCSWAt product measured by SJT~Ref. 28!
(1.5310215 cm3 s21).

The absorption coefficient measured by the CPM can
written as31,33

a~E!5
KP2~E!

E E
2`

`

gi~«! f ~«!gf~«1E!@12 f ~«1E!#d«,

~6!

wheregi andgf are the densities of initial and final states f
the optical transitions, respectively,f is the proper statistica
occupation function,E is the photon energy, andK is a con-
stant. It is usually assumed that the matrix elements for
optical transitionsP2(E) are constant. We have taken33

@KP2(E)#54.34310238 cm5 eV2. In the CPM technique,
only transitions contributing to the photoconductivity are d
tected. Some authors34,35 have argued that conduction ta
states may contribute to the photocurrent. However, the m
common assumption is to consider only transitions leading
the excitation of carriers into extended states.21,22,31,33This
implies that the lower limit of the integral in Eq.~6! is
(Ec2E), whereEc is the conduction-band mobility edge
Assuming that gf(E) is constant above Ec and
@12 f («1E)#'1, the density of filled states@gi(E) f (E)#
can be evaluated in a simple way by differentiation of t
a(E) spectrum. This is the derivative method, used by Pie
Mell, and Terukov21 and Amato, Giorgis, and Spagnolo.22

However, gf(E) is thought to vary asE1/2 above Ec .
Jensen23 introduced a correction to the derivative meth
that allows the accurate determination of the DOS assum
a parabolic energy dependence forgf(E). We used this
method to deconvolute oura(E) data~assuming, as before
that the defects are homogeneously distributed through
the sample!. The resulting DOS is shown in Fig. 4. It can b
seen that, ast ill increases, two peaks grow in the midga
region, while the valence-band tail remains practically u
changed. This is one of the first observations of the prese
of two peaks between the valence band and the Fermi en
in a-Si:H. In a previous work, Sakataet al.19 found two dis-
tinct defect states in the lower midgap of undopeda-Si:H.
They also used deconvolution of CPM measurements,
the deconvolution was performed by fitting a propos
model for the DOS. Gu¨nes, Wronski, and McMahon20 also
found two peaks in the lower half of the gap when applyi
a fitting procedure to deconvolute their dual beam photoc
ductivity data. It is worthwhile noting that the deconvolutio
procedure we have used does not assume any special s
for the DOS, so it represents a direct observation of the p
ence of two distinct defect states. The valence-band-
states extend exponentially into the gap. By subtracting
contributions of these states, we get the evolution of the m
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9624 55SCHMIDT, ARCE, BUITRAGO, AND KOROPECKI
gap DOS with the subsequent degradation of the sample
can be seen in Fig. 5, the occupied density of defect st
consists of two~apparently! Gaussian peaks that evolve as
function of illumination time. The Gaussian shape is co
monly assumed to describe the defect density and it co
from a statistical energy distribution for the defect sites.
accordance with Sakataet al.,19 we fit the evolution of the
peaks with Gaussians of constant position and width. Thi
so because we do not expect any change in the nature o
defect states produced by light soaking. The best fit for
complete set of curves was obtained with peak energy p
tions at 0.9160.01 and 1.09060.008 eV from the

FIG. 4. Density of filled states, obtained from the deconvolut
of the absorption coefficient data, for different illumination time
180 s (h), 1980 s~s !, 23 580 s (D). Two peaks are present in th
subgap region that grow as the sample is degraded. The vale
band-tail states, on the other hand, remain practically unchang

FIG. 5. Evolution of the density of midgap states with illumin
tion time once the contribution from the valence-band-tail states
been subtracted. The peaks are fitted with two Gaussians~full
lines!, centered at 0.91 and 1.09 eV from the condution-band m
bility edge. The areas of both Gaussians tend to increase whe
sample is degraded. The width of the Gaussians is fixed at 0.14
As
es

-
es
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conduction-band edge, being the width 0.1460.02 eV in
both cases. The areas of both peaks tend to increase m
tonically as a function of illumination time, as shown in Fi
6. It can be seen that the evolution of the area of each p
has a dependence ont ill very close tot ill

1/3 in the long-time
limit ~once the density of defects exceeds the initial def
density by a factor of 2 or more!. When the areas of the two
Gaussians are added up, the total defect density also g
as t ill

1/3, in accordance with the results obtained froma~1.2
eV! and Eq.~3! ~see also Fig. 3!. Equation~4! was also used
to fit the evolution of the total defect density obtained fro
the deconvolution, obtainingC51.631045 cm23 s21. From
Eq. ~5!, and using the values previously adopted forAn and
Ap , we getCSWAt52.9310215 cm3 s21. This value is in
between those obtained from Eq.~3! anda~1.2 eV! and it is
also in excellent agreement with theCSWAt product obtained
from the photoconductivity decay.

IV. DISCUSSION

In the first place, it is essential to be sure that the dec
volution procedure that we applied yields valid estimates
the deep level density. In order to test the accuracy of
method, we did the following: starting from the densities
states obtained from the deconvolution~Fig. 4!, we applied
Eq. ~6! to generate thea(E) spectra. These were in excelle
agreement when compared with the measureda(E) data~see
Fig. 2!. This gave us an indication of the self-consistency
the method. We also verified that a purely derivative meth
~like those of Refs. 21 and 22! does not reproduce the orig
nal a(E) data ~as shown in Fig. 2!. The accuracy of the
method that we have applied for reproducing a previou
assumed DOS has also been verified by Jensen in Ref.

As it can be observed from Figs. 1 and 3, both the p
toconductivity decay and the evolution of the defect dens
follow the dependence on illumination time predicted by t

ce-
.

as

-
the
V.

FIG. 6. Evolution of the density of subgap states as a function
illumination time. Shown are the area of the low-energy Gauss
peak from Fig. 5, (j), the area of the high-energy Gaussian pe
(d ), and the resultant density of defects when the areas of b
Gaussians are added up (m). The lines correspond to linear fits~the
data points included in the fitting are those for which the density
defects is at least two times larger than the initial density of
fects!.
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55 9625LIGHT-INDUCED DEFECTS IN HYDROGENATED . . .
bond-breaking model. We used three methods to obtain
density of gap states (Nd) in this sample: froma~1.2 eV! we
obtainedNd

a(1.2 eV), from Eq. ~3! we obtainedNd
*Da dE, and

from the deconvolution we obtainedNd
dec. The densities of

states obtained from all these methods are in fairly go
agreement within the experimental error and they all give
predicted t ill

1/3 dependence.Nd
a(1.2 eV) is greter thanNd

dec,
while Nd

*Da dE is smaller thanNd
dec. The calibration constan

used to getNd
*Da dE from Eq. ~3! was obtained by Smith

et al.16 by comparing their CPM measurements with ES
determinations. As ESR measures paramagnetic defec
detects only neutral silicon dangling bonds and does
‘‘see’’ charged defects. Thus it is not unexpected th
Nd

*Da dE is smaller thanNd
dec since the latter measures th

density ofD0 andD2 states. The constant applied to rela
a~1.2 eV!, with Nd

a(1.2 eV) has been obtained recently by Si
bke and Stiebig,32 who used total-yield photoelectron spe
troscopy~TYPES! to measure the defect density ofa-Si:H
samples. As TYPES detects the occupied density of st
regardless of their charge state, it would be expected
Nd
dec'Nd

a(1.2 eV). This is not the case for our sample. How
ever, it should be noted that there is a certain dispersio
the values reported by different authors for the calibrat
constant~in the range from 131016 to 531016 cm23; see
Ref. 31 and references therein!.

The value obtained forCSWAt from the photoconductivity
decay (2.3310215 cm3 s21) coincides reasonably well with
those obtained from the evolution ofNd(4.3310215,
1.4310215, and 2.9310215 cm3 s21 from Nd

a(1.2 eV),
Nd

*Da dE, andNd
dec, respectively!. The photoconductivity de-

cay is measured in a simpler and faster way than the ev
tion of the defect density, but the values ofCSWAt obtained
from sph are affected by the uncertainty in the values of t
mobilities @which enter to the third power in Eq.~2!#. As
these average mobilities depend mainly on the band sta
they should not be affected by changes in the subgap de
of states. However, it should be of importance to verify t
assumption, studying the behavior ofmn andmp while the
sample is degraded.

A large number of experiments36–39 have shown that the
density of states in the gap ofa-Si:H is dominated by the
three different charge states of the silicon dangling bo
D0, D1, andD2. The position of the low-energy peak i
Fig. 5 is very close to the center of the gap. From Fig. 6
can also be seen that it grows ast ill

1/3, which is the time
dependence of the density of neutral silicon dangling bo
~as measured by ESR!. According to this, we ascribe th
peak centered at;(Ec20.91 eV! to the neutral dangling
bondsD0. The other peak is shifted by 0.18 eV towards t
valence band, and we ascribe it to the negatively char
defectsD2. These assignments are consistent with the
ergy distribution of the defects proposed by the poten
fluctuations,40 defect pool,9,10 and thermodynamic
equilibrium41 models. Sakataet al.19 obtained the best fit o
their a(E) data placing two Gaussian peaks atEc21.0 and
Ec21.1 eV, with half-widths of 0.15 and 0.08 eV, respe
tively. These same positions and widths were used in
annealed and light-soaked states. On the other hand, Gu¨nes,
Wronski, and McMahon20 allowed a change in the half
width of theD2 peak for the light-soaked state. They o
he
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tained the following parameters: positions 0.78 eV2Ev and
0.50 eV2Ev and half-widths 0.13 and 0.08 eV in the a
nealed state and 0.13 and 0.12 eV in the light-soaked s
As they assumed a mobility gap of 1.9 eV, the positions
the peaks relative to the conduction-band mobility ed
would beEc21.12 andEc21.4 eV, respectively. As it can
be seen, there is a relatively high dispersion in the value
the peaks positions reported by these authors. TheD2 peak
position obtained by Gu¨nes, Wronski, and McMahon20 is
within the valence-band tail, so it would be difficult to ex
tract it from a deconvolution procedure. On the other ha
the D0 peak position is not at the center of the gap. T
peaks positions obtained by Sakataet al.19 are closer to our
findings. Whereas the method used by these authors ass
a particular shape for the density of states in the gap,
method leads to similar results without thata priori assump-
tion. When fitting our results, we kept fixed the centers a
the widths of the Gaussians. We adjusted the whole serie
data with only the areas of the Gaussians varying as a fu
tion of light-soaking time. From Fig. 5 it can be observ
that the fitting is very good in spite of the small number
free parameters.

The density of charged defects in intrinsica-Si:H is a
controversial topic. While some authors agree with the tra
tional point of view that the density of neutral defects large
exceeds the density of charged defects,13,14 other authors
maintain the opposite opinion.8–10 However, an increasing
amount of recent observations7,8,11,12tend to confirm that the
density of charged defects is not negligible in intrins
a-Si:H. Our results agree with these later measureme
since the ratio of the areas of theD2/D0 peaks~as obtained
from the Gaussians of Fig. 5! is approximately equal to 2.6
Sakataet al.19 also obtained a density of charged defe
higher than the density of neutral defects by a factor of 3
at least for their initial state. When illuminated, their samp
showed a decrease in the density ofD2, while theD0 den-
sity increased. Other authors8–10,42 have also claimed tha
illumination creates mainlyD0 states, thus leading to a dis
proportionality in the spin versus total defect density. If th
were true, and if the density of charged defects were com
rable to the neutral defect density, then the bond-break
model proposed by SJT~Ref. 28! would contradict the ESR
measurements. There is considerable experimental evid
from ESR ~Refs. 28 and 43! showing that the spin densit
grows ast ill

1/3. Thus, if it were true that theD0 density grows
faster than the density of charged defects, then the total
fect density would grow with a smaller dependence ont ill .
This would be in disagreement with the bond-breaki
model, which predicts at ill

1/3 dependence for the total densi
of defects. However, our measurements show that the de
ties of theD0 andD2 levels grow at the same rate~Fig. 6!.
We have found a proportionality between the density
charged and neutral defects, which remains for the differ
light-soaked states~except for the initial state, where the de
termination of the density ofD0 states is affected by a larg
uncertainty!. This implies that the bond-breaking model
applicable, even when there are more charged than ne
defects.

V. CONCLUSION

In this paper we have studied the light-induced degra
tion of ana-Si:H sample by means of the photoconductiv
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9626 55SCHMIDT, ARCE, BUITRAGO, AND KOROPECKI
decay and the evolution of the subgap absorption coeffic
measured by the CPM. The deconvolution of thea(E) data
allowed us to obtain the occupied density of states with
any a priori assumption on its shape. The DOS showed
presence of two peaks between the valence band and
Fermi energy. After subtracting the valence-band-tail con
bution, these peaks have been fitted with Gaussians of
stant positions and widths, whose areas increased as a
tion of illumination time. We have assigned the midgap pe
to the neutral dangling bondsD0 and the peak closer to th
valence band to the negatively charged defectsD2. We have
found that theD2 density is greater thanD0 density, which
is the prediction of the defect pool model. We have a
found that the densities of both defects grow ast ill

1/3. This is
in agreement with ESR measurements, which show a
density growing with the same time dependence. It also v
fies that the spin density is proportional to the total density
defects, an assumption that has been questioned lately.
proportionality betweenD0 andD tot makes SJT’s~Ref. 28!
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model applicable even when there are more charged
neutral defects.

The evolution of the photoconductivity as a function
illumination time also follows the bond-breaking model. Th
parameters that we have obtained from the evolution
Nd , whether measured froma(1.2 eV!, from Eq. ~3!, or
from the deconvoluted DOS, agree reasonably well w
those found from the photoconductivity decay. This agr
ment strengthens the confidence in the results of our pre
work.
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