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Low-field magnetoresistance in diverse magnetic phases ¢f Feg,_,Ni, Cr,q alloys
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We have measured the low-fielek30 G magnetoresistand& FMR) in the spin-glas$SG), ferromagnetic
(FM), and the reentrant spin-glagsRSG phases of fcc Rg_,Ni,Cr,g (19<x<30) alloys. We find close
resemblance between the temperature variation of the LFMR and the ac susceptibility in thxR36).(
Hysteresis effects in the LFMR have been found in the RSG for both increasing and decreasing temperatures.
The presence of a dc biasing field at different temperatures alters the sign of the LFMR in the RSG at the
lowest temperatures. This supports the existence of mixed FM and SG phases at the lowest temperature in the
RSG. In the SGX=19), the LFMR becomes negative, while in the FkH30), it remains positive. These
measurements of LFMR throw new light on our understanding of the various couplings between the moments
in such magnetic systemsS0163-1827)05913-4

[. INTRODUCTION MR with field and temperature. When the magnetic figlcs
perpendicular to the current densitythe MR is known as
The application of a magnetic field usually affects thethe transverse magnetoresistaf@®IR), the space charge
transport properties of a system. The magnetoresistandeajectories are deviated from the paths of least resistance by
(MR) of a system depends upon the relative orientation othe Lorentz force proportional tdXB. Since the new paths
the electric- and magnetic-field vectors. It is regarded as onare no longer necessarily the paths of least resistance, the
of the most powerful tools for probing into the electronic effective mean free path ) and the scattering life-timér)
transport processes. The MR depends upon the magnetitecrease. This gives a TMRo/p(0)~(l/r )? wherel is the
state of the system, hence in magnetic alloys it can givenean free path proportional te and r,=m*v/eB is the
greater insight to the understanding of the magnetic phasdsarmor radius of a charge. This gives the quadratic depen-
of such systems. dence inB of the TMR. This can be expressed in the general
There are different mechanisms that cause the variation dorm, known as Kohler's rule Ap/p(0)<(w.7)?, where w,
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FIG. 1. (a) Variation of MR with field which
goes asH? with the origin as the static pointb)
Presence of a constant fie{ty) in the sample
shifts the static point té\ from the origin and the
MR becomes asymmetri¢c) If there is an inter-
nal field present in the sample and an external
field £H, is applied, then the static point will
shift from the origin toB andC, respectively. If
H, is large, then the static point will shift froi@
to D. (d) d; andd, are the variation of the MR
with field for the static points at C and D, respec-
tively.
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(=eB/m*) is the cyclotron frequency and for weak magnetic might saturate a FM component, enabling weaker SG effects
fieldsw,7 < 1. The free-electron theory gives zero MR in the to be revealed. The RSG sample shows a typical PM to FM

first approximation, whereas in the second approximation, itransition. As the temperature is lowered, the FM phase be-
predicts a quadratic variation for small fields and a saturatio§omes unstable against further reduction of temperature and
in large fields® Similar behavior of the TMR was predicted reenters a SG-like state in which there is a drop in the ac
from the two-band model in cases where two overlappingsusceptibility and other magnetic effects show up, like the

bands exist as, for example, in transition metattowever, ©Onset of magnetic viscosity and history-dependent effects.

TMR can also be understood in terms of the anisotropic reThere are many controversial predictions about the nature of
laxation times and non-spherical Fermi surfabes. this lower-temperature phase. Several important questions

In a metal with magnetic spins, additional quantum_stiII remain unanswered. For example, is there any difference

: ; , o between the SG and the RSG phases at the lowest tempera-
mechanical effects like the suppression of the spin-flip scat: X g
tering or weak localization can give rise to a negative MR. Atures? Does FM ordering exist in the RSG phase down to the

. . > . ? iti i -
conduction electron scatters by exchanging spins with ma _owetst t_e]_mpertﬁturs;é IS. thle t;arlﬁUanMntea;'UIl? C“.r;? tim
netic moments or spin excitations. An external magnetic fiel eraturefc in the simiiar to the 0 ransition -

increases the energy needed to flip a spin and thus decrea gan attempt to answer these questions we have combined

the amplitude of spin-flip scattering. This causes a decreast’ susceptibility measurements with very low field magne-

of resistivity in the presence of a magnetic field, resulting inloresistance measurements, thereby providing insights into
a negative MR. Abrikosovpredicted the variation of MR as the magnetic behavior of these alloys.
Aplp(0)=—a(uH)? wherew is a positive constant and is
the moment per magnetic scatterer, by considering the weak-
field spin-flip scattering amplitude between an electron and a
single local magnetic moment. The spin-flip scattering from  All these ternary alloys were prepared by induction melt-
exchange between conduction electrons and spin excitatiorisg in an argon atmosphere. The starting materials were of
in an itinerant ferromagnet was considered by Herfing. 99.999% purity obtained from M/s Johnson Matthey Inc.,
Mookerje€ calculated the MR in spin-glassé8G's) on the  England. The alloys were cut to the required size, homog-
basis of an Edwards-Anderson-type model by consideringnized at 1323 K for 100 h in an argon atmosphere, and then
the fact that local spins interact through the conduction elecquenched in oil.
trons via thes-d exchange coupling. He predicted a negative Chemical analysis of Ni and Cr shows that the composi-
MR at all temperatures and fields andtfvariation in low  tions of the alloys are within=0.5 at. % of their nominal
fields. This was verified experimentally by Nigam andvalues. X-ray diffraction data at room temperature in pow-
Majumdaf in canonical SG’s. However, in a ferromagnet dered samples reveal that these are single-phaséyfcal-
(FM) the presence of spontaneous magnetization and domalays with lattice parametea=3.60 A. Neutron diffraction
wall movement tend to further complicate the interpretationdatd show the presence of single-phase fgg¢ structure

In this paper we present data on the low-field magnetoredown b 2 K for the alloy withx=19.
sistance(LFMR) of Fey,_,Ni,Cr,q alloys where very strong In a metallic system, the change of electrical resistivity in
competing exchange interactions produce exotic and diverge presence of a magnetic field is exceedingly small for a
magnetic phases within the same crystallographjthase®  small field (<30 G). To detect the minute change of MR in
These alloys exhibit a compositional phase transition from dields comparable with those used in ac susceptibility experi-
long-range antiferromagnetic phase=14) to a long-range ments, Barnard devised a state of the art instrument which
FM one (x=30), passing through intermediate phases of SGcan measure LFMR with a resolution of 70' The LFMR
(x=19) and reentrant SGRSG (x=23 and 26 with in- is normally obtained by measuring the voltage developed
crease in Ni concentration. On cooling, the RSG samplescross a current-carrying sample with and without the pres-
pass through more than two magnetic phases and hence thace of a magnetic field, applied either in a longitudinal or
variation of the LFMR of these samples may not necessarilyransverse direction with respect to the current. Now the
follow any of the above mechanisms. However, they are extFMR can be defined as the ratio of the change of the volt-
pected to show some complex interplay of the above mechage AV (xAp) to the voltage in zero field,\{(B) - V(B
nisms. The LFMR is closely connected with the state of the=0)]/V(B=0)=Ap/p(0). For low fieldsAV becomes very
magnetization of the alloy and is capable of providing moresmall (AV«<B?), and the detection of this against a large
subtle information than say, direct magnetization measurebackground voltagelR) is very difficult. The fundamental
ments. Barnatf observed that the LFMRin Au—8 at. % feature of this method is to separat®/ from V. If a very
Mn and Cu-4.6 at. % Mnshowed peaks at the freezing stable dc currentfrom batteriey passes through the sample
temperatureTy and is negative for both the paramagneticand an unidirectional pulsed or oscillating magnetic field is
(PM) and the SG phases, becoming positive when FM orderapplied, then the change of the voltage in the presence of the
ing is present. Thus, LFMR can provide very useful infor- oscillatory field will also be oscillatory in nature. This small
mation about the nature of the coupling between the moac voltage could then be amplified and measured using a
ments in metallic magnetic alloys. To reveal the intrinsiclock-in amplifier. Hence very small LFMR voltages could be
differences in the magnetic properties of SG’s and RSG'’s, itletected which are not coupled with the large dc voltage
is necessary to do the measurements in very low fields, foacross the sample. Full details of the method used were re-
larger magnetic fields can often severely disrupt the ratheported earliet! We have measured the LFMR in two differ-
weak magnetic coupling existing in such alloys. Sometimeent modes with the field always applied parallel to the direc-
the application of larger fields is advantageous in that theyion of the current, i.e., the longitudinal magnetoresistance.

Il. EXPERIMENTAL PROCEDURE
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FIG. 2. Temperature variation of the real and imaginary part of  F|G, 3. Temperature variation of the LFMR fer=26 measured
the ac susceptibility fox=26 measured in a field of 242 Hz and 0.6 jn +4-G pulsed square-wave field.
G.

e field present in the sample. In such cases, the determination
In one case a unidirectional square-wave pulse produced tQﬁ the sign of the LEMR{intrinsic) can be difficult

magnetic field whose amplitude could be varied. In_the o.ther Let us now examine the case where an internal fiéjds
case a small constant square-wave pul_se was applied W'.th ?)?esent and an external biasing fidlth is also applied,
additional dc biasing field whose magnitude could be varied .. may be positive or negatii€ig. 1(c)]. With H, and
positive H; we observe astatic pointat B, while if H; is
negative, then poin€ will be the static point. IfH, is large
and negative, then the static poiGitcould move toD. The
Usually when the LFMR is measured for both forward variation of the LFMR for the static points andD will look
and reverse pulsed magnetic fields, these values are equak shown in Fig. @), curvesd; andd,, respectively. So to
i.e., the LFMR is symmetric for both the field directions. find the intrinsic LFMR, one has to choose the static point in
However, if some finite magnetization exists in the samplea way that will enable one to observe the effect of only the
which modifies the actual field seen by the electrons, then thexternal magnetic field which, in our case, is unidirectional
LFMR becomes asymmetric with respect to the field direcpulsed field of frequency 38 Hz, and not of the internal field
tions. In such cases, considerable care must be taken to der any other biasing field present prior to the application of
termine the sign of the LFMR. To understand this, it will be the pulsed external field. If there is no internal field present
convenient to consider a material in which the intrinsicin the sample, then the LFMR will be symmetric with respect
LFMR is proportional to the square of the magnetizationto the origin for small fields and the origimill be the proper
(M). Generally, for small field81«<H and hence the LFMR static point. If the LFMR is not symmetric with respect to the
is proportional taH2 Here whetheH is positive or negative, ~origin indicating the presence of some extra fiéiltternal,
a positive LFMR results. The same variation will also existthen one has to apply an appropriate biasing fi¢Jdn order
when theH field is a pulsed square wave as in our experi-to nullify the effect of the internal field on the LFMR. This
ments. This is the simplest system where the same variationill makethe LFMR symmetric with respect to the origin. In
is observed on both increasing or decreasihdJnder these other words, one has to shift the axes of the grapip(0) vs
conditions the sign of the LFMR is unambiguous. This caseH in such a way that the LFMR becomes symmetric with
is shown in Fig. 1a) where the LFMR is clearly positive, but respect to the new origin, and this point is called the proper
obviously negative LFMR is also possiblshown by the static point
dotted curve In the above, thetatic pointof the sample is The sample withk=26 undergoes a double transition, one
the origin where no field is applied to the sample. Howeverfrom PM to FM at 68.89 K and the other from FM to RSG at
if we consider an additional constant figl) which might be  16.68 K on further lowering of temperature. These double
present in the sample, th&atic pointis now A, and the transitions are clearly seen from the ac susceptibiljy
pulsed field will be with respect to this point. The observedmeasurements. The real part of the susceptibility shows a
variation of LFMR will now look like that shown in Fig.(b) double knee, while the imaginary part shows two distinct
in which apparently there is a negative LFMR, though nopeaks afTc and T, respectively(Fig. 2. The temperature
intrinsic negative LFMR is really associated with the sample.variation of the LFMR also shows somewhat similar behav-
It should be mentioned here that the figlig may not nec- ior (Fig. 3) to the real part of the susceptibility. According to
essarily be an externally applied field; it may be an internaKohler’'s rule for MR, Ap/p(0)=f(B/p(0)). In magnetic

lll. RESULTS
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FIG. 4. Temperature variation of the LFMR far=26 for vari- FIG. 5. Variation of the LFMR forx=26 at 4.5 K with the

ous thermal cycles measured #4-G pulsed square-wave field. jncrease and decrease of pulsed square-wave fitldsarrow indi-
Initially the temperature was increased fromto B, then it was cating the direction
decreased t&€ and then increased again . The arrows in the

figure show the cycles.
(C—D). Throughout the operationA—~B—C—D), the

samplesB is no longer equal tdd, butB=H+KM=H(1 square-wave pulsed field of4 G was on. So the curve
+Kx), whereK is a constant. Therefore for constaht MR C—D of Fig. 4 is essentially the same as shown in Fig. 3 for
should be a function o, i.e., Ap/p(0)=f(x). p(0) has its  +4 G-field up to 30 K. With the increase of temperature the
own temperature dependence which is very weak compareglrve shows a negative LFMR, a feature generally associated
to that of y in the interval of 4.2—80 K wherg(0) changes with the SG state, then a negative peak around 10 K, fol-
by only ~4%. So the temperature variation pf0) can be lowed by a sharp increase, and finally, it becomes positive.
neglected. Hence there must be some relation between tlign reducing the temperature, it starts bifurcating at 17 K, but
temperature variation of MR angd We have also observed retains the positive value to the lowest temperature. After-
that in the other RSG samplg=23), the temperature varia- wards, it shows a reversible behavior with thermal cycling. It
tion of susceptibility and LFMR follow a similar behavior is to be noted that thermal hysteresis is only observed in the
(not shown, indicating a close relationship between the two.RSG phase, and not in the FM pha3ex(T,) with this small
Similar behavior was also reported in FeNiMn RSG by Bar-applied field. The negative peak around 10 K is a finding
nardet all? which we could not trace in our susceptibility measurements.
The most interesting feature of the LFMR£26 is that The magneto-thermal-history effect in SG’s has also been
it shows two different curves fot-4 and—4 G square-wave reported by Rakers and Betk.To further investigate the
fields (Fig. 3). To obtain these curves, we have cooled themagnetic hysteresis effect we measured the LFMR with
sample in unidirectional square-wave pulsed fields-df G varying pulsed field at 4.5 KFig. 5. It shows hysteresis and
and frequency 38 Hz. This occurs because of the presence fsfr the small field the LFMR is negative. We think that the
some internal field which modifies the field seen by thepresence of smallnegative internal fields shifts thestatic
sample and is discussed later in this paper. The internal fielgdoint and makes the LFMR apparently negative, but the in-
is also a function of temperature. In the temperature intervalrinsic MR always remains positive. Here the magnetic his-
between 25 and 39 K it seems that the internal field vanishetory effect is somewhat similar to the thermal history effect.
as the two curves coincide. Far4-G field, the LFMR be- After one cycle, it follows a reversible path. Initially, the
comes negative around 71 K, which is aboveTheobtained LFMR is positive aboveB~10 G. On reducing the field, the
from the ac-susceptibility measuremefidetails to be pub- LFMR always remained positive and reduced to zero as the
lished elsewhepe Similar behavior has been observed infield was reduced to zero. Then for a negative field, it fol-
other RSG's [(AuFe, (FeyeNigsdi_xMn,, x=11.36 lowed a reversible path. Hysteresis effects were also ob-
at. %]'>*2near the PM to FM transition. served in other RSG sampl&where their appearance for
The LFMR shows thermal hysteresis effects at lower temsmaller fields, followed by a reversible behavior at higher
peratures for a-4-G pulse square-wave fielffig. 4). To see fields, further complicated the situation. Figure 6 shows the
thermal hysteresis, we have cooled the sample down to 4.2 Kariation of the LFMR at 4.5 K in the presence of different
in a zero field and then applied-84-G pulsed square-wave static fields on top of the variable pulsed field. In the pres-
field of frequency 38 Hz. Then we increase the temperaturence of =18.2-G static fields, it shows a negative LFMR
up to 20 K(A— B of Fig. 4), then cool it down slowly to 4.2 along with hysteresis effects. The curves are also not sym-
K (B—C) and again increased the temperature up to 30 Knetric for the positive and negative applied fields. In the
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RSG phase, both FM and SG types of clusters are presenpagnetic state. It is only through the positive LFMR that we
and the LEMR is the combined effect of all these clusters. Inye aple to conclude that the ferromagnetic phase persists
a zero static field, the LFMR arising from the FM clusters gyen pelow the lower transition temperature in the RSG. At
predominates and makes the resultant LEMR positive. Bug| higher fields(up to 7 T), Banerjee and Raychaudhtfri

the application of a sufficiently high static field effectively nhave ~ shown

that

the MR can

be expressed as

locks the FM clusters, and only the SG component can theR ,/,0)=A(T)H2—B(T)H™, where A(T) and B(T) are
follow the pulsed field, which reveals itself as a negative.gnstants at a given temperature and the exponeris less

MR. Hence, the LFMR provides strong evidence for theihan 1. They concluded that the negative contribution has a
presence of FM ordering down to the lowest temperature, fhagnetic origin.
conclusion we had reached earlier from our magnetic relax- The measurements at 78 K, in the PM region, show nega-

ation and ac susceptibility measuremefitddowever, the

reason behind the asymmetry in the curves for positive and

negative pulsed fields and the exact nature of the different
types of clusters present and their interactions seems to be
quite complicated. One possible explanation is that the AT
+18.2-G static fields are insufficient to fully saturate the FM
component, but nevertheless are sufficient to block the rest

of the positive LFMR. That there is still some hysteresis in

the curves shown in Fig. 6 strongly suggests near, but not —

complete, saturation.

We concluded earlier that the internal field was absent at

around 25 K. Further measurementsxn26 at 25 K of the
variation of the LFMR in zero and-18.2-G biasing fields

are shown in Fig. 7. For zero biasing field, the LFMR is
always positive, and the curve is symmetrically placed about

the origin. With the biasing field of-18.2 G, the LFMR

curves are shifted by equal amounts on either side of the ,

origin. By choosing the propestatic pointthrough shifting

of the graphing axes discussed earlier, we can show that here
the LFMR is positive. At 25 K, the sample is in a FM phase,
hence a positive LFMR is expected. However, in the pres-
ence of+18.2-G biasing field, the LFMR indicates satura-

tion for higher fields. It may be that at higher fields it re-

tive MR (Fig. 8). But to get a symmetric curve we need to

a
+18.2 G

2.5

N
N
N

X= 26
T= 78 K

Ap/p(0

©

(10

—-2.5

-5.0 ;
—32

~16

0
B (G pulsed)

32

verses its slope and becomes negative. Our high field data FIG. 8. Variation of the LFMR forx=26 at 78 K with the
pulsed square-wave field in the presence+d8.2-, +9.1-, 0-, and
tive MR in the FM phasé® Therefore it is very important to  —9.1-G static biasing fields-9.1-G biasing field brings the static
do low-field measurements to reveal the true nature of theoint to the origin.

(0.1-17 k@ for the other RSG samplx=23) shows nega-
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FIG. 9. Variation of the LFMR forx=26 at 63.5 K with the
pulsed square-wave field in the presencet&.1-, 0-,—9.1-, and
—18.2-G static biasing fields.

apply a —9.1-G biasing field. For zero and other biasingfields. For smaller field§zero bias cagethe slope of the
fields, we have to shift the static points to get the intrinsicLFMR is positive, but around-20-G field, it reverses its
LFMR, which is negative in this case. So in the PM region,slope indicating a negative LFMR. So, even in the zero bias,
we observe a negative LFMR and a small internal field ofthe LFMR can have both positive and the negative compo-
about 9 G. At 4.5 K the LFMR curvéLFMR intrinsically ~ nents. In the presence of#al8.2-G biasing field, the LFMR
positive) is shifted to the right of the origin for zero bias indeed becomes positivéseen after choosing the proper
(Fig. 5, but here it shifts to the left of the origin. static point which is now at the left of the origirBut with
Figure 9 depicts the variation of the LFMR at 63.5 K for the increase of the field along the positive direction, the
zero and some biasing fields. At this temperature, the LFMRLFMR becomes negative. Actually, when the static point
starts showing asymmetric behavior. For zero biasing fieldshifts towards the left of the origin, the actual field seen by
the static point is very close to the origin indicating the pres-the sample is larger than the applied field along the positive
ence of a very smallnegative internal field. The LFMR direction. The nature of the LFMR curves is different for
initially increases with field, but around 30 G it shows apositive and negative 18-G biasing fields. At this point it
tendency to saturate. With positive and negative 9.1-G biasseems that the LFMR has two components, one positive and
ing fields, the LFMR shifts by unequal amounts along thethe other negative. Starting from the high-temperature side,
(—Aplp(0)) axis, unlike that at 25 KFig. 7). For —18.2-G  prior to the establishment of the FM phase, there may be a
biasing field, the static point is now on the right of the origin mixed phase where a PM or even a SG phase coexists with a
and is=~18 G away along th& axis. With respect to this FM phase. The positive contribution is coming from the FM
new origin, the slope of the LFMR curve is positive. But ordering while the PM or SG ordering gives a negative
when the field increases along the negative direction, theFMR. However, the resulting nature of the LFMR curve
LFMR reverses its slope and finally becomes negative. Asvill depend on their relative contributions. Here the LFMR
we have already applied a biasing field efl8.2 G, the for zero bias is somewhat similar to that observed in
effective field along the negative direction is still larger. The (Fe, ofNig 99775i;0B13 RSG neaiT, .1°
reason behind this asymmetric behavior of the LFMR for Figure 11 shows the variation of the LFMR far=30 at
positive and negative fields is not clear. 78 K (T,=130 K). x=30 is a ferromagnet, and thus the
At 70 K, very close to the critical temperature, the LFMR LFMR is positive and symmetric for both the positive and
has a very complicated behavior. Figure 10 shows the varianegative pulsed fields. It also does not show any hysteresis
tion of the LFMR for different biasing fields. The LFMR is effects for the small applied fields used. In the FM phase
not symmetric, nor can a graphical shift of the static pointwhere long-range order exists, smaller fields do not show
make it symmetric. Therefore the choice of the static point imonlinear effects which give rise to hysteresis in magnetiza-
very difficult here. Very close to the critical temperature tion and therefore in magnetoresistance. For small fields, the
(T.), the complex interplay of different magnetic constitu- LFMR in x=30 shows reversible paths, unlike the SG phase,
ents and the absence of any pure magnetic phase furtheshere at lower temperatures we have observed that the
complicates the situation. According to our criterion, for zeroLFMR in x=26 follows irreversible paths for small fields.
biasing field, the origin is the so-called static point. Hence Figure 12 shows the temperature variation of the LFMR
for positive biasing fields, the static point is expected to befor the sample withk=19, which is a SG. For small applied
on the left of the origin and on the right for negative biasingfields, the LFMR is very small and it is about the limit of our



G. SINHA, R. D. BARNARD, AND A. K. MAJUMDAR

8988
140
* X= 30 T= 78 K S
£
»
x N
> g
L \;, '/
e N h:
< ' /
S 7ol ! /
< X h
© 1S /
E i :
X /
L \ [
\
!
1 !
o for decreasing field \ /
0 ! L 1
-50 -25 0 25 50

FIG. 11. Variation of the LFMR with pulsed square-wave field
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for x=30 (FM) measured at 78 K in a field of 38 Hz.

experimental resolution. We get rather scattered data, ev
after applying a pulsed field of 20 G. We can barely resolv
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=26) at 4.5 K and zero bias, the intrinsic LFMR is positive.

If the lower temperature phase is a pure SG, then the LFMR
should be negative. So the presence of FM clusters at the
lower temperature is strongly suggested. Now, to see the
SG-type of behavior we have to suppress or block the con-
tributions coming from the FM clusters. Application of a
biasing field locks the FM clusters allowing the SG compo-
nent, which is less affected by dc fields, to be revealed. This
results in a negative LFMR. We measured the nonlinear ac
susceptibility, which shows a peak aroufig.'” This peak

can be observed only if a spontaneous magnetization is
present. Moreover, the presence of small internal fields,
causing a shift of the static point in the LFMR curve at the
lower temperature, supports the above proposition in the
RSG. Thus the lower temperature phase of the sample with
x=26 consists of both SG and FM types of ordering. In this
phase small FM clusters are embedded into the matrix of
frustrated SG-like spins. We define this phase as the RSG,
which is distinctly different from the SG.

At temperatures abov&,, the LFMR becomes positive
for both nonzero and zero biasing fields, indicating a pure
FM phase. However, at higher temperatures, close to the
critical temperaturel ., we observed a tendency towards a
negative LFMR for higher fields. In the presence of biasing

Ids, the LFMR can have both positive and negative values.

e know that the positive LFMR arises out of the FM clus-

a dip at the transition temperature. Nevertheless, we can deft'érs, and the negative contribution comes from either the SG

nitely conclude that the LFMR ix=19 remains negative

both in the SG and the PM phaggp to ~2T,).

The LFMR results in the RS@&=26) presented in this
paper under very low field conditior(s<30 G) show at 4.2
K, a negative LFMR, a characteristic of a SG. It has a nega-
tive dip around 10 K, then it increases and finally becomes
positive. But the LFMR retains a positive value when the
temperature is lowered with the field on. For the RBG

IV. DISCUSSION
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FIG. 12. Temperature variation of the LFMR far=19 (SG

measured in a 20-G pulsed square-wave field.
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or the PM type of ordering. If the FM ordering coexists with
the PM(SG) type of random spins, then the resultant LFMR
can be of either sign, determined by the relative contribu-
tions of the different spin orderings. Normally for smaller
fields, the contribution from the FM component dominates,
but at higher fields or in the presence of biasing fields, the
FM part is locked, and then the negative contribution be-
comes more prominent. We observed similar behavior
aroundT. in the RSG(x=26). So, near the critical point,
both above and below, when the samfle-26) passes from

the PM to the FM phase with the lowering of temperature, it
passes through an intermediate phase where FM clusters co-
exist with PM (SG) spins. It is a new kind of phase which
exists for a very narrow temperature interval prior to the
onset of the FM phase. A similar kind of phase was also
predicted earlier neaff. in FeNiMn RSG!? At 78 K
(T>Tg), the LFMR becomes negative, indicative of a PM
(SG) phase. So from the present LFMR measurements, we
propose a new phase of FeNiCr alloys which exists for a
very narrow temperature interval nediz. This kind of
phase is possible where there are very strong competing in-
teractions in a magnetic system. The final nature of the phase
depends upon the more dominant interaction. If the strengths
of the interactions are comparable, then this kind of mixed
phase may be possible. However, we could not trace this
kind of phase from our earlier dc and ac magnetic measure-
ments. So from these LFMR measurements, we conclude
that the sample witlx=26 passes through diverse magnetic
phases like, PM:[PM(SG) +FM]—=FM—RSGE=FM+SG)

with the lowering of temperature.

V. CONCLUSION

We have measured the LFMR in different magnetic
phases of g _,Ni,Cr,q alloys. We observe that the LFMR



55 LOW-FIELD MAGNETORESISTANCE IN DIVERE . . . 8989

is negative in the S@&=19) and the PM phases and positive PM to the FM phase with lowering temperature, it passes
in the FM (x=30) phase. In the RS@&=26), at the lowest through an intermediate phase. Here the &) phase co-
temperaturd4.5 K), the intrinsic LFMR is positive for zero exists with the FM phase for a very narrow temperature in-
biasing field, but the presence of a 18.2-G static biasing fielderval. So with the reduction of temperature, the RSG sample
makes the LFMR negative, a feature generally associatepasses through various magnetic phases like; PRM(SG)

with the SG state. This suggests that the lowest temperatureFM]—-FM—RSE=FM+SG). We also find a close resem-
phase of the RSG has mixed FM and SG types of couplingblance between the temperature variation of the LFMR and
We believe that small FM clusters are embedded into a mahe ac susceptibility in the RSG&=26).

trix of frustrated spins of the SG. We observe hysteresis
effects in the LFMR for small applied fields at the lowest
temperature for the RSG sample. But such small fields do not
produce any hysteresis effect in the FM phé&se 30). We Financial assistance from Project No. SP/S2/M-24/93 of
find that the LFMR becomes negative aroungdfor a +4-G  the Department of Science and Technology, Government of
pulsed field in the RSG. From the LFMR measurements, wéndia, is gratefully acknowledged. Assistance from the Sal-
conclude that when the RSG samgie=26) goes from the ford Research Fund is also acknowledged.
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