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T, relaxation due to two-level field fluctuations
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The NMR relaxation rate¥,; and T, are usually assumed to be proportional to the spectral density of the
field fluctuations at some frequenay, . While this is true forT, (with w, the Larmor frequendy this study
of T, relaxation induced by two-level fluctuations of thecomponent of the magnetic field shows tfgt
cannot be described by taking the spectral density function at any one freq{i80t$3-18207)04613-4

The NMR spin-phase memory ting, is often used as a 47QD . (+ 1) =27Q8(p— Q)+ 1o(y) +xy 4 (y),
probe for low-frequency magnetic field oscillations. For ex- (
ample, it allows the study of the mobility of vortices in
superconductors.® However, relating the spin-phase
memory relaxation time to physical parameters is not trivial: x
We show that even in the simplest case, the two-level fluc- lo(y)= >, y
tuation of thez component of the field, room for improve- n=0
ment of current understanding is available. It is generallyand

assumed thairz‘1 probes the fluctuating field spectral density

f(w) at some frequency,, so thatT, *«y3f(w,). This y < Y2
probing frequencyv, is often approximated by 0, although it l,(y)= > E 2MZmE D)
has been arguédhat w,=T5es gives better results, with i=o (N129)%(n+1)

Tares the relaxation time in the absence of these fluctuatinghe zeroth- and first-order modified Bessel functions, is a
fields. While this spectral density approach works Tor  solution to Eq.(2); see also Fig. 1. It may be noted that, had
(with »,, equal to the Larmor frequenkythis article shows  the initial distribution beerd’ (,0)= (¢~ ¢,), it evolves
that for T, no such simplification can be made. just like Eq.(3), only with the 25+ 1, term shifted byg, to
For the analysis, we take an infinite number of spins, orithe left and thel, term shifted by the same amount to the
ented in thexy plane (the situation after ar/2 pulse and right. This is useful in calculating the time evolution of a
during am/2-m pulseT, measurementAll spins “feel” an  given ®,(¢,t) (as was done in the numerical analysis later
individual magnetic fieldo, jumping betweentb, with a  in this article.
correlation time = [(b,(0)b,(t))=bZ(0)exp(-t/7)]. Spin- Next the echo intensity decay afterm?2 - t/2 - - t/2
lattice and spin-spin interactions are neglected. The time desulse sequence will be evaluated, in the limif3< /2 and
rivative of the phase in the presence of the field is (> /2. In the first limitrQ <2, all real decay takes place
Q==*y.b,. The number of spins per phase unit with awhent/7>1: The signal amplitude decreases from the initial
given phasep at timet is written as®(¢,t). At t=0, we  M(0) to[1— a(7Q)?]M(0) att= 7 (with a of order 1, and
prepare the sample witfP(¢,0)= 6(¢) (the situation after
the /2 pulse. Obviously,®=®, +®_, with ®_. the den-

with

sity of spins that “feel” a positive resp. negative field. The 06 ! Vizosl ! ro
differential equations that govern all are 05 | ! 4
- 04 t=1 i -5-
dd. () _ d — = — = s :
—ar TG (B + T (B =D (A)]. < ost A 4
ey =1s/|i| ! :
1) gk =t / ! -
Using @, (¢,t)=d_(—¢,t), and substituting®..(¢,t) 01 ga“_s._s.‘,f{-l»:'f—"' L. NS
=e!"d. (¢,t), this simplifies to the uncoupled differential plez™ T CfRees
equations -4 2 g 2 4
M: ;Qi¢+(¢'t)+ T—1q>+(_ o1, (2 FIG. 1. Evolution of the phase densidi(qﬁ,t) of spins that
dt d¢ ~ a “feel” a positive field at the time of measurement. The initiél

function att=0 can be seen to move with angular frequeficyo
With  the  definitions x=(tQ—¢)/7Q0 and 'y  the right @=y,b,=1 s * for all curves. At long times, the dis-
= Xx(tQ+¢)/7Q it can easily be seen that for &ll tribution becomes Gaussidthe line indicated with “Gaussian” is
| p|<Qt (or all realy) Eg. ( 5) with t=5 g]. For all curvess=1 s.
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FIG. 2. Relaxation curves for various values af()

(Q=1.0s* for all curves. The oscillation of therQ)=3.8 line is FIG. 3. T, ! vs 7. The simulation is foK) :11 (upper curvgand
not due to noise. 0 =0.5 (lower curve. The lines markedl=3 and Q=1 are the

function 7Q2/[ 2+ (7Q)?] with the above-mentionef)’s.
all measurable decay takes place whérs1. On the other

hand, in the limit of 7()>1, one can simply observe the of () 7 andt, and from these experiments, was obtained

intensity of thed peak that contains the spins whose field hasoy taking the time at which the intensity dropped te bf

not changed, and thus falls off in time as"". the maximum. Three of the obtained vs t curves are

The total magnetization at tintecan be evaluated using shown in Fig. 2. It can clearly be seen that the relaxation for

o tor Q= /2 is Gaussian-like.

Mx(t)ze*’fJ’ dpcosp[D ,(p,t)+D_(p,1)].  (4) The T, ! versusr curves are shown in Fig. 3. The above
$=—c predicted limiting cases can be seen to be very accurate, and

the (empirica) formula

Whent/r>1 (the limit where all decay happens when
(0<2), the Bessel functions can be approximated by
Io(y)=(2my) Y%, and, asb(¢,t) is multiplied bye V7, T, 1= 70%[2+(+0)?] 9)
only values ofy~t/7 or || <tQ contribute in Eq(4). Thus,
we can approximatg=t/7— 32/ rtQ?, andxy =1, and
the resulting phase distribution becomes describes the data very well, with some deviation in the
middle region. If we measurg, as a function of temperature
B 1 (and thus varyr), the condition for the fastest relaxation rate
(o )= ZQ\/me lla\e/gomes Tyab,=\2, with the optimum rateT,'=
. o o iN2vy.b,.
As this phase distribution is symmetric i, the 7 pulse at In conclusion, we have shown that in the limit of,b,
time t/2 can be neglected, giving an ectemd free induction  yery large or very small, the spin-spin relaxation caused by a
decay, in the case of no additional static line broadeningfiyctuation of thez component of the magnetic field is equal
magnetization intensity of to TglzT(ynb_z)Z/[er(mnbz)_Zl]. This contrasts with the
M. (e AO212_ - (70,2112 © spectral dgnsny approacfiT, “«f(wp)], .Wlth w, some
x : given probing frequency, usually approximated by 0, some-
Thus, T, = 37(yb,)? for 7Q<1. times taken to be just a low frequency. For example, in the
In the other limitzQ> 2, we only need to consider the tvyo-level fluctuatlgn case studu;d here, thg spectral dengty is
evolution of thes peak[as soon as a field hops, the phase ofd!ven lz)gf(‘”p)o‘bzz T[1+ (Twp)z ], suggesting a relaxation
the corresponding spin moves so fast away from O thatate T, "= (ynb,)*7/[1+(7wp)"]. This gives, whatever
cosp averages to 0 in Eq4)], and Eqs(3) and(4) simplify ~ value ofw, we take, incorrecT, values(a) at “optimum”

2 2
(— 0?12 (5)

to 7, as we show it to be proportional t,, whereas the spec-
_ tral density approach predicTszocbg, and(b) in the longs
D (Ppt)=38(p)e V", (7)  limit, as T, is shown to be independent bof in this limit, but
the spectral density again predicts a proportionalitybﬁo

My(t)=e """, (8)  (this is because the, in the spectral density approach is

constant, and does not depend Ipf). Note that the exact
rate in the smalk limit differs by a factor of 2 from that
derived by Slichtef, as ther he uses is twice the average
time between hops.

These results allow an estimationtnfand 7 from experi-
mentalT, curves.

The 6 peak is at zero asis the time of the echo. Equation
(8) givesT,=7 when rQ> /2.

To address the region wher€)~ /2, Eq.(3) was evalu-
ated numerically. Az pulse was simulated at timg2 by
inverting the¢ axis, and to evaluate the total magnetization
at echo timet the resulting distribution was allowed to
evolve again in timdalso Eq.(2) was simulated to confirm | would like to thank Hans B. Brom and Evgenii N. Ni-
the correctness of E@3)]. This was done for various values kolaev for fruitful discussions.
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