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Low-energy positron diffraction from CdTe (110: A minimum-variance R-factor analysis
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The atomic geometry of thel10) surface of CdTe has been determined by low-energy positron diffraction
(LEPD). Diffracted intensities of 13 inequivalent beams were measured at sample temperatures of 110 K over
an energy range 20 evVE<140 eV. These intensity energy profiles were analyzed using a multiple-scattering
dynamical theory. The surface structural parameters were determined via a comparison of the calculated and
experimentally measured profiles. An uncertainty analysis scheme, expanded from the analogous one proposed
for analyses of low-energy electron diffraction intensities, was used to estimate the uncertainties in the struc-
tural parameters so as to reflect accurately uncertainties in the measured data. This analysis is based on a
minimum-variance least-squaré&sfactor Ry, , defined and applied to the LEPD data from C(&). It
yields the top-layer rotation angke;=30.0+0.5°; the second-layer rotation anglg=—6.9+0.2°; and bond
lengthsd(c,—a,)=2.84+0.02 A, d(c,—a,)=2.74+0.01 A, andd(c,—a,)=2.65+0.02 A. The uncertainty
intervals quoted are the 95% confidence lintit2c, whereo is the rms standard deviatipassociated with an
analysis of the uncertainties in the measured LEPD intensities. Uncertainties in the structural parameters
associated with those in the construction of the model of the diffraction process could not be estimated
guantitatively. These results agree well with prior structure determinations based on low-energy electron
diffraction intensity analysis and x-ray standing waves. They confirm that when measured in units of the bulk
lattice constant, the atomic geometry of highly ionic CAM&) is comparable to that of the 10) surfaces of
other IlI-V and II-VI semiconductors rather than collapsing to a nearly unrelaxed bulk structure as predicted by
an analysis of the role of ionicity on the atomic geometries of 11€) surfaces of zinc-blende structure binary
compound semiconductorsS0163-18207)01311-9

I. INTRODUCTION with the improved accuracy of models of positron-solid rela-
tive to electron-solid interactionls’ offers the opportunity
A study of the surface atomic geometry of C4TE0) by  to develop further an uncertainty-analysis methodotbgy

low-energy positron diffractiofLEPD) intensity analysis is that permits uncertainties in the measured intensities due to
of special interest for three reasons. First, surface structurgtatistical fluctuations to be propagated directly into corre-
determinations by LEPD, in contrast with low-energy elec-SPonding uncertainties of the surface structural parameters
tron diffraction (LEED), intensity analyses are believed to €xtracted from LEPD intensity analysis via an analysis of the
give more accurate surface atomic geometries because of @l curvature of a suitably choséh factor. We develop
absence of exchange and the repulsive character of the pddiS extension of Ref. 17 herein during the course of our
itron versus electron-ion core interactiorfsFor GaA$110) analysis of LEPD from C_d'[(&lO). .
LEPD and LEED intensity analyses yield essentially idemi_tior\:vzfngrsoacnqu(lje gé;i?g{;g'nnﬁ] tshgceﬁpfn”g::tm \(/ijtZe(;‘scc):I:?bCé
cal surface atomic geometries, although for(R), the as- the model calculation of the LEPD intensities for comparison

sfomated. su'rface atomic geometnes differ n small but statlsyigh the measured values. In Sec. IV we describe the struc-
tically significant ways. A similar result is found for

ture analysis methodology and in Sec. V the results of its
CdS€1010).* Thus a study of CdT@10 was undertaken t0 5 ojication to CATEL10). We discuss the significance of
assess the nature and extent of these differences. Secoflse results in Sec. VI.
beginning in 1987, Kasowski and co-work&rsrevived an
earlier notioA™° that the zinc-blendé110) surface struc-
tures should depend sensitively on ionicity and at high ion-
icities collapse to slightly relaxed bulklike structures. Al-  The apparatus for our LEPD measurements is described in
though contradicted by several early experimental réStfits  detail elsewheré!® A major modification of our beam that
and subsequent structural studidd?this notion of ionicity- ~ was made in order to carry out the CqT#&0) LEPD studies
induced structural collapse seems to live on. Thus the presentith an improved beam flux was to replace our usu&l ¥0)
study of highly ionic(Phillips ionicity™® f,=0.72 CdTg110 thin-foil transmission moderatbtwith a more efficient solid
by LEPD was undertaken to provide another independentare-gas moderatdf. The emission process in these modera-
experimental test of its validity. Third and finally, more rig- tors, discovered by Gullikson and Milf3,is different from
orous uncertainty estimates may be constructed for measuredetal moderators where the positron thermalizes rapidly and
LEPD intensities than for LEED intensities as typically re- is subsequently remitted from a negative work-function ma-
ported because of the details of the digital data collectiorterial. In the rare-gas solid, once the positron energy is less
methodology for weak positron bearh® This fact, together than the band gap, energy loss by electron-hole pair creation

Il. EXPERIMENTAL PROCEDURES
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is no longer possible. The positron continues to lose energgre essentially identical to those used in earlier structural
by creating phonons, but the maximum phonon energy istudies?

small and therefore the diffusion length for the “hot posi- CdT€110 crystals were obtained from Cleveland
trons” is large, resulting in a higher reemission efficiency. Crystals?® These had typical resistivities 10° () cm. Each

Solid Ne has been found to have the highest reemission ef/Ystal was a bar 85x25 mnt with the (110 surface being
ficiency among the rare-gas solitls g the 5x5 mn¥ face. A pair of adjacent faces were tf@01)

In our system we are able to produce a primary beam OFce_. Grooves 5Qum deep were cut on thi€001) face to :
. ) o acilitate cleaving. The samples were then mounted on a thin

200_000 slow positrons per se(_:ond W|th_our 31-mCi primaryoyvgen-free high-conductivity copper holder, with a high
positron source: a factor of 5 increase in flux over our prethermal and electrical conductivity silver epoxy. This was
vious W100) foil moderator. As welcome as this increase in then mounted on a manipulator sample mount that was
flux is, we pay a price in the deliverable angular spread andoupled to a liquid-nitroger{LN,) reservoir via a copper
beam size on target. Rare-gas moderators emit nonthermitaid. Using this arrangement, the sample could be cooled to
positrons, resulting in an emission angular distribution that isa temperature of 100 K. An electrostatic mirror was mounted
approximately three times wider than the 10° spread typicabn the manipulator but rotated 90° from the sample. This
of W(100) foil moderators® Since our rare-gas moderator mirror reflected the positrons back to the diffractometer with
consists of argon condensed on a 4-mm-diam source spot, 88 efficiency of 64% and was used to determine the incident
opposed to our previous 6-mm-effective-diam(A0) foil flux for normalization of the diffracted intensities.
moderator, however, we obtain an on-target deliverable The crystals were cleaved situ. Good defect-free large
beam with a diameter angular spread product, i.e., the recigreas~3x3 mnt were typically obtained from the cleaves
rocal of the beam emittance, that is approximately twice tha@s seen in display LEED maps of the surface. Normal inci-
of the 1-mm-rad productat 30 eV} using the W100) foil ~ dence of the positron beam was ensured by checking the
moderator. We accommodated the poorer emittance by dogymmetry of the diffraction patterfthe (hk) spot is equiva-
bling the size of beam incident on the sample-tb.5 mm at  lent to the (k) spof for normal incidence. The bulk Debye
30 eV, for example. This allowed us to keep the incidenttemperaturédy for CdTe is 200 K2 Even at the low mea-
angular spread to withir:1°. The concession in beam diam- surement temperatures of 100 K, the fairly higp leads to
eter, but not in angular spread, results in no degradation ¢ substantial reduction in diffracted intensities, the effect be-
the resolution of the features of the diffraction intensity ver-ing greater at higher energies. This leads to very low dif-
sus incident energy curvéthe I-V profiles while allowing ~ fracted intensities beyond 130 eV. Therefore, an energy
one to take full advantage of the increase in flux offered byrange between 10 and 140 eV was chosen for the LEPD
the solid argon moderator. measurements. The range was divided into twg) 10—60

The primary positron source, deposited on a 4-mm spo€V in 2-eV steps since most of the structure in th€ pro-
and covered with a thin m Ti window, is mounted on a files were found in this region ar(d) 50—140 eV in steps of
second stage of a closed cycle refrigerator that could bé eV. The overlapping energies served as a check on beam
cooled to~15 K. Ar is condensed directly on the cold source Stability and beam normalizatich.
to form the moderator. The fast positrons frdffNa are Six separate autosequences were run over the energy
moderated in their energy by the solid Ar and subsequentlyange of interest so that statistically significant data could be
undergo two stages of reflection mode remoderation fronpbtained. Every autosequence consisted of 30—-40 diffraction
Ni(100 so as to enhance the beam brightness. Elasticallpatterns at definite energy steps. A typical diffraction pattern
diffracted positrons from the sample surface pass through at 75 eV is shown in Fig. 1. From the raw diffraction pattern,
hemispherical retarding field analyzer and are detected by #e intensity of each spot and the corresponding background
two-dimensional2D) position-sensitive detector. The posi- Were calculated using a procedure described by Gen’
tion of any detected positron is digitized to address alhis was done over the entire autosequence to obtain the
memory location in a 2D buffer. The counts in the selectedspot intensity as a function of energy, i.e., tR¥ profile. In
memory address are then incremented by 1, yielding a 2@his way, each autosequence was analyzed individually. To
histogram that comprises the diffraction pattern. Computeget the final experimental data, equivalent spots in each au-
control was used to set the incident beam energy, focus tH@sequence were averaged using weighted average methods
beam onto the sample surface, enable the 2D buffer to acc@fter ensuring that the-V profiles for equivalent spots were
mulate data for a chosen interval, read the diffraction datdndeed equivalent. Then the data for all autosequences were
from the 2D buffer, and store the data as a file on hard Hisk.averaged agaih. The final LEPD |-V profiles from

Quantitative LEED measurements also were performe®dTeg110 for 13 nonequivalent beams were used for struc-
on CdTé110 using the same LEPD diffractometer. A ture analysis.
heated W filament located behind the last remoderation cath- In order to verify that the experiment&lV profiles had
ode aperture emitted a copious number of electrons that wegfficient statistics to make an accurate structure determina-
then transported to the sample using the same optics as thien, we calculated a “self-x-ray factorR:®", which mea-
positrons but with reversed polarities of the power suppliessures only the contribution of the statistical fluctuations to
The electron beam produced in this way has a poorer emithe R, value that will correspond to the actual structure
tance(approximately a factor of 2 times largehan the re-  analysis® For the LEPD data taken with aboli h per en-
moderated positron beam and far less than that of commeergy point,RS®" was calculated to be 0.005. Typically, a 0.02
cial LEED guns. As for positrons, the larger spot size doessariation in R, is considered to be sufficient to distinguish
not degrade that resolution of the features of the LHEY  between structuresThus, for the experimental LEPD data
profiles. We do not analyze these data further because thégom CdT€110), it can be concluded that statistics would not
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FIG. 1. Low-energy positron diffraction pattern at 75 eV.

be a limiting factor in the determination of an accurate sur{posed with bulk crystal coordination using the muffin-tin ap-
face structure. A more quantitative statement of how the staproximation. This potential is then inserted into a radial
tistical fluctuations in the measured data propagate into thchralinger equation, which is integrated to give the scatter-
statistical uncertainties of the structural parameters deteing wave phase shifts. The inner potentig) between the
mined from the data is described in the remainder of thismuffin-tins relative to the vacuum is taken to be an adjust-
paper. The LEPD experiments were repeated on four differaple parameter in the fitting procedure. The major differ-
ent cleaves to check for reproducibility bfV profiles. The — ences in the scattering potential seen by the positrons are in
data from separate cleaves were reproducible within statisti,e sign of the Coulomb term and the absence of the ex-
cal uncertainties, typically 1% per data point. change tern® The positron phase shifts from Cd and Te are
shown in Fig. 2. All calculations were performed using six
phase shifts. The effect of the thermal vibrations was not
considered explicitly in calculating the LEPD intensities.
The LEPD data were analyzed using the multiple- In the multiple-scattering calculations, the semi-infinite
scattering model of Duke and Laramdre®which is a gen-  crystal is replaced by a slab of 12 bilay¢i® layers each of
eralization of an analysis of Beefiyto include thermal vi- Cd and Té. A complete analysis of the multiple scattering is
brations of the ion cores and complex values of the electrodone for the outer eight bilayers, with contributions from the
or positron self-energies. A comprehensive review of thenext four bilayers to the scattering amplitudes computed in-
theory and its application to LEPD has been given recenthdividually and added to the scattering amplitudes from the
by Duke? Charged-particle scattering by crystal ion cores iseight outer bilayers. Two attenuation models were used for
described by energy-dependent phase shifts that are calctire LEPD structure analysis: the const&ntnodel, whereV;
lated from the potential distribution experienced by the scatis the imaginary part of the self-energy and the Oliva
tering particle. This potential is approximated by a muffin-tinmodel®° The computer program used was an adaptation of
form calculated from the potential and charge distributionshat described by Meyest al3!
of isolated atoms, which are obtained from a relativistic self- A schematic diagram of the structural parameters of the
consistent Hartree-Fock-Slater calculatf8m p'’° exchange  zinc-blende(110) surfaces is shown in Fig. 3. Five indepen-
term is used in calculating the isolated atomic potentials. Talent structural parameters were chosen to be optimized via a
obtain the crystal potential, these atomic potentials are supecomparison of the calculated and measuteW profiles.

Ill. MODEL CALCULATIONS
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FIG. 3. Planar side-view projection of the zinc-blendel0)
surfaces illustrating the independent surface structural parameter
expressed as bond lengtBisa; and chain tilt angles; . The sym-
bol ¢;-a; designates the bond length between the cation iritthe
layer and the anion in théth layer. w; designates the tilt angle
(relative to the unrelaxed surfagesf the planar zigzag chains in
theith layer.
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tional information. This leads us to define an extended ver-

z=
-1 sion of R;, labeled byR,,, , as described below. We evalu-
(=2 ate “best-fit” structures by minimizing separately boft}
0 100 200 300 andRy,, and compare the results. . S
Incident Energy (eV) The structure analysis proceeds by first minimizing the

normalized GaussiaR factor'’-3839
FIG. 2. Rigid lattice positron phase shifts in radians ar Cd

and (b) Te. =(FI20 772 2 [eIie™E)—IRE)T% (19
These weran; and w,, the chain tilt angles in the first and F=n-p-1 (1b)
second layers, respectively, aog—a,, c;,—a; andc,—a,, '
wherec; — a; indicates the bond length between the cation in c=N/D (10
layer i and the anion in layej. Third and deeper layers '
atoms are assumed to be at their bulk positiéfis.the off-
set of the internal energy zero, also was taken to be an ad- N= E 2 [|the°ry E. )|9Xp‘(E )71, (1d)
justable parameter to be optimized by fitting the measured
intensities.

D=2 X [I™ENT, (19

IV. STRUCTURE ANALYSIS

The present LEPD structure analysis differs from its _12 2 [1EP(E) T2,
predecessors? for zinc-blende(110) surfaces in three re-

spects. First, since bond length changes are expected for the

ionic 11-VI compounds>*3 we utilize bond lengths and tilt

angles directly as the independent structural varidbBsis n= % Nhk (19
indicated in Fig. 3. Second, since we are providing an uncer- ’

tainty analysis based on the statistics of experimentally reas a function of the independent parameteistructural and
corded counts, we utilize the Gaussirfactor R;, defined  nonstructural that are to be determined by fitting the inten-
and discussed by Duket all’ as the figure of merit deter- sity data. Then,,, are the number of data points in thiek)
mining the goodness of fit between the calculated and medeam so than is the total number of data points in the
sured intensity profiles. For purposes of comparison withsample.(For example, if multiple angles of incidence are
prior results, we also give the values of the x¥®/and  used in the data sample, they also would be summed over to
integrated mtenanRfactors used previously. Third, since get n.) We perform this step via an automated search
the data acquisition process described in Sec. Il leads to aoutine*® using the downhill simplex methdd. At its
independent uncertainty assessmept(E;) for each inten- completion we obtain an estimate of the best-fit structure. In

(1)
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general, this estimate depends both on the starting structure
and on the parameters included in the simplex. Conse
qguently, one must verify the identification of a global mini-
mum by using multiple starting structures and paramete

sets.

As described by Duket al,*” R, defined by Egs(1) is
appropriate when every intensity measurembfff{E) is
characterized by the same Gaussian error distribution
mean zero and variance?=12R5(min) and the errors at

different values of ik) andE; are uncorrelated. In the case

that the errors for the various values d¢fk) and E; remain

uncorrelated but the measurement points exhibit Gaussian

distributions with different variances, a more appropfiate
R factor is the minimum-variancR factor Ry, , given by

Ruy=F 12 2 [c/ 1™ E) — 1) I/ ofy( B,

(28

¢'=N'/D’, (2b)

N'=h2k Ei [1heo ENIEPEN 02 E), (20
D'=2 Ei (1Y E;) o Ei) 12 (2d)

h,

P
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Qesi™ [al,estv e aap,est]v (309

in which thea; must include the independent structural pa-
fameters but also may include nonstructural parameters as
well (typically Vg, but alsoh.,, (u?), andX,, if desired. In
these equationR can be eitheR; or Ry . The variances?

in the (Gaussiah distributions of model parameters caused
Ol?y uncorrelated, Gaussian distributed uncertainties in the in-
dividual intensity valued (E;) are given by the diagonal
terms of the covariance matrix

2Ry [ PR, 71
[cova]= + |77l (49)
0
[coval;i = o? (4b)

[see Eq(12b) of Ref. 17] for R, whereas foRyy, Eqg. (43
is replaced by Eq. (263 of Ref. 17

2
[cova]= E

PRyy ]t

“a |, (40

a

becauseR), is an estimate of2 that is divided out in the
definition of Ry, . The diagonal terms describe the total vari-
ance associated with all the variables in fhelimensional
vectora and hence they tend to increase as more parameters
are included ira. For example, inclusion of the nonstructural
parameters increases the variances associated with the struc-
tural parameters in those cases in which the two are corre-

Since the data analyses procedure described in Sec. Il yieldgted (provided, of course, uncorrelated random noise in the

different values ofo, (E;) for different values of Kk) and
E;, we use these values directly in Eq2) to defineRyy ,

which we then minimize to obtain an optimal structure. The

inverse variance weighting of the terms in tRg,, sum

measurements is the only source of exrdhese correlations
are assessed by examining the correlation matrix

®)

Pij:[COVa]ij /O'l(TJ .

tends to drive the structure search to structures with intensin the case of the fitting experimental data the inclusion of
ties that match the lower variance data points more closelynore nonstructural parametersanmay or may not increase
than the higher variance data points. The low weighting asthe variances of the structural parameters depending upon
signed to high variance data constrains the effect on thwhether the residual errors are due primarily to measurement
structural results of data noise to a lower level than in theerrors or to systematic errors in the model.

case of the uniform variancR factor R;. If uncertainties
associated with the calculation of intensitige., model un-

We performed the error analysis numerically by fitting the
quadratic form[similar to Eq.(3a but including a nonzero

certaintie$ are small relative to data uncertainties and if thegradient termto theR;(a) or Ry, (a) surfaces in the vicinity
data uncertainties are properly assigned, the minimumof the valuea.located by the simplex search. This code is
varianceR factor Ry, should lead to a structure with uncer- described by Duket al” Once this form is determined, an
tainty levels(variance} that are lower than those of struc- improved set of values fa,gis obtained from its minimum

tures derived using other figures of merit.

and the associated elements of the curvature matrix

Uncertainty levels for the various parameters are calcukR/da’]y in Eq. (38) are determined. Inversion of the cur-

lated as a group from the curvature of Rdactor surface in

vature matrix yields the covariance matfsee Eq.(4) and

the vicinity of the global minimum using matrix methods the following paragraph which is converted to the correla-
that account for correlations among parameter estimation efion matrix using Eq(5).
rors. TheR-factor curvature matrix is defined as the second-

order coefficient matrix in a second-order expansion of the

GaussiarR factor about its minimum as a function of tipe
parameters to be determined, i.e.,

2D/

¢ 1R,
R(a)=Rg+(a—ags) E Jal (a—ags), (3a

0
(a_aest)t:[(al_al,espa---r(ap_ap,es”- (3b)

Ry is the minimum values oR at the global minimum de-
fined by

V. RESULTS

I-V profiles for 13 nonequivalent beams were used to
determine the structure_for Cdd 0. These ar€01), (01),
(02),_(02), (03 (10=(10), (11=(11) (11=(11), (12)
=(12), (200=(20), (2)=(21), (2)=(21), and (12)=(12).

For this data set, simplex searches were initiated and allowed
to continue until the spread in each of the five structural

parameters among the simplex vertices was smaller than
0.005 A. Two sets of data were used: the complete set for 20
eV=<E;=<134 eV and a reduced set over the energy range 40
eV=<E;=<134 eV. This was done both because of the onset at



7186 DUKE, PATON, LAZARIDES, VASUMATHI, AND CANTER 55

TABLE I. Unrelaxed, best-fit structures from analyses of LEPD data and previously determined structures fai1QdTrethe top row,
superscript 1 indicates that the valueagfis that used by Duket al. (Ref. 22 as well as in this paper. Superscripts&cond-rowindicates
that the value ofy is that used by Cowell and CarvallRef. 41). Superscript 3third row) designates the LEED best-fit structure found by
Dukeet al. (Ref. 22. Superscript 4fourth row) designates the LEED best-fit structure found by Cowell and Carv&bt 41). Superscript
5 (fifth row) designates the XSW best-fit structure found by Kendelewic. (Ref. 14. Superscript @sixth row) designates the theoretical
FP LMTO structure predicted by Kendelewiet al. (Ref. 14 scaled by the ratio of the observédw 2) to the predicted bulk lattice
constant. Superscript (Beventh rowindicates the best-fit structure, usiRg, 20—134 eV. Superscript @ighth row indicates the best-fit
structure, usindRyy, 20—134 eV. Superscript@inth row) indicates the best-fit structure, usiRg§, 40—134 eV. Superscript 1@enth row
indicates the best-fit structure, usiRg,,, 40—134 eV. Angles are measured in degrees, bond lengths in angstroms and voltages in eV. NA
denotes that calculation of this quantity is not appropriate.

ap ] e c;—a; Ci—a; Ci—a& Vo A% R; Ry Ryg R1 Rwv

6.480 5} 0 2.806 2.806 2.806 5.17 4.457 0.796 0.335 0.533 0.670 NA
6.482 G 0 2.807 2.807 2.807 5.12 4.457 0.796 0.334 0.533 0.671 NA
6.480 30.8 —-6.34 2.680 2.807 2.829 0.00 4.457 0.143 0.114 0.182 0.099 NA
6.482 30.5 -3.32 2.925 2.809 2.629 0.58 4.457 0.142 0.102 0.211 0.122 NA
6.482 28.7 0 2.807 2.807 2.807 0.00 4.457 0.172 0.147 0.254 0.122 NA
6.482 29.5 —0.46 2.802 2.741 2.676 1.64 4.457 0.142 0.123 0.218 0.124 NA
6.480 29.6 —6.75 2.815 2.730 2.663 1.66 4.457 0.098 0.073 0.120 0.094 NA
6.480 30.% —6.68 2.835 2.746 2.665 0.95 4.457 NA 0.073 0.122 0.092 26.5
6.480 298 —-7.02 2.855 2.735 2.644 0.97 4.457 0.120 0.101 0.125 0.088 NA

6.480 305  -7.04 2.845 2.744 2.635 1.45  4.457 NA 0.089 0124  0.088 15.6

E; <40 eV of large new inelastic channels that are not wellparisons of all four best-fit structures with the measured in-
described by our model of the inelastic dampiffgand be-  tensity data are essentially indistinguishable from each other.
cause the reduced coordination at the surface can exert a

significant effect on the phase shifts of the scatterers in the

uppermost one or two layers in this energy range. Hence we VI. DISCUSSION

do not expect the model to describe the measured intensities a¢ evident from Table I, the structures for CdT&0)

as well as forg; below 40 eV: an expectation borne out by gpained by our four LEPD analyses are very nearly identical
the results. The structures obtained using the two energy,q gre comparable to earlier ones found by LERBfs. 22
ranges are consistent within the uncertainty estimates, howyq4 41 and XSW(Ref. 14 analyses. Moreover, except for
ever, a fortunate occurrence that we could not have predictedy 5| changes in the top-layer bond lengths, they differ little
since model uncertainty is the main source of discrepancy,om that obtained by initial LEED intensity analy&ge-
between the measured and calculated intensitie€ fex40 ported in 1981. Moreover, our LEED data are fully compat-

eV, and we do not incorporate the influence of this unceryp e with the data used in this analysis. Therefore, our LEPD

tainty explicitly in our analysis. Once the simplex search hadensity analysis provides further support for the notion that
converged for each data set, we fit a quadratic representatiGRcreasing ionicity generates small changes in the surface
to the R-factor_ surf_ace in the vicinity of th_e simplex struc- bond lengths but not a wholesale collapse of the approxi-
ture, as described in Sec. IV, and used this surface to obtai5tely universa(110) surface structure of zinc-blende struc-

both the final best-fit structure and the curvature matrixture binary semiconductors. Moreover, no systematic dis-

fé E/t?z "’r‘] uns]g?ri)t(o evaluate the covariance matrix and the COrgrenancy occurs between the values of the tilt angleand

7 , ) w, found by the LEED and LEPD structures, just as in the
The resulting best-fit structures obtained from b&h  3se of GaAs. This indicates that LEED and LEPD yield
andRyy are given in Table | together with comparisons with gjmjlar results for binary compound semiconductors when
the results of prior structure determinations for CAI&)  poth constituents lie in the same row of the Periodic Table: a
by LEED**! x-ray standing wave$ (XSW's), and a first-  result that suggests that large differences in atomic scattering
principles theoretical prediction of the structure reported by
Kendelewiczet al* The top two rows of Table | show the

. TABLE Il. Standard deviations for the structure in row 7 of
results for the unreconstructed structure for the two differen

values of the bulk lattice constant used in the literature. Evi- able 1

dently their diﬁerenpes in dgscribin_g the ldata are insignifi- Parameter o
cant and hence are ignored in the discussion that follows. Al

of our results are obtained usiag=6.480 A, as indicated in w1 0.470
row 1 of Table I. For each of the four best-fit structures y 0.386
reported in rows 7—10 of Table I, the associated rms struc- C,—a; 0.021
tural parameter deviations are given in Tables 11-V and cor- ci—a 0.009
relation matrices are given in Tables VI-IX, respectively. ci—a, 0.023
The intensity profiles of the best overall fit to the intensity Vo 0.156

data as measured I, are shown in Fig. 4. Visual com-
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TABLE Ill. Standard deviations for the structure in row 8 of

TABLE VIII. Correlation matrix for the structure in row 9 of

Table |I. Table I.
Parameter o Parameter o, Wy c,b—a; Ci—a; Ci—a Vo
Wy 0.069 Wy 1 0.028 0.379 —-0.879 0.467 —0.011
o 0.050 o 1 —0.005 0.050 —0.055 -0.001
Cr,—ay 0.003 Cr,—ay 1 —0.336 —0.499 -0.018
Cl_al 0002 Cl_al 1 _0563 _0007
Cl_a2 0003 Cl_az 1 _0036
Vg 0.030 Vo 1

TABLE IV. Standard deviations for the structure in row 9 of

Table I.
Parameter o
Wy 0.655
o 0.285
Cr—ag 0.016
Cl_al 0010
Cl_a2 0017
Vo 0.034
TABLE V. Standard deviations for the structure in row 10 of
Table I.
Parameter o
o 0.063
Cz_al 0004
Cl_al 0003
ci—ap 0.004
Vo 0.060

TABLE VI. Correlation matrix for the structure in row 7 of

Table I.

Parameter w1 wo szal leal leaz VO
w1 1 -—0.008 0.239 —0.703 0.261 —0.244
w5 1 —0.139 0.113 —0.018 0.086
cr—ay 1 ~0.061 —0.718 —0.270
ci—ay 1 —0.445 —0.090
Ci—a, 1 —0.034
Vo 1

TABLE VII. Correlation matrix for the structure in row 8 of

factor between these two constituents, which occur in LEED
but not LEPD, cause the systematic differences between the
resulting_structures observed for IiR0 (Ref. 3 and
CdSe&1010).4

An important dimension of the results concerns the com-
patibility of the structures specified in Table I. The structural
parameters derived usirig; and those derived usinByy
and the reduced data set differ from the structural parameters
derived usindRy,, and the full data seline 8 of Table ) by
more than 2; (Table Ill). That is, the alternative structures
(lines 7, 9, and 1Pthus lie outside the 95% confidence re-
gion of the minimum-variance structure obtained using the
complete data set. For the two structures determined using
R, as a figure of merit, the deviations can be attributed to
improper weighting of the residual§®—c1°Y. The equal
weights lead to inadequate use of low-variance data and
overuse of high-variance data. The lack of overlap between
the 95% confidence regions of the large and small data set
Ry structures(lines 8 and 10 of Table)lis small, failing
only for w, and c,—a,. Nevertheless, it suggests that the
covariances calculated for these structures are too small and
that the assumptions that govern the validity of i) are
not fully satisfied. The assumption of negligible model un-
certainty is clearly suspect, even for positrons, although we
have no way at present to estimate its effects reliably. Not-
withstanding the differences betwe®} and Ry,, we can
render all of our results consistent by assigning the structural
variables and 95% confidence limits according to

w,=30.0+0.5°, (63
w,=—6.9+0.2°, (6b)
d(c,—a;)=2.84+0.02 A, (60)

TABLE IX. Correlation matrix for the structure in row 10 of

Table I. Table I.

Parameter w1 wo 02_ a.]_ C]_ - al Cl_ a.2 VO Parameter w1 wo 02_ a.]_ Cl_ a.]_ Cl_ a.z VO

W 1 -0.059 0.386 —0.773 0.235 —-0.071 w1 1 0.013 0.535 —0.896 0.263 0.287
Wy 1 —0.184 0.124 —0.052 0.169 (w, 1 —0.136 0.060 —0.210 0.330
Cr,—ay 1 —0.257 —-0.600 -0.291 Cr—a, 1 —0.507 —-0.346 —0.092
ci—a; 1 —-0.399 —0.146 c,—a, 1 ~-0.329 —0.354
Cci—a, 1 —0.028 ci—a, 1 —0.227
Vo 1 Vo 1
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d(c;—a;)=2.74+0.01 A, (6d) consideration of model uncertainties will certainly expand
the size of the uncertainty ranges given in Eg).
The uncertainty analysis methodology also illustrates an-
d(c;—a,)=2.65+0.02 A (66)  other desirable feature of minimum-variance methods. A fre-
quently raised issue in the analysis of low-energy positron or
as an overall estimate of the accuracy of our structural resultglectron diffraction intensities is that of selecting the appro-
due to data uncertainties alone. Using these uncertainties, weiate data energy range. The greater difficulty of matching
can conclude that,—a; andc,—a, are clearly contracted theory and experiment at the lower energy ranges of LEED
relative to their bulk value of 2.81 A. Establishing this sort of and LEPD datgdue to challenges posed both by the theory
accuracy for small bond length changes was one of the majand by experimeftmakes the prospect of including low-
goals of the uncertainty analysis methodology developed bgnergy data in the analysis appear somewhat unreliable. The
Duke et all” A comparison of the best-fit result§ows concern is that due to uncertainties in the model, as well as
7-10, Table ) with a bond-length-conserving rotatigrow  the data, the structural results may become less, not more,
5, Table ) and the prior LEED structuregows 3 and 4, accurate, which is a likely possibility when low-energy re-
Table ) reveals clearly that the small changes in bond lengttsiduals are weighted as heavily as mid-range residuals. It is
obtained using our fitting software on the LEPD intensity our hypothesis that information contained in low-energy data
data significantly improves the quality of the model descrip-can be used constructively if it is weighted properly. We
tion of these data. Nevertheless, we need to keep in mind thagsted this hypothesis by comparing the error levels calcu-
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lated for theRy,, structure derived from 20-134 eV data R factor R, to determine its surface atomic geometry. The
with the error levels calculated for the structure derived fromresulting surface structure closely resembles that obtained by
40-134 eV data. All six parameters had smalés when  prior LEED intensity analyse€:*!but exhibits different val-

the full data set was used, suggesting that the weights builies for the surface bond lengths relative to the results of
into Ry, allowed for successful incorporation of the higher those analyses. It further reveals that the surface structure of
variance low-energy information. In contrast, a comparisorCdTg110) is very similar to that of thg110 surfaces of

of the uncertainties associated with tR structures re- other llI-V and II-VI binary semiconductors, thereby contra-
vealed that five of six parameters hgtkater uncertainties ~ dicting the notioA™’ that the (110 surface structures of
when the full data set was used. The value of the low-energhighly ionic compound semiconductors collapse to slightly
data is therefore lost when the low-energy data is weightedistorted bulk atomic geometries.

as heavily as the mid-range daf, is thus shown to be a

less useful figure of merit when the residuals are of uneven ACKNOWLEDGMENTS
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