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Nonlinear absorption in indium arsenide
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Using a free-electron laser source, we have studied the nonlinear absorption in indium arsenide at three
representative wavelengths: 4.55, 5.06, and @80 By measuring the temperature dependence of the two-
photon-absorptiofTPA) coefficient we have been able to discriminate between parabolic and nonparabolic
band models of the TPA process. Using an extension of these methods we were also able to measure the
free-carrier absorption induced by TPA and to demonstrate the importance of other higher-order absorption
processed.S0163-18207)05212-7

I. INTRODUCTION systems. The tunability afforded by FEL’s throughout the
mid-infrared has allowed studies of narrow-gap semiconduc-

The interaction of photons with carriers in a semiconductors. Workers at other FEL centers have studied TPA in
tor is one of the most studied and technologically usefulnSb, InAs, and HgCd, _,Te, obtaining qualitative agree-
areas of condensed matter physigsithough linear optical Ment with simple theory.® The measurements discussed
processes are generally well understood and used in a varighgre have all been performed in the InAs system, and pro-
of applications, nonlinear interactions have enjoyed increas¥ide not only quantitative comparisons to theory, but also
ing interest both because of the recent availability of intens&onfirmation of predicted nonparabolic contributions to the
sources and the potential for new devices. Using a midinfral PA coefficient. _ _ _
red free-electron laseFEL), we have studied the nonlinear At higher intensity, the nonlinear absorption observed is
absorption in indium arsenide in order to measure both thgreater than that predicted by simple TPA theory. The next-
two-photon and free-carrier absorption coefficients with suf-nigher-order absorption process is free-carrier absorption
ficient precision to provide a strong experimental check of FCA) by TPA produced carriers. Using the TPA coefficient
present theory. Furthermore, by separating the contribution%_bta'ned from the optical transmission at moderate intensi-
of these two mechanisms to the nonlinear absorption we arées, we have been able to measure the FCA cross section
able to observe additional higher-order processes, theretf¥er a range of frequencies and temperatures. Furthermore,
establishing a framework for exploration of these higher-Using the measured TPA and FCA rates to fit data at higher
order absorption mechanisms. intensities we have begn able to demonstrate the importance

In general, optical absorption in a semiconductor can oc®f higher-order absorption processes.
cur via many routes, each with different dependencies on the
incident intensity’. Our approach is, therefore, to obtain care- Il. CALCULATION OF TPA RATES
ful measurements of the absorption as a function of intensity
to separate contributions from different mechanisms. Usin

measured values obtained from low-intensity data, we ar le. F ) band . f .
able to fit to higher intensities and thereby observe higher[u e. For a given band structure, carrier wave functions are
termined, and matrix elements computed with the optical

order processes. Each absorption mechanism can be then T)% X Lo .
monitored as we change excitation wavelength or Samp|g1teractlon Hamlltoma_n. The matrix eIements are then
temperature, resulting in measured absorption coefficient§ummed over all possible transitions to determine the TPA
that can be used to validate existing theories. rat _ _ .

In a direct band-gap semiconductor, two-photon absorp- For s_,lngl_e para_bollc valence and condgctlon bands, t_he
tion (TPA), in which two photons together provide the en- cfalculatlo_n is strfmghtforward and results in a TPA coeffi-
ergy for a carrier transition, is usually the first nonlinear Gi€NtA with functional fornf

absorption mechanism to be of importance. The TPA process

Two-photon absorption is a quantum process with a tran-
ition probability that can be calculated with Fermi’s golden

results in an absorption proportional to the square of the ﬁ(w)x%;' (1)
incident intensity, with constant of proportionality desig- n“(w)Ey

nated the TPA coefficient. Since TPA is masked at wave-

lengths corresponding to energies greater than the band gap (2x—1)%2

by the linear absorption, observation requires a high- F(X):W

intensity source at the appropriate wavelengths. Conven-
tional laser sources have enabled the study of TPA throughHeren is the index of refraction an&, is the gap energy.
out the visible and near infrared in many semiconductorThese equations allow one to compute the TPA coefficient as
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. . single curve. For the full model, however, separate curves
Parabolic 1 result for each wavelength. In the figure we have plotted
calculated TPA coefficients for 4.55, 5.06, and @18 which
explains the three separate curves for the most complete
model.
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4 I1l. OPTICAL PULSE PROPAGATION

X //M ] WITH NONLINEAR ABSORPTION
Full Theory | To test these theoretical predictions, we would like to
measure the dependence of the TPA coefficient as a function
T of photon frequency and gap energy. One way to measure
1 the TPA coefficient is to observe the nonlinear absorption

' . : : ' experienced by an optical pulse traveling through the mate-
06 0.7 0.8 rial. For a general material, the change in intensity experi-

Ephoton / Egap enced by a propagating light wave may be written, to second
order in the intensity?

FIG. 1. Theoretical calculation of the two-photon absorption
coefficient according to three band structure models: simple para* | _ 2
: 2 . - 1(r,z,t)=— vZ, Z,t) — VZ, Z,1),
bolic, nonparabolic without split-off band, and a complete modeldz ( R a(r,zul(r.zt=Br.zHI%r.z) @

including split-off band. The two simpler models are parametrized ] ) o
by the ratio of the photon energy to band gap, while the full modeivhere both the linear absorption coefficienand the TPA
predicts a separate curve for each wavelength, in this case corr60€fficient can change during the pulse as a result of either
sponding to 4.55, 5.06:, and 6.3um. At each of these wave- Saturation or carrier production. The linear absorption is
lengths, the TPA coefficient has been plotted for temperatures begiven by a=ay+a.(r,z,t), where the constant, is the con-
tween 80 and 350 K. All three models have been scaleBiyn®.  tribution from linear absorption due to impurity and lattice
absorption, andy(r,z,t) consists of the absorption due to

a function of frequency, wherE yields the functional form free electrons and free holes, and can be expressed as
of this dependency. The constant of proportionality in @gj.
is determined by the material properties. a(r,z,t)=op[ng+ N(r,z,t) ]+ op[po+ N(r,z,t)] (4

A parabolic model, however, is a crude approximation,, . . .
valid only close to the Brillouin-zone center. More detailed " Which o, anday, are the absorption cross sections for free

calculations have been performed that include the effects oeflectrlons anfd Ifree holhesl, respectively,d dﬂ‘@’z't) ish the
nonparabolicity of bands and nonzone center wave function Jopulation of electron-hole pairs created via TPA. The popu-

If the split-off band is ignored, these calculations indicate a210NSNo andpg are the equilibrium concentrations of elec-
spectral dependence of the férm trons and holes, respectively. These bulk concentrations do

not depend on position or time, and so can be included in the
(2x—1)3? constantay. Furthermore, since direct intraband carrier tran-
sitions can only occur in the valence barmg,> o, and so

TPA coefficient g [cm eV3/ MW]
o o
> o

F(x)=

3
3 we can write
4(3x)12 4p (9X*+10x2+6)
X Ex—nz T g5 ao(r,z,)=0N(r,Z,1). ®)
(2) Implicit in the above equation is the assumption that the

carrier population N(r,z,t) instantaneously thermalizes

A full model must also include transitions from the split- within the valence band, thus permitting the absorption co-
off band. Unfortunately, the spectral dependence for a Kanefficient to be written as a product of the carrier concentra-
band-structure model, including the split-off band, cannot bdion and the hole absorption cross section. However, carriers
reduced to a compact form like ER). The full model in- are injected via the TPA process into a narrow, nonthermal
volves 46 uniqgue matrix elements which must be summedlistribution of momentum states. These carriers thermalize
over all possible transitions between two conduction bandsvithin the band via carrier-carrier and carrier-phonon inter-
(with different electron spinand six valence banddight,  actions. Previous experiments using time-resolved photolu-
heavy, and split-off hole for both spin statehe full details minescence in GaAs indicate that these processes lead to
of this calculation are given by Hutchings and Van Stryldnd. carrier thermalization times of about 0.1-1 pskcompa-

We have extended this calculation to include the temperarable to the optical pulse length used in our experiments.
ture dependence of the energy gap. The variation of otheFhus, the assumption of a constant FCA coefficient is not
band-structure parameters with temperature is of secondastrictly valid. A complete model must include the time de-
importance and is ignored here. Our calculation is comparegendence of the carrier distribution and thus the FCA absorp-
in Fig. 1 with the two analytic models discussed above. Weion, and is beyond the scope of this paper. We emphasize
have plotted the TPA coefficient here as a function of thethat although the results of such a calculation would differ in
ratio of photon energy to energy gap. Since the two simplestletail from our simple analytical results, the general trends
models depend only on this ratio, they may be plotted on avould remain unchanged.
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With the assumption that the TPA coefficiedts a con- Foopni(—q)n-i
stant unaffected by saturation and carrier production, the car- Evan=E0Y, ———am——. (11
rier concentratiorN(r,z,t) can be described by the follow- n=1 n
Ing rate equation: HereEo= i 7w¥a 37l o(1—R)%e~ Y is the initial energy cor-
5 rected for reflection losses and linear absorption. Since in the
dN(r,z,0) — Al (r,z,t)_ N(r,z,t) (6) low-intensity limit we haver<1, we can use Eq11) to fit
dt 2hw G the measured optical transmission. In particular, if we keep

only the first two terms, we have a simple linear equation

The coefficienty is the carrier relaxation rate, which can which can be fit to provide the linear absorption and TPA

vary as a result of Auger recombination and impact ioniza o ofricients.

tion processes but should be nearly constant at low intensi- At higher intensities, when is equal to or larger than
ties. unity, the expansion in Eq11) does not converge. Using a

With the assumption that b7 (the optical pulse i ¢ ; find that the t itt
length, the second term in Ed6) can be ignored, and the g:a %ﬁgef);iansmn we find that the transmitted energy can

remaining term integrated directly
L (m=1! (1-w)" (-1

1%(r,z,t’ _ S
N(r,z,t):jtx%dtr_ (7) Etrans EomZ:1 =5 n(m—n)! T (M) 12

Once again, this equation is exact if FCA is ignored, and can
therefore be used in the high-intensity limit to fit observed
d transmission curves to obtain both the linear and TPA ab-
— 1(r,z,t)= —aol(r,z,t) = BI1(r,z,t) sorption coefficients. Finally, we note thatm=at 1, both Egs.

dz (11) and(12) converge to the same value.

Using the results of Eqg5) and(7), Eq. (3) becomes

¢ BI2(r,zt") It is nonetheless still true that these solutions are valid
— oyl (r’z’t)f — L Cdt’. (8) only when the FCA is small compared to the TPA, and so it
—=  2hw is important to verify that these conditions are maintained in
an experiment. Using E¢8), we note that this is equivalent
In principle, one can obtain a precise solution i, z,t) to requiring, for allt, that
from the numerical solution of Eq@8). However, we can
take advantage of the fact that the final term, which repre- oplo(1-R) [t t'\2 ,
sents the induced FCA contribution, can be ignored at low T ohe f ex;{—Z(—) }dt <1 (13
intensity. In this case, the remaining terms can be integrated

analytically, yielding The necessary condition for the intensity is then that
| o<2v2hwlop,(1—-R). For a 1-psec optical pulse at a wave-
lin(r, 1) (1—R) age™ *0* © length of 6 um, and assuming a free-hole absorption cross
apt+lind(r, ) (L—R)B(1—e 02 section of 510 ¢ cn?, this critical intensity is approxi-
mately 600 MW/crA. This threshold intensity, although
wherel;,(r,t) is the incident intensity, anR is the surface |arge, is readily achievable in practice, and thus it is impor-
reflectivity of the sample, assumed to be constant. tant to limit analysis using Eqg11) and (12) to data ob-
Any real optical beam has both a transverse and a temp@ajned well below this value.
ral variation in amplitude. We will consider beams that are If we are careful to remain in this |OW_intensity ||m|t, we
nearly Gaussian in both spatial and temporal extent, and cagn treat the FCA process as a perturbation, and consider
therefore be described byl (r,t)=loexp(~2r/Wg introducing another term in the solution to E@) of the
—12/7%), wherew, is the spatial width and is the temporal  form 11(r,z,t) + ¥1,(r,z,t), where y=0,8/2%w, and where
width. The transmitted energy is given by an integration over _ is the solution without FCA given by Eq9). Inserting
transverse space and time of the intensity profile at the exihis trial function into Eq(8), and keeping only lowest-order

of the sample. Performing all but the temporal integrationterms, we obtain the following differential equation fior.
we can write the transmitted intensity in this compact form:

—o0

I(r,z,t)=

2 5 dly(r,z1) (20— Y o(r.2) t
lomrwge™ ““(1-R)* (= —————=—aly(r,z,t)— yl(r,z,
Eqane= ——— 5 fwdt In[1+ ve~t77]. dz

(10

12(r,z,t")dt’.
(14

This is a simple first-order differential equation; the solution
Here d is the sample thickness, and=pgly(1—-R)(1 I,(r,z,t) is given by this integral expression:
—e @%/q, is a dimensionless parameter that is a measure

of the strength of the TPA process. In the limit of no FCA, I , L
Eq. (10) is exact. I,(r,z,t)=e 0dz e l4(r,2",t) B dt'1g(r,z’,t").
We can compute the integral in Ed.0) by expanding the (15)

integrand, which unfortunately results in separate cases de-
pending on whether is less than or greater than or equal to Although it is possible to solve Eq15) with the complete
unity. For <1, after integrating term by term we find form of I, as given by Eq(9), it is perhaps more instructive
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to approximatel ; with the input pulse, in which case our

. : ! 4
first-order perturbation takes a simple form:
,y7_ﬂ.1/2€—t2/72| 8(1_ R)Se—6rzlwg S
I,(r,z,t)= (1—e 3% =
6\/5&’ § +++++++
X[1+erf(\/2t/7)]. (16) 2, 0o |
: . : 2“0 20 40 60 .-
We can use this result to obtain the transmitted energy by @
integrating over the spatial and temporal extent of the pulse. E :
We are left with the following expression for the energy: @
[
T2W2,y773/2(1_e—3ad)(1_R)4|3 - =
2= o 0 J eitzerf( \/Z—t)dt 0 R I . I "
36y2a e 0.0 25 5.0 7.5

17

Once the TPA coefficient has been established using the low-

intensity portion of the experimental data then can

be use>(/1 pto estimater tphe free-hole absorpt;l:;qr? cross- G-2. Transmitted vs incident energy curve observed at 300 K,
section. By extending pthe perturbation expansion to highe?t 5.06 um, demonstrating two-photon absorption. The dotted line
order \'Ne can fit the cross section to higher order in th Is a linear calibration, while the solid line is a calculation using Egs.
int "t data. therebv attaini ¢ 9 We shoul 1) and (12). The inset shows the predicted curve and observed
Intensity .aa, ereby attaining greater accurac_y. € SNoUlfata at larger intensities, where higher-order absorption effects
note that in the work presented below we have in fact used

incident energy (nJ)

higher-order expansion, obtained by inserting the correct minate.
form of the intensity without FCA into Eq15) and integrat-
ing numerically. beamsplitter into a HgEd, _, Te detector calibrated by refer-
ence to a commercial pyrometer. Transmitted power was
IV. EXPERIMENTAL METHOD measured directly with an identical Kgd, _,Te detector.

The Stanford Picosecond FEL Center provides a near dif-
Previous attempts to measure nonlinear absorption coefffraction and transform-limited laser beam of “micropulses”
cients as a function of frequency have suffered in accuracyepeating at 11.8 MHZ within a “macropulse” of duration 3
because of the cumulative uncertainties in pulse energy, spgis and frequency 20 Hz. The capabilities of the Stanford
tial profile, and temporal shapeFurthermore, experiments Fg| Center have been described in more detail elsewRere.
performed as a function of wavelength suffer from variationsg . our experiments, the micropulses had a Gaussian full
in beam steering and focusing due to dispersion in the Optic%dth at half maximum of approximately 1 ps, which was
?;Srt]teg]é HOV&IGVQI’I,: wel see fLom E(q') that the TbPA coe;ﬂ- continuously monitored with a separate autocorrelator. To
pends not only on the photon energy but on the ga liminate the possibility of long-lived carrier or thermal ef-

energy, which is strongly temperature dependent. For thi . . )
stud?ytherefore we chgo)s/ze to E)/ary the sa£1ple temperature?CtS’ single optical micropulses were selected from the FEL

This method allowed us to measure the functional depenE)_UISe traln' with an acousto-optic modulg(ﬂOM), which
dance of the TPA coefficient without varying any optical Picked a single micropulse every 3(. Incident power was
parameters, resulting in extremely high relative accuracy. controlled by varying the rf power delivered to the AOM
We used a single wafer of undoped InAs, 3&0 thick, with a voltage Contr_olled attenuator. The micropulse energy
optically polished on both sides. The sample was mounte#@s effectively varied from 0-200 nJ. Boxcar averagers
on a variable temperature stage in a liquid-nitrogen-cooledvere used on the output of the detectors, which were then
cryostat, with the temperature feedback stabilized to bettefigitized by a computer data acquisition system. We empha-
than 1 K. The FEL beam was focused to a spot onto thé&ize that the power was varied and the data collected without
sample with an off-axis paraboloidal mirror. The spot sizeany adjustment of optics, to prevent systematic steering or
wg, measured with a pin hole, was less than 108 at all  focusing errors.
wavelengths. Some of the incident beam was diverted with a From linear spectroscopy, we determined the variation of

TABLE I. Comparison of the measured absolute magnitude of the TPA coefficient with predictions from
the three models at 5.06 and . The sample temperature was 300 K in both cases.

Measurement wavelength

5.06 um 6.3 um
Measured TPA coefficient 0.890.18 cm/MW 0.6%0.14 cm/MW
Parabolic band only 1.94 0.93
Nonparabolic model with no split-off band 1.13 0.75

Full model, including split-off band 1.05 0.71
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TABLE Il. Comparison of the measured TPA coefficient with predictions from the three models Each
data set has been scaled by a single number of account for absolute uncertainty, and the values below are the
resulting mean squared errors between data and prediction.

Comparison of mean squared error for
each data set and model

Model 4.55um 5.06 um 6.3 um

Parabolic band only 17107% 1.1x1072 5.6x10°4
Nonparabolic model with no split-off band X10°° 8.8x1074 1.4x1074
Full model, including split-off band 1410°° 2.3x10°° 2.0x1074

both the gap energy and the index of refraction with tem-the solid line in both the inset and the main figure. Note the

perature, and we verified that the linear-absorption coeffiupper axis of the figure, which displays the values for the

cient remained constant up to 350 K. Between 80 and 350 Karametew calibrated using the value @fobtained from the

the variation of the gap energy was linear according to 0.44lata. The dotted line represents the linear transmission of the
eV-0.00028 eV/K, in agreement with literature vald®s. sample in the absence of TPA.

The index of refraction varied by about 5% across this tem- At each wavelength and temperature we calculated the

perature range. TPA coefficient by fitting the data set to E(L1). The rela-
tive value of the TPA coefficients determined at a single
V. EXPERIMENTAL RESULTS wavelength are substantially more accurate than the absolute

i value due to the intensity errors discussed previously. For
We took data every five degrees from 80 to 350 K at thregpjs reason we have compared the TPA coefficient to the

wavelengths 4.55, 5.06, and Gqun. A typical data set, taken  three theoretical models at each wavelength both in absolute
at 5.06um and 300 K is indicated in Fig. 2. The inset ShOWSmagnitude and in functional form.

the full data set, which continues to intensities at which Using the measured values for the spot size, pulse length,
mechanisms other than TPA, particularly free-carrier absorpsample thickness, and pulse energy, we calculated the abso-
tion, become significant. We fit the data using the simplgyte magnitude of the TPA coefficient at 6.3 and 5,08 (no
analytic expression for the transmitted energy described i'ihdependent calibration was made at 4.58). Table |

Eq. (11), using data of sufficiently low intensity so that FCA shows these data along with the corresponding predictions of
was not significant. This method is in contrast to previousihe three theories. The data are in good agreement with the
work® that has relied on the saturation value of the transmistheory including nonparabolic contributions to the TPA co-

sion to infer the TPA coefficient. _ efficient, although the effect of the split-off band cannot be

then used to calculate the transmitted energy at higher inten- Reaching agreement in absolute magnitude is important,
sities using the expansion in E@L2), which is exact in the pyt it is equally important to verify the functional form pre-

114 ® e @ 1 0 1 2 V3 4 5
] Full Theory T - S B e
) A 8t 1
< 1.0 _
e 1 ° 1 g T e
_“E’ 0.9_ T T T T T T T T T T T T T T T T i 5 6 [T e i
o L] P ) (0]
s 11F o o, © Parabolic Bands ]| 5
Q L ) ] o 4f .
o 10r *e %o | e
oo * e e 5 ° ]
0.65 0.70 0.75 0.80 0 R R P R

0O 5 10 15 20 25 30 35
incident energy (nJ)

/I E
photon gap

FIG. 3. Comparison of the experimental TPA coefficient with
theoretical calculations at 4.56m; (a) parabolic bandsb) nonpa- FIG. 4. Transmitted vs incident energy curve, again observed at
rabolic bands including split-off band, and nonzone center waves.06 um and 300 K as in Fig. 3. The dashed line shows the fit with
functions. The data set has been scaled by a single parameter both TPA and FCA included, while the solid line is a fit using only
reach a best fit with the model to account for absolute uncertainty iTPA for comparison. The top axis indicates the dimensionless in-
the intensity measurement. tensity », as defined in Eq(10).



55 NONLINEAR ABSORPTION IN INDIUM ARSENIDE 7153

TABLE lll. Comparison of the measured FCA cross sectigyto values obtained using linear spectro-
scopic techniques op-doped InAs samples. The sample temperature was 300 K in both instances.

Hole absorption cross section
o (10 6 cn?)

6.30 um 5.06 um 4.55um
Present measurements 6.0 11 11
Linear spectroscopy op-doped sampl¢3x10'¢ cnr) 8.2 5.0 2.0

temperature variation of the gap energy, we have comparesbrption models we have used here. Furthermore, much of
the measured TPA coefficient at each wavelength to the threthe difference in observed cross sections between our results
theoretical models. Because of the uncertainty in the absolutend earlier linear spectroscopic methods can be explained by
intensity, the data were adjusted to each theory curve by the temperature of the carrier distributions we are probing.
single scaling parameter, and a minimum mean squared errdihe effective temperature of carriers injected via the TPA
was obtained. This process was repeated at each wavelengfitpcess at 6.3m is substantially lower than those injected
with results summarized in Table Il. It is clear that the para-at 4.55 um. At 300 K, in fact, the excess energy of the
bolic model is ruled out, as it is in quantitative disagreemen®6.3-um injected carriers amounts to 1.5 kT, while at 4.55
with the data. In Fig. 3 this is illustrated graphically with wm this excess is 8 kT. A hot carrier distribution would be
data taken at 4.5wm. This figure compares the best fits of expected to exhibit stronger hole absorption, which is in
this data set to both the parabolic model and the completagreement with our observations.
model, including split-off band. The only adjustment of the
data between the two graphs is scaling by a constant factor to
account for the absolute intensity measurement uncertainty.
According to Table Il the present data are in better agree- We have performed a series of measurements at the Stan-
ment when the split-off band is ignored. This may be due tdord Picosecond FEL Center to study the nonlinear absorp-
insufficient modeling of the temperature dependence of thé&ion in InAs over a range of wavelengths and temperatures.
split-off energy, or other inadequacies of the theory. It isThe experiments were carefully constructed to eliminate any
hoped that with further refinement the statistical errors campossible systematic error due to beam steering, sample heat-
be reduced to provide further discrimination. ing, or long-lived carrier effects. By precise measurement of
Having established the accuracy of nonparabolic theory ofhe transmitted energy as a function of incident energy, we
two-photon absorption, we may then use this theory to preean distinguish TPA from higher-order effects, such as TPA-
dict the FCA in the sample due to carriers produced in thenduced FCA. The TPA coefficient derived in this way is in
TPA process. Figure 4 shows the same raw data in Fig. 2, igood agreement with theoretical calculations over a wide
which the contributions of FCA have been included using arange in wavelength and temperature, and is able to distin-
higher-order form of Eq.17). The previous fit, without guish nonparabolic effects in the calculations. This experi-
FCA, is also shown for purposes of comparison. It is cleament has been able to discriminate, using measurements of
that the agreement between data and fit is much better; howhe TPA coefficient, between calculations based on different
ever, the more complete theory still fails at higher intensitiesband-structure models. We hope that by improving upon this
This disagreement is to be expected, not only because Etpchnique we can provide more stringent tests of the TPA
(17) is a simple perturbation expansion, but also becaustheory, in particular resolving effects due to the split-off
several other physical processes can become important, iband. In addition, we have studied the contribution of FCA
cluding population dependence of the FCA cross sectionto the sample absorption. Although the hole-absorption cross
nonlinear refraction, and carrier production by impact ioniza-section agrees roughly with previous literature measure-
tion. Since we have not attempted to model these processasents, differences arise which may imply complex carrier
we restrict our attention to data at intensities low enough thatlynamics. At still higher intensities, the theory based on
the calculations presented here are more than adequate. TPA and FCA fails, indicating that higher-order absorption
By fitting the transmitted energy curves we can obtain thanechanisms are present, and can be studied in future work.
FCA cross sectiory, for each temperature and excitation
wavelength. Within about 15%, the results i@y obtained
from the fitting process were constant with temperature.
These results as a function of wavelength are summarized in The authors would like to thank T. I. Smith for suggesting
Table 111, along with previous linear spectroscopic studies ofthis line of inquiry, and H. A. Schwettman for insight and
an equilibrium distribution of carriers. beneficial criticism. This work was supported in part by the
The experimental FCA cross section is in reasonabl@ffice of Naval Research, Contracts Nos. N00014-91-C-
agreement with the previous measurements, providing good170 and N0O0014-94-1-1024.
experimental verification of the carrier production and ab-
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