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We present a quantitative analysis of high-resolution helium-atom scattering measurements obtained from
the G&111)-c(2x 8) surface. The presence of quarter-order beams as well as the symmetries observed along
[112] and[211] confirm that the angular distributions are originated by three equiva({ént 8) domains. The
corrugation function derived from the calculations reveals clearly that the two rest atoms within the unit cell
are buckled, as was also observed previously with scanning tunneling microscopy. Intensity analyses of
diffraction scans measured above and below the order-order transitig=dt050 K suggest that fof >T,
the first-layer atoms are shifted from their regular bulk places to the hexagonal diamond sites.
[S0163-182697)01811-0

I. INTRODUCTION introduced in Ref. 7, we label the four different dangling-
bond stateA;, A;, R3, andR,, where A and R stand for

The determination of the stable room—temperature strucadatom and rest atom, respectively, and the indices refer to
ture of G&111) has been the subject of many experimentalthe sum of nearest and next-nearest dangling bonds. The fact
efforts in recent years. An initial attempt to characterize thisthat in the STM study of Beckeet al. either the adatom or
structure was made by Palmberg and Peiin1967; they the rest atom was imaged, but not both simultaneously, leads
suggested that the simplest interpretation of the complef© the conclusion that there is a complete electron transfer
low-energy electron diffractiolLEED) pattern was a sur- rom the adatom to the rest atom, resulting in a fully occu-
face containing three domains of ax8 reconstruction, Pied rest atom dangling-bond state and a completely empty
where some eighth-order spots should be structure factor foRdatom dangling-bond state. In a more recent STM study,
bidden. Somewhat later, Chadi and Chiamgoposed that
the absence of the eighth-order beams occurs naturally for a [112) R, R, A, A,
c(2x8) structure, which would only require the quarter- y
order beams to be structure factor forbidden. This model was l x / /
also supported by Yang and J3ran the basis of a theoreti-
cal analysis of missing reflections. Phaneuf and Webb
showed that actually there are very small quarter-order c(2x8)
LEED reflections in all positions required by three domains
of a c(2Xx8) reconstruction, suggesting some small distor- A=
tion from the basis proposed by Yang and Jona. Real-space
scanning tunneling microscopy(STM) images from
Ge(111)-c(2 X 8) were finally observed by Becket al® The ¢
geometrical structure was described by a simple adatom o(Ix1)

[110]

model, as shown in Fig. 1. The atoms placedTat(top, O Adatoms . First Layer
fourfold coordinateyi site$ are called adatoms and saturate
75% of the surface dangling bonds, leaving 25% of the sur- ) Restatoms @ Second Layer

face atoms, the so-called rest atoms, unsaturated. As can be

seen in Fig. 1, thec(2X8) structure contains alternating FIG. 1. Top view of the adatom model for the G&l)-
2X2 andc(2x4) subunits, which leads to different local ¢(2x8) reconstruction. See the text for details about the notation
environments for each of the two adatoms and the two resised in describing the two types of adatoms and rest atoms. The
atoms within thec(2x8) unit cell. Following the notation rectangular unit cells used in the calculations are also displayed.
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Hirschornet al® could observe both rest atom and adatom9.0 A~* (corresponding to. = 1.14 A, 0.95 A, 0.81 A, and
dangling bonds simultaneously, which demonstrated tha®.69 A, respectivelyat T = 300 K and in the temperature
both kinds of dangling bonds are partially filled. Further-range from 940 K to 1160 K. In the high-temperature region
more, they found that the two adatoms or the two rest atom#ie angular distributions are dominated by inelastic contribu-
in a unit cell show significant differences in apparent heightions because of multiphonon vibrations. Therefore the elas-
depending on the image conditions, the effect being mor&ic signal has been extracted from the total intensity by
pronounced for the rest atoms than for the adatoms. Thigeans of time-of-flight technique as described in Ref. 10.
buckling may reflect a geometrical inequivalence between The Gé111) crystat (n-type, Sb-doped, 1.8 cm, 11.5
both adatomérest atomsas well as an asymmetric distribu- X< 5.0 X 0.25 mn?; commercially grown, cut, and polished;
tion of the surface electronic-state density. In agreement witleffcut 0.2°+ 0.1°) was mounted between two Ta clips at-
these resultsab initio calculations performed by Takeuchi tached onto arxyz manipulator with provisions for sample
et al® showed that there is a small excess electron charglt and azimuthal as well as polar rotations. The surface was
near theRs-type rest atom relative t&,, while no similar ~ preparedin situ by cycles of Ar-ion bombardmen(tl-keV
effect was seen for the adatoms. ions, 5.7x 10 Ar * ions/mn? s, normal incidendefor 2 h

In this work we present a quantitative analysis of high-at 300 K followed by a 1-h annealingesistively heatedat
resolution helium-atom scatteringHAS) data from the 1065 K until the Auger signal indicated a clean surface. The
Ge(111)-c(2x 8) surface and the high-temperature order-surface temperature was measured to withirdb K by an
order transition aff,=1050 K. The study of the(2x8)  external optical pyrometer that was calibrated by melting the
reconstruction was partly motivated by the work of Hir- crystal after the experiments. The base pressure of the cham-
schornet al® Because of the great sensitivity of HAS to the ber was less than >2 10~ mbar with the target at 300 K,
total electron density distribution on the surface, it is inter-but rose as high as % 10 °mbar with the target at
esting to ask if the asymmetries observed with STM couldl100 K.
also be detected by means of He scattering. On the other
hand, the calculations were also stimulated by the general Il. DATA EVALUATION
lack of quantitative surface-structural determinations of
strongly reconstructed semiconductors by means of helium- In order to simplify the computational calculations, all the
atom scattering, as compared to the wealth of work perfesults presented in this work were obtained by using rectan-
formed for metal surfaces. We will show that, despite thegular centered unit cells instead of the primitive ones. The
large unit cell, the appreciable corrugation amplitude and th€orresponding unit cells for the(2x 8) and the X1 struc-
complexity added by the presence of three domains, calculdures are illustrated in Fig. 1. For the sake of consistency, the
tions performed within the simple hard-corrugated-wallindices used in the spectra refer also to the rectangutdr 1
(HCW) model reflect all structural details of theg(2x8)  unit cell.
reconstruction. The sensitivity of He diffraction to the buck-
ling observed between both rest atoms is demonstrated by A. The c(2x8) structure
model calculations performed with the eikonal approxima- .
tion and theRR' method within the HCW picture, on the one f Th_e allzeagjytm(jent|02_ed z;datohm modethora:lﬁex8) slur-
hand, and the close-coupled-channel method with a realistigoc 'S fustrated in Fig. 1, whereas (he reciprocal space

attern for one domain is illustrated in Fig@2 The other

potential, on the other hand. A similar structural analysi two possible domain orientations, rotated by 120° and
performed on the X1 structure, which appears above the 240°, give rise to the complex pattern shown in Figh)2

recently reported order-order transitionTat= 1050 K (Ref. . P L
. o L The correct identification of the contributions from the three
10), reveals that, in addition to the delocalization of adatomsdifferent domainswhich we labelD,, D, andDs) in the

which occurs aff;, an important rearrangement of the top- diffraction spectra is an essential point in order to perform a

layer atoms takes place, by which they move from their NOr-jiable data analvsis. as will become apparent. With this
mal bulk positions to sites in the hexagonal diamond lattice, nNalysis, as pparent. VVith thi

purpose, the different origins of the spofsl{; displayed in
Fig. 2(b) are indicated by the suffik, which refers to the

Il. EXPERIMENT domainD; (i=1,2,3) that originates the beam,|). Note

The helium-atom scattering apparatus has been describdgat along the symmetry directior|d12] and [211] the
in detail in several previous reports:%® Briefly, a highly integer-order spots are built up by the superposition of con-

monoenergetic helium-atom beam with a velocity spread offibutions from the three domains, whereas the half- and
Avlv< 1% is produced in a supersonic expansion and giguarter-order beams arise from just one domain. Th|s_means
rected toward the crystal at an anglewith respect to the that the spectra measured along one of these directions al-
normal. The scattered atoms are detected by a mass spd€ady contain the two-dimensiond@D) information present
trometer, which is located at the end of a 1.43-m flight tubg" the ¢(2X8) unit cell, so that in principle the analysis of
with the angle between incoming and outgoing beams fixed!'St On€ spectrum is sufficient for recovering the 2D corru-
at 90°. Different momentum transfetsK parallel to the gation function. Angular distributions along these directions
surface are probed by rotating the sample around an axis Well as for th¢110] are shown in Fig. 3. These measure-
normal to the scattering plane, thereby accessing differeripents were taken with a large He wavelength=( 0.95 A)
incident scattering angleg and final angle®; . The present in order to obtain optimum angular resolution. As expected
experimental diffraction patterns were performed with inci-from the mirror symmetry present in the unit cell, the distri-
dent wave vectork; of 5.5A1, 6.6 A1, 7.8A"1 and butions alond110] are symmetric about the specular beam
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FIG. 2. (a) Reciprocal unit mesh for one domain of the(GED)-
c(2x 8) reconstruction(b) Pattern originated by threg{2x 8) do-
mains where the notationj,|); indicates that the beamj,() is
originated by the domaib;(i=1,2,3). The pattern displayed {a)

is defined asD,, while D, and D; were obtained by clockwise

rotations of 120° and 240°, respectively.

FIG. 3. Angular scans of He scattered from(GE) at room
temperature along three principal directions. The different contribu-
tions to the integral-order beams are indicated. The indices refer to
the rectangular unit cell shown in Fig. 1.

o observation in mind, we assume that all diffraction patterns

(6;=45°), implying thatl (n,m)=1(n,m). The scans along originate from three equivalent domains, each corresponding
[112] were found to be mirror images of the ones taken alongo ac(2x 8) structure.
[211], this being a consequence of the threefold symmetry of Analyses of beam intensities to obtain the best-fit corru-
the surface. Again, the different contributions to the integral-gations were, in a first step, performed with use of the eiko-
order beams are indicated. nal approximation within the HCW mod&t. This approxi-

Whereas it seems reasonable to assume that the three dnation is known to yield reliable intensities only in the limit
mains are equally distributed on the surface, a more detailegf weak corrugationgless than 10% of the lattice constant
look into these spectra provides experimental support to thiand angles of incidence smaller than 40°. As a consequence
question. In effect, from the fact that the relative intensitiesof the experimental setup used, the angle of incidence is
of integer- and half-quarter-order beams are the same alorgpntinuously changed from 15° to 75° during a measure-
[112] and[211] we can conclude that the surfaces coveredment, making a comparison with exact HCW calculations
by domainsD,; and D, are essentially the same. Unfortu- necessary, as discussed below. Though the geometrical ar-
nately, due to the experimental limitations of our manipula-rangement of adatoms/rest atoms in #@Xx8) unit cell
tor we could not measure spectra #=120° and therefore seems to have been reliably established in the earlier STM
we are not able to estimate the proportionf domains  studies; 8 we prefer to derive the corrugation function from
present on the surface, though it seems improbable that dur experimental data without any assumptions on the struc-
differs from the other two. With respect to the presence oture. For this purpose, we begin by choosing the most gen-
2x2 andc(2x 4) unit cells, it is known from STM studié§  eral Fourier representation for the corrugation function com-
that they do not extend over large regions and are usuallpatible with the mirror symmetry present alohj12] (the
observed in the form of small patches, located near th@otation refers to the rectangulef2x 8) unit cell shown in
boundary between two differemi(2x 8) regions. With this  Fig. 1, with thex axis along[110]), which reads
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g(XuY):]:m%O Cmnl @mncOgMX)cognY) ) X Eikonal A=069 A
8 - @), y '|°RR [112] -
+bpcodmX)sin(nY)], (1)
with °r |
00y, (20),
0, m+n odd 4r | )
Conn= 37, mor n=0 2 1 8y xs 3 .

3, otherwise,

where X=x(2x/b;), Y=y(2=/b,), with b;=2a; and
b,=4a, (a;=4.00 A anda,=43 A are the lattice param-
eters of the rectangularXl unit cel), and F is a scale
factor. A simple uniform attractive well of deptBb was
added to the hard-wall repulsion, which leads to a refraction
of the incident and outgoing beams. The depthvas taken

as an adittional fitting parameter and was allowed to vary
between 0 and 12 meV in 2-meV steps. The fits were typi-
cally started with 12 different Fourier coefficients, which
were varied until optimum agreement between measured
PE&*'and calculated®° intensities(normalized with respect

to the specular beanwas achieved. This was judged com- 8, [deg]
putationally by means of the reliabilit factor

Intensity [arb. units]
<o

FIG. 4. Best-fit intensities calculated with eikonal) (and the
1 S (et pealo)? RR’ method(o) for two different He wavelengths. The corrugation
R= N = (PEP=PZH", 2 function has been modeled by a Fourier an$itg. (1)].

whereN denotes the number of bealﬁsmeasyred. Differ- The maximum corrugation amplitudes aldiig0] and[112]

ent sets of parameters were chosen every time. After manye'» 110 A andz,~1.50 A, respectively. The first of
trials, the spectra could be very well fitted for two dif_ferent these values represents almost 15% of the corresponding lat-
He atom wavelengths\(=0.69 A and\ =0.81 A) by taking  tice constant, suggesting that the problem under consider-
eight Fourier coefficientsA=1) andD =4 meV. The best-  a4ion could be outside the range of validity of the eikonal
fit parameters forx=0.81 A are a(20)=0.19 A, a(02) theory. In a second step, the results were therefore checked
=-0.27 A,a(13)=-0.09 A a(15)=057 A a(24)=0.12  y herforming calculations with use of tHRR' methodL®

A, b(11)20-64. A, b(13)=0.54 A, andb(04)= _1_-00 A, which represents the exact solution for a HCW interaction
the R factor beingR=0.051. Forx=0.69 A, best fits were  potential. The calculation of a unique intensity with this
obtained with a(20)=0.17 A, a(02)=-0.29 A, a(13)  method requires the inversion of a matrix whose dimension
=—0.16 A,a(15)=0.52 A, a(24)=0.09 A,b(11)=0.62 A, \ gepends on the magnitude of the problem under consid-

b(13)=0.52 A, andb(04)=—1.10 A, with R=0.068. NO  gration[for the c(2x 8) structure,M ~700]; this makes the
other R-factor minima have been found in parameter space.

The corresponding calculated peak intensities are shown in
Fig. 4 as crosses. Although the agreement for some beams is
not very good, the general trend in the intensity distributions
is very well reproduced by the calculations. As a conse-
quence, the derived corrugation function can be considered a
realistic approximation for testing the validity of the eikonal
theory. Our model-free analysis of the surface structure has
actually reduced the number of possible corrugation func-
tions to 2, since essentially the same intensities are obtained
from +{(x,y) or —¢(—x,—Yy) in a single scattering ap-
proach (like the eikonal approximation In order to know [ {
which of the two functions is the correct one, it is necessary - Loy

—
[\S]
T T

e
=

Corrugation Amplitude [ A]
o =3
[=] B

=

peN
T
I

to consider the results provided by other experimental tech- 0 5 10 15 20 25
niques and/or theoretical calculations. Results consistent Y [A]

with the adatom model based on the STM investigations of

Becker et al® (also supported byab initio calculations) FIG. 5. Contours of the best-fit corrugations along Atin Fig.

were obtained for only one of the two possible corrugation derived from calculations performed with the eikonal approxima-
functions. The corrugation profile along cAtin Fig. 1 is  tion. The dashed curve corresponds to a corrugation described by a
displayed in Fig. 5, where the maxima correspond to adaFourier representation, while the full line was obtained by modeling
toms and rest atoms following the notation introduced abovethe adatoms/rest atoms in the unit cell as Gaussian hills.
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TABLE |. Comparison of the best-fit intensities obtained with the eikonal approximation angRhe
method for thec(2Xx8) structure by modeling the surface with a Fourier ansatz. All calculations were
performed withD=4 meV and\=0.81 A. In the case of the eikonal approximation, results derived by
modeling the corrugation with Gaussian hills are also sh¢see the text for further detajls

Beam 0; (deg lexpt IShe e | Fourer

(00) 45.05 1.00 1.00 1.00 1.00
(20) 42.69 0.00 0.31 0.34 0.61
(30) 47.41 0.01 0.22 0.32 0.23
(10) 40.33 0.01 0.17 0.37 0.44
(10) 49.77 0.33 0.32 0.20 0.15
) 37.96 0.00 0.17 0.22 0.36
€0) 52.14 0.12 0.01 0.27 0.31
(20) 35.58 1.94 1.88 1.68 1.12
(20) 54.52 0.10 0.06 0.49 0.67
(20) 33.18 0.08 0.05 0.22 0.15
(50) 56.92 0.07 0.19 0.21 0.28
(30) 30.76 0.07 0.00 0.31 0.26
(30) 59.34 0.42 0.05 0.42 0.41
(20) 28.31 0.03 0.02 0.17 0.11
(£0) 61.79 0.00 0.06 0.27 0.19
(40) 25.83 1.64 1.42 1.44 1.52
(40) 64.27 111 113 0.75 0.53
%0) 23.32 0.20 0.02 0.02 0.01
(20) 66.78 0.05 0.09 0.30 0.32
(50) 20.76 0.47 0.10 0.65 0.45
(50) 69.34 0.08 0.49 0.29 0.26

use of theRR' method very time consuming and conse- pendent groups of Gaussian hilB(x,y), each having am-
quently inappropriate for trial and error searches in paramplitudeshya, ha,, hgr,, andhg
eter space. The results obtained with BB’ method using
the best-fit corrugation derived with the eikonal approxima- x—=x\%2 (y—y;\?
tion are shown in Fig. 4 as open circles. The quality of the G(x,y)=2i hAi vRieXp[ —4 In2 ( oy ) +( o ) H
agreement is illustrated in Tables | and Il, where the inten- ’ 3
sities calculated fon=0.81 A andA=0.69 A are listed. _ B _ _
The very good agreement between both methods justifie4herei denotes a specific adatofrest atom with height
further attempts to improve the fits by using the eikonalha, , (Mg, ) located at k;,y;) and full widths at half maxi-
approximation. mum o, and o, along thex andy directions, respectively.

Before describing the way in which such improvementsThe atoms were fixed at their theoretical bulk positions, i.e.,
were achieved, some comments on the results already préx;,y;)= (0,5a,), (0.3a,), (a1,3a,), (a;,%a,), (2a;,3%a,),
sented should be made. First, the cuts shown in Fig. 5 aland (2a,,2a,) for the adatoms andx(,y;)=(0,0), (0,3a,),
ready illustrate one of the main results of the present work(0,4a,), (a;,a,), (a;,2a,), (2a;,0), (2a;,3a,) and
namely, the presence of a pronounced buckling between boif2a,,2a,) for the rest atoms. The corrugation originating
rest atoms in the unit cell. Note that, although a difference irfrom the first- and second-layer atoms was simulated by a
heights is also observed for the two adatoms, the fact thatourier series as in Eq1) with coefficientsa(24)=a(08)
this effect is smaller by a factor of 2 does not answer the=1.00 A anda(24)=—b(08)=—0.20 A, where the factor
question of whether this buckling has a physical origin or isF was taken as a fit parameter. In order to reduce the number
just an artifact of the calculations. Second, the discriminatiorof free parameters involved in the calculations, the Gaussian
betweenT, andHj sites for the adatoms can be unambigu-hills were first assumed to be symmetric in bothand y
ously ac_hieved from the asymmetries c_Jbserved ar@ndt  directions so that)'AZO'AXZO'A for the adatoms andrg
can easily be shown that the protrusion observed between , — ;. for the rest atoms. Later we tested the sensitivity
A, andR, (originated by second-layer atojris indeed only X y . . .

. . . . of the calculated spectra to asymmetric Gaussian hills. The

compatible with adatoms occupyiflg, sites. fit ld be sliahtly i d by taki " for th

A natural way to improve the fits obtained with a Fourier "> cOU'd D€ Slightly Improved by takingg, = og 1or the

ansatz is by taking into account the correlations between ad&eSt atoms, while no similar effect was observed by modeling
toms and rest atoms in the unit cell. A way to do this is to@datoms withos # o, . The best-fit parameters correspond-

treat the different kind of atom&s, A, Rg, andR, as inde- ing to A=0.81 A and D=4 meV are hg =0.15 A,
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TABLE Il. Same as Table | but fox=0.69 A.

Beam 0, (deg I expt |g§gss |g°kg"ef |;°F§’,”er

(00) 45.05 1.00 1.00 1.00 1.00

(20 43.01 0.03 0.19 0.08 0.13

(30) 47.09 0.02 0.11 0.52 0.21

(10 40.96 0.07 0.78 0.54 0.74

(10) 49.14 0.69 0.58 0.71 0.71

) 38.91 0.03 0.40 0.50 0.61

(o) 51.19 0.07 0.03 0.67 0.82

(20 36.85 2.18 1.98 2.17 2.07

(20) 53.25 0.25 0.63 0.74 0.66

(%)) 34.78 0.06 0.46 0.12 0.05

(30) 55.32 0.08 0.56 0.06 0.12

(30) 32.70 0.32 0.11 0.48 0.46

(30) 57.40 0.12 0.34 0.14 0.19

) 30.60 0.15 0.33 0.63 0.48

(£0) 59.50 0.03 0.03 0.75 0.67

(40 28.48 1.99 2.10 1.81 1.64

(40) 61.62 0.77 0.96 0.36 0.36

) 26.33 0.11 0.18 0.16 0.11

(20) 63.77 0.01 0.23 0.02 0.01

(50) 24.16 1.20 0.69 0.89 0.63

(50) 65.94 0.38 0.26 0.52 0.49

(Xo) 21.96 0.45 0.08 0.04 0.04

(50) 68.14 0.01 0.03 0.03 0.03

(60) 19.72 2.67 1.72 1.40 1.02

(60) 70.38 1.20 1.13 0.48 0.41
hg,=0.85 A, hy =140 A, hy =145 A 044=4.25 A, : : , R
or,=3.40 A, o =2.85 A, andF = 0.20, with anR factor L @, G, A=0.69 A
R=0.041. WithA=0.69 A andD=4 meV, a minimumR X (112]
factorR=0.062 is achieved withg, =0.25 A,hg =0.80 A, 6 L
ha,=1.55 A, hs =155 A, 0q=4.40 A, 0g =3.40 A, o0, w0,
or,=3.20 A, andF = 0.10. Calculated diffraction spectra ~ _ 4[ .
are shown in Fig. 6 for both He-atom wavelengths. The ‘2 L (2;’)1
agreement with the experimental data is improved for the = ~| sl X7 % % % X
same number of free parameté€®. However, examination —g o 2 X
of Fig. 5 reveals that the essential features of the corrugation =~ ———— : e
had been well reproduced by the calculations based on a & T ! T
Fourier ansatz, though the buckling betweepand R, has S (40); 20, 7“=01‘%A
now become more pronounced and the differences between = or [112]
A; and A, have practically vanished. This can be seen in (00), @0),
more detail in Fig. 7, which shows a gray scale representa-
tion of the best-fit corrugation.

B. Error-estimation tests
Although we have demonstrated that the eikonal theory is

a reliable approximation for modeling tlog2 X 8) structure,
two questions remain. The first question has to do with the
minimum buckling between adatoms/rest atoms that can be

detected by the calculations. The second point concerns the F|G. 6. Best-fit intensities calculated with eikor(at) for two

link between the existence of buckling and the HCW as-ifferent He wavelengths. The corrugation function has been mod-
sumption, i.e., to which extent the observed asymmetries cagled by treating the different groups of adatoms/rest atoms in the

6; [deg]

be ascribed to a physical origin and not to the HCW approxi-unit cell as independent groups of Gaussian hills.
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FIG. 7. Gray scale representation of the best-fit corrugation de-
rived from the fits shown in Fig. €ottom). On the top a cut along 0045 )
line A is displayed. The different types of adatoms/rest atoms in the ’
unit cell are indicated following the notation outlined in the text. ootk
mation. It should be clear that, when addressing these ques- 0.75 080 085 090 095 100
tions, we are assuming that thefactor minimum has al- hg, [A]
ready been determined with considerable confidence. This
assumption is well justified sind@s discussed in Sec. l)A FIG. 8. Sensitivity of theR factor to the four different ampli-
only one minimum was found in the fitting procedure. tudeshy,, ha,, hg, andhg, used for describing the best-fit corru-

In order to answer the first question, we have investigategation shown in Fig. 7. Only one parametgmwas varied at a time,
the sensitivity of our results to the presence of a small buckwhile the others were fixed at their best-fit values.
ling AA=hA3—hA4 and Ag= hRg—hR4 between both ada-
toms and rest atoms, respectively. This was r_nade by testingatement of this problem can be summarized in the two
the dependence of thR factor to the four differenth;’s following points. (i) Can the HCW assumption turn a sym-
metric corrugation into an asymmetric one or vice versa? In
. . . ) . Ease the answer is negati@) what can be said about the
formed using the corrugation function defined in E8). for influence of a realistic potential on the minimufy and

A=0.81 A, where only one parameterwas varied at a time - )
and all others were kept fixed at their best-fit values. If weA.R values that can be detected within the HCW approxima-

define our error bars fdR as d5~0.005(i.e., ~10% ofR, a tion? Although a general answer to these questions is not

realistic value that can be clearly detected in the calculalionétr'v'al’ we will show that for the particular case of the

we see in Fig. 8 thaR is not as sensitive ta , as it is to c(2x8) structure there are good reasons to believe that the

Ag. In effect, values ofA,~0.20 A can be obtained by results present_ed ?n Sec. Il A would no'g be seriously af-
requiring 8g<0.005, while in the case of the rest atoms ourfec'[?d 'by con3|der|ng the exact He{G#1) interaction po-
worst-case predictions are reducedig~0.13 A. We take tential in the calculations.
thus 0.20 A for adatoms and 0.13 A for rest atoms as the The approach adopted can be summarized as follows. For
minimum buckling that can be detected by calculations perdiven asymmetric and symmetric one-dimensional corruga-
formed within the HCW framework. This implies that the tions, diffraction spectra were calculated by performing
slight asymmetries observed betweag and A, in Fig. 7  close-coupled-chann¢CCC) calculation$’ with a realistic
cannot be attributed to a physical origin, while in the case opotential. These spectra were then fitted with the eikonal
the rest atoms the existence of a buckling in¢k2x 8) unit  approximation using the same procedure we applied for the
cell is unambiguously correct. c(2x 8) structure. By comparing the best-fit corrugations ob-
We now come to the more complex question about postained with the eikonal approximation to the ones used in the
sible links between the prediction of buckling by the calcu-CCC calculations, the error introduced by use of the HCW
lations and the use of the HCW approximation. A more exacapproximation can be estimated.
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FIG. 9. Spectruntfull line) obtained by CCC calculations using FIG. 10. Same as Fig. 9, but for a symmetric corrugatiom,
a Morse potentia[Eq. (4)] with D=4 meV anda=0.83 A", Aa=Ag=0).
whereas the best-fit intensities obtained with eikonal are indicated
by crosses. The corrugation derived by the eikonal approximation is
compared in the insdtashed lingwith the one used in the cCC =—0.37 A, andb(05)=—0.13 A. Intensities calculated
calculations(full line). with the eikonal approximation fok=0.81 A andD=4
meV are presented in Fig. 10. The best-fit corrugation pa-

The CCC calculations were performed by using the twotameters are a(01)=0.04 A, a(02)=0.05 A,

parameter Morse potential a(03)=-0.22 A, a(04)=0.16 A, a(05)=0.30 A, b(01)
=-040 A, b(03)=053 A, b(04)=—0.66 A, and
V(z)=D(e ?**~2e"*?), (4  Db(05)=-0.08 A, the correspondingR factor being

_ _ R=0.020. A look at the inset in Fig. 10 reveals that no
whereD is the potential well depth and the range param- asymmetries are obtained with the eikonal calculation if no
eter. Although the exact form of the He-@&1) interaction buckling is assumed in the CCC calculations.
potential is not known, Eq(4) provides a realistic approxi-  Thege results strongly suggest that the answer to the first
mation in order to test the reliability of the HCW in struc- ¢ o questions posed above is negative, namely, the HCW
tural determinations. Spectra were calculated\er0.81 A assumption is not able to turn a symmetric corrugation into

- : - - -1
and)\_—0.69_A W_'th D=4 meV_ anda—O_.83 A"~ For com- an asymmetric one or vice versa. In order to determine the
putational simplicity, corrugation functions based on a Fou-

. - . range of validity of this conclusion, we have investigated the
rier ansatd Eq. (2)] were used. The asymmetric function was 9 y 9

chosen to be very similar in form to the best-fit one obtainedSenSitiVity qf our one—dimensi.onal results to the presence of
for the c(2X 8) structure, i.e., asymmetries,~0.15 A and small bucklingsA , andAg. This was made by examinig the

Ar~0.30 A were assumed. This was made by taking théaehavior of theR fgctor in parameter space in a similar. way
coefficientsa(02)=0.09 A, a(03)=—0.07 A, a(04)=0.07 as the one descqbed above for tbE@x 8) reconstruction

A, a(05):o_40 A, b(01)=0.49 A, b(03):O.4O A, and (F.Ig'. 8) We optalnedAA=0.l5 A andAR=0.09 A as the
b(04)=—0.37 A. The corresponding contour is shown asMinimum bgcklmg values that can be detected _by the eikonal
the inset in Fig. 9full line). Note that the maximum corru- @pproximation for a one-dimensional corrugation. We have
gation amplitude has been reduced;te-1.10 A in order to  also looked at the effect of varying the potential used in the
guarantee convergence of the eikonal approxima’[ion, WhOS@CC calculations. We find no substantial differences from
range of validity is smaller for one-dimensional than for two- the results presented above for calculations performed with
dimensional problems. Calculated diffraction spectra forD=8 meV anda=1.20 A~1. In comparing these results
A=0.81 A are shown in Fig. 9, where they are directly com-with the ones obtained for the(2x 8) reconstruction, two
pared to the best-fit intensities obtained with eikonal. Besimportant features should be noted. First, the calculations are
agreement was obtained f@=4 meV, a(02)=0.27 A,  more sensitive ta\y as toA, also for the one-dimensional
a(03)=0.03 A, a(04)=0.03 A, a(05)=0.44 A, b(01) problem. Second, the limits derived far, andAg are com-
=0.40 A, b(03)=0.50 A, b(04)=-0.74 A, andb(05) parable in both cases. Remember that the maximum corru-
=—0.04 A, corresponding to aR factor R=0.33. A cut gation amplitude has been reduced in the one-dimensional
along this function is shown as the ingdashed lingin Fig.  case. These observations suggest a quite similar behavior of
9. All essential features of the original corrugation are clearlyboth one- and two-dimensional corrugations in simulations
reproduced, though the agreement between both calculatgrformed within the HCW framework. In summary, we
spectra is not especially good. A similar analysis has beenonclude that the asymmetries observed for both rest atoms
performed for a symmetric corrugatiaie., Ay=Ag=0) in the c(2X 8) unit cell cannot be a mere consequence of the
defined bya(01)=0.08 A, a(03)=—-0.14 A, a(04)=0.12 eikonal approximation and must, as a consequence, be ac-
A, a(05)=0.28 A, b(01)=0.44 A, b(03)=0.52 A, b(04) cepted as a physical effect.
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FIG. 12. Temperature dependence of areas measured for the
1 specular and some integer-order diffraction peaks for He scattered
0 0 elastically from Gé111) along[112].
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6; [deg] T>T,, the best-fit parameters asf02)=a(11)=0.07 A,

FIG. 11. Angular distributions of He scattered from(GE]) at 3}(02);;:)(:.1)?0.57 'fi“ gn?r? :f|£tl meX'bAS III’il ttTei(r:r?sf \(l)fd

temperatures below and aboVg=1050 K. Incident He energy 22 b e c( deli ?ﬁo struc 9[. ! fe ts Cab Ge S g' y h'IFI) OT?T

meV (A=0.95 A). The crosses indicate the best-fit peak intensities y modeling the corrugation function by £>aussian hrlis. 1his

(see the text for details was made by considering first- and second-layer atoms as

independent groups of hill&(x,y) of amplitudesh, and
C. The order-order transition at T.=1050 K h,, respectively. The hills were assumed to be symmetric,

Having gained some knowledge on the reliability of the -6 91=01,= 01 andoy =0, =0, . The atoms were fixed
HCW approach in the case of tisé2 x 8) structure, we have at their theoretical bulk positions, i.e., ak;(y;)=(0,0),
addressed the question of performing a similar analysis of022), (21,0), (a1,8;), and Gay,3a,) for first-layer atoms
the 1x 1 structures present above and below the order-orde?nd (;.y;) = (0,38,), (a1,3a,), and (ay, 1;a,) for second-
transition that takes place on @41) at T,=1050 K. As layer atoms. The best-fit parameters corresponding to
recently reported? the presence of sharp integral-order A=0.95 A, andD =4 meV areh,;=0.70 A, h,=0.53 A, and
peaks that change only their relative amplitudes aw1=2.0 for T<T, and h;=0.25 A, h,=0.40 A, and
T.=1050 K indicates the persistence of long-rangellor- 0,=2.0 for T>T.. The intensities calculated with this
der in the first bilayer well abov&.. Angular distributions ~Wwavelength for both X 1 structures are compared in Tables
along[110] and[112] measured at temperatures above and!l and IV to the experimental data. Also shown are the in-
below T, are illustrated in Fig. 11. Note the asymmetry re- tensities calculated fok=0.81 A and\=1.14 A using the
versal observed alonflL12] for T>T.. The fact that the best-fit parameters derived far=0.95 A. Very good agree-
fractional-order beams disappear at lower temperatures alongent is achieved also in this case except for(% beam at
[112] than along[110] indicates that delocalization of the T<T, and A\=0.81 A. This intensity could not be repro-
adatoms proceeds via correlated diffusion algtg0], as  duced at all even by allowing the parameters to vary; the
recently suggested on the basisalf initio calculations®  origin of this discrepancy is not clear at the moment. Gray
For increasing temperature, the diffraction peaks show thecale representations of both corrugations are displayed in
usual Debye-Waller exponential decrease due to thermal aFig. 13. Note that +{(x,y) looks very similar to
tenuation. This can be seen in Fig. 12, where the intensities- /(—x,—y) in both surfaces, which means that we do not
of some integer-order peaks alofid.2] are shown as a func- have to care about which of the two possible corrugations is
tion of temperature. For a full description of the experimen-the correct one. The maximum corrugation amplitudes at
tal findings related to the order-order transition the reader i <T. along[110] and[112] are {x~0.60 A and/,~0.95
referred to Ref. 10. A, respectively. These values represent5% of the corre-

In order to perform intensity calculations with the eikonal sponding lattice constant, making a comparison with exact
approximation, elastic intensities for the twexX1 stuctures HCW calculations necessary. Calculations performed with
have been normalized td.,=1050 K. The intensities ob- use of theRR' method indicate that the problem is within the
tained in this way for different He wavelengths are listed inrange of convergence of the eikonal approximation; the cor-
Table Ill (for T<T,) and Table IV(for T>T.). In a first  responding intensities are also shown in Tables Il and IV.
step, the calculations were performed by choosing a FourieAs expected from its smaller corrugation amplitude, the
representation for the corrugation function, as the one giveagreement is much better for the<1 structure aff>T,.
by Eg.(1). For T<T,, best agreement with the experiment The importance of modeling the surface corrugation with
was achieved wittb =4 meV, a(02)=a(11)=0.45 A, and different mathematical functions can be seen more clearly in
b(02)=—b(11)=0.28 A. For the structure present at the results corresponding To<T.. The intensity of the02)
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TABLE lIl. Best-fit intensities calculated with the eikonal approximation and R method for the
1X1 structure aff<T,. Results derived by modeling the surface with a Fourier ansatz and with Gaussian
hills are listed in both cases. All calculations were performed Mith4 meV (see the text for further

details.
x (A) Azimuth 0, (deg Beam | expt |g§gss |§;‘fss |§;;g”er I ;‘a‘,’ier
0.95 [110] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
64.7 (02) 1.88 1.96 1.43 0.64 0.50
. 254 (02 2.36 1.99 1.45 0.70 0.53
0.95 [112] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
56.3 (20 0.09 0.55 0.58 0.06 0.00
33.8 (20 3.40 3.60 3.54 3.43 2.70
67.9 (40 0.81 0.34 0.23 0.12 0.03
22.1 (E)) 0.63 0.91 0.66 1.55 1.05
1.14 [112] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
58.6 (20 0.05 0.30 0.24 0.01 0.04
o 31.6 (20 1.60 1.80 1.25 1.80 1.26
0.81 [112] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
54.5 (20 0.38 0.69 1.39 0.77 0.48
35.6 (20 0.70 3.69 7.01 5.90 7.14

and (02) beams, for example, cannot be reproduced at alto sites in the hexagonal diamond lattice. This is in agree-
with a Fourier ansatz, whereas very good agreement iment with recent first-principles molecular-dynamics calcu-
achieved by modeling the structure with Gaussian hills.  lations performed by Sellonét al,'® where the first layer

A look into the best-fit models shown in Fig. 13 revealswas found to occupy both regular and hexagonal diamond
that in addition to a decrease of the total corrugation amplisites but with a small excess in favor of the hexagonal sites.
tude, the phase transition is characterized by a symmetrpue to repulsion of similar atoms placed in the fourth layer
reversal of the top layer by 180°. It must be mentioned thatin outward protusion is observed, which is responsible for
the question about which of the corrugations correspond tthe symmetry reversal observed Bt>T.. This contrasts
the normal bulk truncated surface can be unambiguously arwith the general picture presented in Ref. 10, after which the
swered by comparing them to the ones obtained for thdéehavior of the diffraction peaks acro3s could be ex-
c(2X8) reconstruction. As a consequence, our results showlained by a shrinkage of the top bilayer of about 10%. Our
that important structural changes take plac& atin that the  simulations show clearly that the asymmetry reversal ob-
first-layer atoms are shifted from their original bulk positions served along112] for T>T, actually reflects the ocurrence

TABLE IV. Best-fit intensities calculated with the eikonal approximation andRi® method for the
1X1 structure aff>T,. Results derived by modeling the surface with a Fourier ansatz and with Gaussian
hills are listed in both cases. All calculations were performed iith4 meV (see the text for further

details.
N (A) Azimuth 6, (deg Beam L expt | Sauss | gass | Fourier | Fourer
0.95 [110] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
64.7 (0&) 0.10 0.04 0.01 0.02 0.03
o 25.4 (02 0.14 0.05 0.02 0.03 0.04
0.95 [112] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
56.3 (20 0.33 0.30 0.24 0.27 0.29
33.8 (20) 0.07 0.10 0.07 0.09 0.08
67.9 (40 0.00 0.02 0.00 0.02 0.02
o 22.1 (40) 0.00 0.00 0.00 0.00 0.00
1.14 [112] 45.0 (00 1.00 1.00 1.00 1.00 1.00
58.6 (@) 0.16 0.20 0.13 0.20 0.18
o 31.6 (20 0.03 0.08 0.06 0.07 0.06
0.81 [112] 45.0 (00) 1.00 1.00 1.00 1.00 1.00
54.5 (20 0.38 0.46 0.37 0.41 0.45

35.6 (20) 0.08 0.12 0.10 0.11 0.10
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of a similar reversal in the structure of the surface, whichA similar analysis of spectra measured above and below the
cannot be reproduced by a simple reduction of the top bierder-order transition af,=1050 K reveals that important
layer spacing. structural changes of the topmost layer occurforT,, in

which the first-layer atoms are shifted from their regular bulk
IV. CONCLUSION places to the hexagonal diamond sites, as suggested recently

o o by Selloniet al® on the basis ofb initio calculations. This

Our He-scattering investigations of the GBL- . onuasts with the explanation given in Ref. 10, after which
9(2X8) reconstruction demonstrate_: the existence of a buc.kt'he intensity changes observed BT, are caused by a
!cILTt?ngeévzsgﬂr:;tt;\llosﬂisptoﬁogfqSthvgltglgl\;h?ngggucrilrhgr?t?trle[educnon of the top bilayer spacing of_ 10%. This possibility

. g . . . can be clearly ruled out on the basis of our analyses. In

ported by Hirschorret al° The question about possible links : :
between the HCW approximation and the existence of buckSummary, we havg Sho"Y” that desp|te_ the Iarg(_a unit cells, the
ling was examined by performing calculations with the apprema_ble two-dimensional corrugation amplltude_, ar!d the
close-coupled-channel method with a realistic potential. Th&OMPlexity added by the presence of three domains in the
results provide a “range of confidence” for conclusions €€ of thec(2X8) reconstruction, calculations performed
based on the HCW assumption, which are fullfiled in theWithin the simple HCW model reveal all the structural details
particular case of the(2x 8) reconstruction. To our knowl- Of the surface. We hope that these results will stimulate new
edge, this is the first time that such an analysis has beegiructure determinations of reconstructed semiconductor sur-
carried out for a highly corrugated two-dimensional systemfaces by means of He diffraction.
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