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Interfacial conduction in ionically conducting two-phase materials:
Calculations using the grain consolidation model

Bo Nettelblad, Bin Zhu, and Bengt-Erik Mellander
Department of Physics, Chalmers University of Technology, S-412 96 Gothenburg, Sweden

~Received 17 May 1996!

We have used the grain consolidation model to study the ionic conductivity in different two-phase composite
systems where interfacial conductivity is assumed to be causing a conductivity enhancement. The model
predicts results that are qualitatively similar to experimental data, displaying sharp ‘‘knees’’ in the composition
dependence. We have modeled materials consisting of grains in a host background where the grain size is
either constant or varying with concentration. The model can explain even unusual behavior such as the
existence of both a maximum and a minimum in conductivity at intermediate compositions. To achieve this we
had to assume that the grains become smaller as their volume fraction increases.@S0163-1829~97!00209-9#
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I. INTRODUCTION

Composite ionic conductors have been widely stud
since the discovery that adding an alumina phase to a m
erately conducting material may cause a considerable
hancement of the conductivity.1–12 A plot of the ionic con-
ductivity versus alumina content shows a peak
intermediate alumina concentrations; for LiI-Al2O3 the peak
occurs at about 30–40 vol % Al2O3.

1 This enhancement is
often explained as an interface effect where the ionic c
ductivity is larger at the solid-solid interfaces than in t
bulk of either material and it has been shown that the c
ductivity increases with decreasing size of the alum
grains—a good example is given by Kumar and Shahi.12 A
similar conductivity enhancement has also been observed
two-phase systems consisting of two moderately conduc
phases.7 For binary systems with a eutectic point the gra
size in the two-phase region is strongly dependent on
composition if the samples have been prepared from
melt. A conductivity enhancement has been observed als
such systems; the maximum conductivity is in this case
tained at the fine-grained eutectic composition.13 However, it
has also been shown that if a material with very high io
conductivity is mixed with alumina the conductivity de
creases with increasing amount of alumina over the en
composition range.9

Another type of inhomogeneous system that has b
thoroughly investigated is solid porous materials impre
nated with a liquid.14–21 Examples of such materials ar
high-voltage electrical insulators and porous sandstone
pregnated with salty water. Also for these composites, in
face effects at the solid-liquid interface are important for
electrical properties. Simulations of the electrical propert
of packs of nonoverlapping hard spheres, covered by an
terfacial layer, were made by Schwartz, Carboczi, a
Bentz21 as a way of modeling the electrical properties
cement mortar. Another model, which permits overlappi
or truncated spheres, forming a continuous phase, is the
called grain consolidation model~GCM!. This model has
been successfully used for estimations of the electrical p
erties of solid-liquid composites.22–26Originally, this model
550163-1829/97/55~10!/6232~6!/$10.00
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was proposed for two-phase systems,22–23 but it has been
extended to systems with special interface properties.24–26

In this paper, the grain consolidation model is used
simulate the ionic conduction in ionic conducting compos
materials with enhanced interface conductivity. We comp
the effects of using different assumptions on grain grow
we also discuss the differences that occur when one of
components is an insulator versus the case when both c
ponents are conducting. We compare the simulated res
with experimental data reported in the literature and w
measured values for the KNO3-Al2O3 and RbNO3-Al2O3 sys-
tems. These materials have high ionic and protonic cond
tivities, 1022 to 1 S/cm at intermediate temperatures~400–
600 °C! and have been used as electrolytes in intermed
temperature fuel cells.27,28

II. EXPERIMENTAL

The nitrate salt-alumina composites are two-phase m
rials that are somewhat similar in structure to the compo
insulating systems described above. At high temperature
nitrate salts are molten, thus these materials may be
scribed as a solid ceramic matrix containing a molten pha

RbNO3 and KNO3 ~p.a., Merck, Germany! and alumina
~Merck, Germany! were mixed in various molar ratios an
ground thoroughly. The ground mixtures were sintered
450 °C for more than 12 h. The sintered products w
ground, pressed as a tablet, and heated again in the same
as the first time. The sintering and grinding caused a
arrangement of the particle size in the sample and in the fi
samples the grain size actually decreased with increa
amount of alumina.

The ionic conductivities of the samples were determin
using complex impedance spectra measured by a comp
ized LCR meter~Hewlett-Packard HP 4274 A!. The bulk
conductivity was determined from the intersection of t
high-frequency semicircle and the real axis in the comp
impedance plot. Platinum paste~Leitplatin 308A, Hanau,
Germany! applied to the flat surfaces of the cylindric
samples were used as electrodes.
6232 © 1997 The American Physical Society
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III. THEORETICAL BACKGROUND

We assume that the maximum often found in plots
conductivity vs composition is due to interface conductio
We regard the composite as solid particles with a conduc
shell immersed in a continuous conducting host materia
the particles are insulating, the conduction is hindered w
the amount of insulating material is increased, but the to
interface area also increases. If the interface conductivit
high this might actually lead to an increase in the effect
conductivity of the inhomogeneous material. However,
the volume fraction of the solid is increased further, the so
particles begin to agglomerate, and the interface area is
creased.

The grain consolidation model was proposed by Rob
and Schwartz.22 In this simple structural model, one of th
phases is initially considered to consist of spherical gra
For the simplest case, it is assumed that the grains are e
in size and placed on a regular lattice, but the model has b
extended to the more general case of a given initial grain
distribution as well as a random configuration.22,23 The
grains are then allowed to grow equally in all directions~ex-
cept where they touch each other if the grains are consid
to be noninterpenetrable! until the desired value of the por
volume fraction is attained@see Fig. 1~a!#. This treatment
actually bears some resemblance to the cementation pro
in natural sedimentary rock.22 It should be pointed out that i
is also possible to let the spheres grow inhomogeneous
different directions.23

This model has several attractive features. In real por
materials it is often found that the pore space remains in
connected down to very low values of porosity~pore volume
fraction!, and that is the case also for this model. If one sta
with equal-sized grains on a body-centered-cubic lattice,
pores are interconnected down to the porosity 0.0055.
other advantage with the GCM model is that it is relative
simple to perform calculations of the properties of th
‘‘composite’’ when spheres of equal size placed on a regu
lattice are used. It can be noted that this model has also b
used for predictions of fluid permeability.29

Shenet al.30 developed a useful method for the Fouri
space calculation of the conductivity of a composite cons
ing of equal spheres placed on a regular lattice. To ach
faster convergence, they separated the electric field,E into
two terms:

E5E1~r !u1~r !1E2~r !u2~r !, ~1!

whereu1~r ! equals one in material 1 and zero in materia
@and the reverse foru2~r !#. Accordingly, the values ofE1~r !

FIG. 1. ~a! Cross section of one layer in the sc lattice for t
grain consolidation model.~b! The model of the interface including
an interface layer~not necessarily drawn to scale!.
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in material 2 and ofE2~r ! in material 1 are of no interest, an
these functions can be smooth. Thus, fewer Fourier terms
needed to get a good approximation. As is shown in Refs
and 31, second- or even first-order approximation gives g
results.

TheE andu functions can be expressed in Fourier seri

E1~r !5(
m

C1me
jbm•r, u1~r !5(

m
T1me

jbm•r, ~2!

wherebm is 2p/a times the vector [m1 ,m2 ,m3], ~m1, m2
andm3 are the coordinates in reciprocal space! anda is the
distance between the centers of neighboring grains.

Maxwell’s equations can then be written as

bn3(
a

(
m

Tan2mCam50, ~3a!

bn(
a

(
m

saTan2mCam50, ~3b!

wherea denotes summation over the two phases. From th
equations, and the condition that the spatial average of
electric field is equal to the applied field, the unknownC
components can be calculated. The equations can only
solved for a finite number of equations and unknowns;
maximum value of the components ofm defines the numbe
of unknowns and the maximum value of the components
n defines the number of equations. Shenet al.30 recommend
that the order ofn should exceed the order of the calculat
Fourier components of the field,m, by at least 2. This gives
more equations than unknowns, and the whole system
equations is solved by a least-squares approximation. ThC
components then give the effective conductivity~the effec-
tive dielectric constant can be calculated analogously!:

seff,j5
1

E0j
(( saTa02m~Cam•ej !. ~4!

TheT components are determined by the geometry; for n
touching spheres, an analytical determination is possibl30

while numerical integration is needed for touching sphere
We have previously25,26 extended this model to calcula

tions of the frequency-dependent complex dielectric cons
of a two-phase medium. In the present study as well as
some earlier articles we considered the interface layer to
third phase, that could have different electrical propert
than either the solid or the bulk liquid, to account for inte
face conduction or diffusion effects. The third phase w
treated in the same way as the other two phases in all ca
lations. ~In a previous paper on sedimentary rock T
et al.24 added a third layer to account for clay particles at t
interface.! We also used this method to calculate the dis
bution of the electric field between the phases.32 ~A differ-
ent calculation method for periodic structures was used
Sareniet al.33!

The factors makes Eq.~3b! differently weighted in the
least-squares calculations than Eq.~3a!. We solved this
problem26 by dividing Eq.~3b! with us12s2u. We have also
found that errors could be obtained in the estimated fi
within the lower-conductivity phase if the conductivities
the two phases differ much.32 Even if each phase is homo
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6234 55BO NETTELBLAD, BIN ZHU, AND BENGT-ERIK MELLANDER
geneous and isotropic, we may obtain sources in the ele
field within the low-conductivity phase. Since we are on
calculating a finite number of Fourier terms, and using m
equations than unknowns, the errors in the estimated fi
can become large even if the errors in the products•E are
small. This problem was solved by adding the equations

u1~r !@¹•E1~r !#50, ~5!

which take into account the fact that the fieldE1 is not nec-
essarily source-free outside material 1.~It was here assume
that material 1 has the lower conductivity.! We extended
this method to a situation including an interface layer, as
shown in Fig. 1~b!.25,26

IV. CALCULATION CONDITIONS

We assumed that one of the phases form equal part
that are placed on a lattice. For low relative volume fractio
of this phase, the particles are spherical and suspended i
host phase, but for higher volume fractions, the partic
form a continuous phase of truncated spheres. In genera
assumed that the particles are nonconducting, but we
included a calculation where the conductivity of the partic
is equal to that of the host phase.

In most cases the particles were placed on a bo
centered-cubic~bcc! lattice. For touching spheres in an bc
lattice, the volume fraction of spheres is 0.68, whereas
corresponding values for the simple cubic~sc! and the face-
centered-cubic~fcc! lattices are 0.52 and 0.74. Batchel
and O’Brien34 reported values for random sphere packings
0.60 to 0.64, i.e., close to the value for the bcc lattice; Sc
and Kilgour35 measured on 80 000 steel balls in a contai
that had been subjected to mechanical vibrations and arr
at the result 0.6366. Of the cubic lattices, the bcc lattice t
appears to be closest to random packings, but we perfor
the calculations also for the sc and fcc lattices for comp
son.

We also included an interface layer, and we assumed
the properties of this layer were independent of the rela
volume fractions of the constituent phases. We accordin
assumed an interface layer of finite, constant thickness,
constant conductivity. It is then clear that an increase in re
tive volume fractions of the particle-forming phase can p
ceed in at least two different ways: Either, the number
particles is constant and their size increases, or the size o
particles is constant and their number increases. Normali
all lengths to the size of the unit cell~Wigner-Seitz cell!
surrounding each particle, we see that in the first case,
thickness of the interface layer~relative to the unit-cell size!
is constant, while the thickness in the second case is pro
tional to the radius of the particles.

Both these models for increase in particle volume fr
tions have some questionable implications. Assuming a c
stant number of particles would at very low volume fracti
of particles yield a finite volume of interface layer. This vo
ume would not tend to zero as the volume of particles te
to zero. Furthermore, if we assume that the radius of
spheres is kept constant, we note that the volume of e
particle is constant as long as the particles do not touch.
touching particles, the volume is lower than for untouchi
particles.
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A further complication is that in real samples the gra
size is strongly affected by the sample preparation metho
the samples are prepared from the melt a very fine-grai
material can be obtained if the composition is close to
eutectic composition, grain growth may occur at eleva
temperatures, etc. Thus the grain size may be dependen
composition and may, e.g., decrease with increasing par
volume fraction.

In this paper, we performed calculations, both assumin
constant number of particles, as well as a constant par
radius. We also performed calculations assuming that
radius of the particles decreases as their volume fraction
creases; those calculations are discussed more below.

In our initial calculations we used a model where the co
ductivity of the interface layer was 55 times higher than
the host phase but this figure was decreased to 15 for the
when the particle radius decreases with increasing par
volume fraction. The thickness of the interface layer w
0.01 times the size of the unit cell of the bcc lattice at t
point where the spheres touch each other~the thickness of
the layer was either constant, or proportional to the part
radius, but we deliberately let these two cases yield the s
result at the point where the spheres exactly touch!. We ei-
ther let the particles be insulating, or have the same cond
tivity as the host phase.

V. RESULTS AND DISCUSSION

In Fig. 2, we show the conductivity of the model compo
ite material as a function of the volume fraction of particle
Results are shown for three different systems: assuming
ducting particles growing in such a way that the number
particles is kept constant, assuming nonconducting parti
growing similarly, and assuming nonconducting particl
with constant radius, but increasing their number as th
volume fraction is increased. All these simulations we
made using identical particles placed on a bcc lattice.

A striking characteristic of these curves is that they co
sist of almost linear parts, joined at sharp ‘‘knees.’’ Simil
‘‘knees’’ are, in fact, often found in experimental data, f
example for LiI-Al2O3 ~Ref. 1! and RbCl-Al2O3.

12 In the
model the knees occur when the spheres start to inters

FIG. 2. Results from GCM calculations assuming constant nu
ber of conducting particles~dashed line!, constant number of non
conducting particles~solid line!, and nonconducting particles o
constant radius~dotted line!.
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55 6235INTERFACIAL CONDUCTION IN IONICALLY . . .
For example, the knee slightly below the volume fraction
occurs when the particles touch their nearest neighb
while the knee slightly above the volume fraction 0.9 occ
when the particles touch their second-nearest neighbors.
model composite with constant radius insulating particle
expected to be closest to the solid salt-alumina mixtu
while the model with conducting particles is intended
simulate a system with interface effects between two mod
ately conducting phases. For this latter model the conduc
ity is naturally higher than for the other models, but t
shape of the curve is very similar to the case of insulat
particles. As an example of a system of two moderately c
ducting phases the conductivity of the Li2SO4-Li2CO3
system13 is shown in Fig. 3. Distinct knees are seen also
this case but it must be kept in mind that this system ha
more complicated concentration dependence of the grain
than that used in the models. In this case the grain size h
minimum at the eutectic concentration, 60 mol % Li2SO4,
i.e., close to the maximum conductivity.

We note that the assumption of a constant number of
ticles yields an unphysical asymptotic value for the cond
tivity as the volume fraction of particles tends to zero. Sin
the number of particles is kept constant, this limit cor
sponds to a situation where ‘‘spherical particles’’ of ze
radius are surrounded by interface layers of finite size, h
ing higher conductivity than the bulk. The interface laye
will thus give an extra contribution to the apparent cond
tivity.

Figure 4 shows the ionic conductivities for KNO3-Al2O3
and RbNO3-Al2O3 samples with various compositions. Th
highest conductivities were obtained at about 58 vo
Al2O3 for KNO3-Al2O3, and 38 vol % Al2O3 for
RbNO3-Al2O3. It should also be noted that in this figur
there is also a minimum value of the conductivity at lo
alumina concentration. There is no such minimum in Fig
To obtain a minimum and a maximum in the same curve,
accordingly had to assume some other relation between
particle volume fraction and the size of the particles. W
found that if we assumed that the particle radius decrease
the volume fraction of particles increases, it is indeed p
sible to obtain both a minimum and a maximum. For lo
particle volume fractions, there is not enough interface~or,
rather, interphase! to influence the decrease in conductivi

FIG. 3. Experimental data for conductivity vs Li2SO4 volume
fraction at 350 °C for the system Li2SO4-Li2CO3 ~from Dissanay-
ake and Mellander! ~Ref. 13!.
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with increasing particle volume fraction in any substant
way, but as the particles become smaller, this tendenc
reversed, and a minimum is obtained.

The particle size in these systems actually decrease
the volume fraction of the particle phase increases due to
preparation method used. In such a case the ratio betwee
thickness of the interface layer and the diameter of the p
ticles increases by a stronger dependence than a propor
ality. We thus made a further simulation, assuming that
thickness of the interface layer was proportional to the fi
power of the particle radius~but having the same volum
fraction where the particles touch in a bcc lattice as in
previous calculations!. We also assumed that the conducti
ity enhancement in the interphase was lower than in the
ceding cases. For comparison, we also performed these
culations for sc and fcc lattices. For those lattices, we h
chosen a similar dependence of the ratio between the th
ness of the interface layer and the radius of the spheres,
a constant factor yielding the same volumes of interphas
a given volume fraction of particles~for low particle volume
fractions!.

The results are shown in Fig. 5. We see that the qua

FIG. 4. Experimental data for conductivity vs Al2O3 volume
fraction at 400 °C for the system RbNO3-Al2O3 ~squares! and
KNO3-Al2O3 ~circles!. Note the existence of both a minimum and
maximum at intermediate compositions.

FIG. 5. Results from GCM calculations, assuming that the p
ticles decrease in size with increasing Al2O3 volume fraction~as
described in the text!. We compare results using a sc~solid line!, a
bcc ~dotted line! and a fcc~dashed line! lattice.
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6236 55BO NETTELBLAD, BIN ZHU, AND BENGT-ERIK MELLANDER
tive agreement with experimental results is fairly good. If t
spheres do not touch, the exact configuration seems to b
no importance, but as the spheres begin to touch, the typ
lattice used has a profound influence on the behavior. F
simple cubic lattice, the peak is situated at a lower conc
tration of particles~0.52! than for the bcc lattice~0.68!, and
for a face-centered-cubic lattice, the peak is shifted towa
even higher concentrations~0.74!. The value of the conduc
tivity maximum also changes; it is higher, the higher t
concentration of particles at the maximum. Note also that
finite percolation thresholds are clearly visible.

We can thus assume that the position of the maxim
found in experimental data could be used to deduce s
information on the structure of the two-phase system. O
should note, however, that the shape of the solid parti
plays a crucial role, as well as their orientation. For align
spheroids, or aligned infinite cylinders, the maximum wou
rather be found at an even higher volume fraction of partic
than for an fcc lattice of spheres. For randomly orien
spheroids, one would expect that the position of the ma
mum is found at an even lower volume fraction than for t
sc lattice. This may explain the different positions of t
maxima in Fig. 4 and also the difference between the p
tion of the measured and calculated conductivity peak for
solid salt-alumina systems.

It should be stressed that we used a rather crude anad
hocmodel for the changes in particle size as a function
particle volume fraction~a power law! and it would be inter-
esting to estimate this behavior quantitatively in future wo
As the actual dependence is probably different for differ
systems, it would be interesting to correlate differents vs
insulator volume fraction behaviors to the different particle
size vs insulator volume fraction dependences. It should
noted that the actual form of this dependence can hig
influence the maximum value of the conductivity. Of cour
the assumed conductivity of the interface layer has an imp
tant influence, as well as the assumed stacking of partic

In addition, we see in Fig. 5 that the minimum in condu
tivity is shallower than what is obtained experimentally~Fig.
4!. Decreasing the conductivity of the interface layer wou
S
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make the minimum more accentuated, however, this wo
also decrease the value of the conductivity maximum. A
suming some distribution of particle sizes would probab
have the same effect, as a deviation from monosize distr
tion would increase the so-called electrical formati
factor.36 Having nonspherical particles might also influen
the shape of the minimum as it has been shown that de
tions from sphericity increase the formation factor.37 The
shape of the particles will also influence the position of t
maximum.

The peaks also appear rather flattened. This is due to
fact that the grains continue to decrease in size as their
ume fraction increases. Using a minimum in grain size m
give a better agreement with experiments. Another dep
dence of the ratio between the thickness of the interface la
and the particle diameter~e.g., having a power higher tha
five! would alter the shape of the minimum without nece
sarily decreasing the value in the maximum. Actual measu
ments on this ratio can give further support for more ela
rate assumptions which may yield better agreement w
experiments. However, that is beyond the scope of this
ticle.

VI. CONCLUSIONS

The grain consolidation model, in spite of being conce
tually simple, provides a good explanation for the conduct
ity enhancement found in two-phase systems. It also sh
some characteristic features in the conductivity versus c
position curve, for example the ‘‘knees’’ that are often se
in experimental data. We have also modeled more com
cated systems where the grain size is a function of comp
tion and have shown that a conductivity curve with both
minimum and a maximum can be obtained if the size of
grains decreases with increasing volume fraction of gr
material.
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