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Superconductivity from magnetic order for Van Vleck metals
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For Van Vleck metals such as Pr, it is shown in a previous paper that the indirect electron-electron inter-
actionV, mediated by the virtual excitation of the crystal field singlet ground state through thexchange
interaction, can give rise to superconductivity. With increase ostlfieexchange interaction or the Van Vleck
susceptibility,V increases and makes the superconducting transition tempef&turerease. Conversely,
whenV is beyond the critical valu¥/y,, magnetic order appears at a finite temperafype In this case, a
problem arises in whethdr. lies above or belovl'y, . This paper shows that, except for the very vicinity of
Vu » the superconductivity appears bel@dyy contrary to the conclusion of the BCS approximation. This is due
to the depairing effect by the scattering of the conduction electrons accompanied by the excitation of the singlet
ground state. The phase diagram is obtained by assuming the free electron band and the orthorhombic crystal
field. [S0163-1827)02801-4

I. INTRODUCTION ample, PsTI turns ferromagnetic at 11 K Pr metal turns
antiferromagnetic at 60 m&, and PrNi shows a ferromag-
For non-Kramers ions such as Pr, the crystal figl) netic order at 0.4 mK? These latter two are mainly by the
leads to a singlet ground state by lifting tli2J+1)-fold nuclear spins. However, we have no examples of supercon-
degeneracy of the ground multiplet. A process, in which onéluctors withT; aboveT, . To clarify this discrepancy of the
electron virtually excites this CF singlet ground state througtexpectation with the behavior of the real substances and to
the s-f exchange interaction and the other electron turns ifbtain the correct superconducting transition temperafire
back, brings an effective interactiovi between these two in the presence of the magnetic order are the purposes of the
conduction electronsV is proportional to the square of the Present paper.
s-f exchange interaction and the Van Vleck susceptibility, TO this end, in place of treating the realistic system, we
and acts as a repulsive short-range interaction near the Fer@$sume for simplicity in this paper the free electron band for
surface. Furthermore, two electrons distant from each othéhe conduction electrons, for which ferromagnetic order may
also interact indirectly through the conduction electron spir@Ppear. By extending the theory(i, we calculateT in the
fluctuation. This indirect interaction, which is denoted\gs ~Ccase where ferromagnetic order occurs. In Sec. I, we calcu-
is represented by the random_phase_approximat@ﬁA) IateTM .and the m&?gne.tization of tHeeleCt.I’OI"l SyStem in the
susceptibility forf electrons. Some components of its partial Mean-field approximation. Then, we derive the RPA suscep-
wave expansion turn attractive. tibility for f electrons in the presence of the magnetic order.

Following the spin-fluctuation-mediated pairing theory In Sec. ll, we set up the Eliashberg equations in the pres-
for ||qu|d 3He’ heavy fermion systems and h@"a_ ence of the magnetlc order. In Sec. IV, on the basis of them,
Superconductor%_,7 we have proposed a pairing mechanismwe |nVeSt|gateTC . It is shown that except for the very vicin-
due to this interactiofi.Recently we have shown by solving ity of Vi, T, does appear not above but beldy . Con-
the Eliashberg equations in Ref. 9, which is hereafter reclusion and discussion are given in the last section.
ferred to as[l], that the superconductivity by the present
mechanism can st_|II survive in the presence of t_hg depairing Il. MAGNETIC ORDERING TEMPERATURE
effect, althoughT,, is strongly reduced. This depairing effect AND MAGNETIZATION
is mainly due to the mass enhancement of the conduction
electrons which is also induced by the virtual excitation of We describe the system by the Hamiltonian,
the CF singlet ground state.

With increase of the-f exchange interaction or decrease

of the CF splitting, the bare effective interactivhbecomes H=>, £,k

strong. WhenV increases beyond the critical valvg, , V Kia

diverges at a finite temperatufig, to induce the magnetic 3

order. In this situation, a problem arises concerning the co- +2 Enli,n)(i,n|— 5 2 2 gl (k=k")-R
existence or competition of the superconductivity with the in 2N T

magnetic order. Especially, wheh approachesT,, from

gbove,v increqs'es and it seems thgt thg superconductivity is X D al,a,ga,a.Jiaka, (1)
induced at a finite temperatuiie, which lies abover,, . Pr a,a’

metal and its metallic compounds show magnetic order. It is

due to the moment induced from the CF singlet ground statehere|i,n) represents thath crystalline field state at site
or sometimes substantially by the nuclear spins. For exwith energyE,. J is the s-f exchange coupling constant
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multiplied by (g;—1). J; is the total angular momentum of 1 Kk Ryt :
the ground multiplet at théth site. <0iz>=(az>EN > eitk=k: @y 8 — 8y a))

To focus ourselves to the problem concerning the relation kK’

between the superconductivity and the magnetic order, we 1 o o
simplify real systems by assuming the free electron band for =N > [f(ex)—f(ex))]
the conduction electrons and the orthorhombic CF expressed k
* W) 5 o)~ fe) .
N k Skl_s_kT '
: P 2 2 ~
% Enli,n)(i,n| _Ei [DIi+dJyl, @ 1n the last line we have drawn the fac®d,) by using(4).
' The summation appearing {®) can be approximated as the

with J=1 andD>d>0 g=0 component of the paramagnetic susceptibility of the

Under these assumptions, ferromagnetic order can OCC&OHdUCtIOI’I ele_ctron in the unit oug)”, since the correc-
b g tion due to(J,) is of the ordedpg(J,)/N<1, wherepg is the

in parallel with thez axis. In the presence of the ferromag- densitv of he Fermi surf Th &
netic order the internal field appears, so that the vector po-enSIty of states at the Fermi surface. Thus we wijeas

tential should be introduced. However, we neglect for sim- _ _

plicity the terms involving the vector potential which is <giz>:2J<JZ>X°(q:0):2J<JZ>E chj (6)
related to the effect of the orbital motion. Therefore, we limit i

ourselves to the effect of the magnetic order which appeargpq equation fo(J,) is written as
in the spins. Then, the mean-field Hamiltonian is written as z

1
HMF = MF 4 \yMF) (Jy=— 2 e FE(n'|3n")
n/
_ K1 —BE! _ o—BE}
HQAF:H:\ZAF_l—H('\:/:gStm:kE Skaalaaka — J<O_Z> € € :
5 V-2 (Joy)? € FFite rre oS
J
+Z DJi2x+d‘]i2y_§<0-Z>‘]iz}’ (7

where |n’) represents then'th crystalline field state for

3 1 H st i (3) and its eigenenergg,, is given by
VMF=—§ 5 (0i:di-+0i-Jiy)

>

E{=1[D+d—(D—d)2+(Jo,)?],

+(Uiz_<az>)(Jiz_<Jz>)}a ) Ej=3 [D+d+V(D—d)2+()0y))?],

where E;=D+d. (8)

Equations(6) and (7) determineT,, and the magnetization.
3 In solving (6) and(7) we replaceX; x jj with =) x ij in (6)
> Iy, so as to avoid the same-site contribution. This manipulation,
which modifies a simple mean-field approximation, is re-
quired to guarantee the consistency with the analysis for the
3 k—k')-Rip ot + conduction electron susceptibility.Akai and_Ishit* calcu-
TizT N > e Tay ak —ay ax ], lated & in the second order perturbation dfand showed
thatxﬁ&)<xi°j(2) (i#]) in this order. However, in the mean-
field or RPA susceptibility the same-site contribution is in-
4 cluded as if it were given by the operatign-i in Xﬁ To
Ay Bk — correct this fault in RPA, the susceptibility fdr electrons
should be given by

gl (k—k")-R

1.=35i0,. (@ X ()
(Qw)= ——= — ©)
Xl DT T2 (0)x(a)

In the expressions fo¢ and o;.. in (4), the upper and lower

signs are chosen whem expresses the up and down spin with

states, respectively. For the ferromagnetic ordet) and

(J,) are independent of the siteThe constant term has been — . 1 o

neglected in(3). x“(@)=x (q)_ﬁ Z x°(q"), (10
From this mean-field Hamiltoniar{3), we derive the a

equation for{g), where)(xy(w) is the Van Vleck susceptibility
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1 e BEm— g~ BEn

\% H —

>

m,n

(n[3u[m)(m[J,[n),
131

and x°(g) is the conduction electron susceptibility. For the
free electron bandy®(q) is expressed as

E,—Entotin

cqy=PF ¢l L
X(A)= 7N f(sz’ (12)
wheref(x) is the Lindhard function,
=1 1—x2I 1+x 13
R = 13

The summation ir{10) is taken over the first Brillouin zone,
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zz component is defined fal,—(J,) in place ofJ, in (11).
The xy component of17) is expressed as

%) (1= I xyyx ) — I xpxyx(x
(18)

x(0,0) is calculated for the present system represente@by

Its nonvanishing elements are shown in Fig&) and Ib)

for d’=0.1 and 0.5, respectively. The divergenceygf at

Ty indicates the appearance of the spontaneous magnetiza-

tion parallel to thez axis. These diagonal elements decrease

with increase ofl’, especially belovil, . On the other hand,

Xxy Vanishes forw=0.

Xxy:X}{y[(l_JszxX

Ill. ELIASHBERG EQUATIONS

which is approximated by the integral over the sphere with As mentioned in the previous section, wh&fV,,,

the same volume to give 1.84{/4N).
With (10) for q=0, we calculatg6) as

magnetic order appears. On the other hand, as discussed in
[I], for V<V, superconductivity can occur at a finitg,
although magnetic order does not appear. Therefore, when

V>V, , we are very interested in the relation between su-
perconductivity and magnetic order. We discuss the possibil-
ity of the superconductivity for this case. We start by setting
Substituting(14) into (7), we derive a self-consistent equa- yp the Eliashberg equations in the presence of the magnetic
tion for (J,), which is expressed as order, following the theory for the superconductivity suffer-
ing the time-reversal breaking interacttdrand in the mag-

<az>=o.08JNﬁ (3,). (14)

(3,)= 0.084(J,) netic materialg®-18
z K
Q1+ —K)2t] _ o= [(1+d’+K)/2t] 15_
Xef[(ler’fK)/Zt]_’_ef[(l+d’+K)/2t]+ef[(1+d’)/t]’
15 I
(19 10
where =)
s |
’ xR |
K=/(1—d")?+(0.08v(J,))?, Qe |
- 5
ML v—"]zpF 16 '
"D’ D' ND° (18
This equation has no solution for{(J,) when

V<Vy=125(1-d’). WhenV>V,,, by solving (15 we
obtain(J,) as a function oft. Furthermore, by linearizing
(15) we can obtainT, as a function ol. The result will be
discussed in Sec. IV together with the resultTof.

In the presence of the magnetic order, the RPA suscepti-
bility tensor for f electronsy has off-diagonal components
because both the Van Vieck susceptibility tensor and the
conduction electron susceptibility tensor have off-diagonal
elements. Therefore, we have to modify somewhat the RPA
susceptibility forf electrons in(9). Since ferromagnetic or-
der occurs in parallel with theaxis belowT,, , X;ly becomes
finite. On the other hand, the change of the conduction elec-
tron susceptibility by the effect of the magnetic order is
small compared with the change of the Van Vleck suscepti-
bility, so that it is neglected. Therefore, in the presence of the
magnetic order we express the RPA susceptibility tensor for
f electrons as

(b)

T,

iy _V _qJ 23V N oe -1 FIG. 1. Three diagonal elements of the RPA susceptibility ten-

yw)=x"(w)-[1-3 w , 1 ! g ptibility
A\i((q _ J=x (@)1 X )X_(.(l_)] ( 7)_ sor x(0,0) as a function ofT normalized byT), for V=15. The
where y"(w) is the Van Vleck susceptibility tensor which results ford’=0.1 andd’=0.5 are shown infa) and (b), respec-
has anxy component as well as diagonal components. Thaively.
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We introduce a four-component Nambu field and itstion of the Zeeman energy. The fourth term is the spin-

conjugaté® as dependent self-energy part and the last term the anomalous
part of the self-energy.. As we studied in[l], when the
axp magnetic order is abser}i, consists of the first, second, and
A ay| last terms in(25). Equation(22) with (23) and(25) turns to
=\ at NE 19
aly G YK, iwpy) =i wnZ(K,i wy) 1= F(K,i wy) pa+ E(K,i w,) 1o
and ) _
) +Y(K,iwp) p3ost+ 7% Ay(kionp,.
vi=(al.,al . a ik a k). (20) Y
2
The one electron Green’s function in the matrix form is de- @
fined by Then, it tums out thaG is spanned by the same bases as
- - - G in (27).
_ + R
Gk, 1) =—(T4h(7) ), (22) In the paramagnetic phasgis diagonal. Hence, in the

and its Fourier transfor (ki w,,) is linked with the unper-  fight-hand side of24), the off-diagonal parts of,,@,Ga,

turbed Green’s functioy(k,iw,) by the Dyson equation in the 4<4 matrix representation make the Eliashberg equa-
tions separate from each other by (y=s,x,y,z) when(25)

é‘l(k,iwn)=éal(k,iwn)—i(k,iwn), (22) is inserted in the left-hand side ¢24). This is the situation
- studied in[l]. However, in the presence of the magnetic or-
where w,=(2n+1)7/B and % (K,iw,) represents the self- der, § turns off-diagonal and also the spin-dependent terms
energy due to the-f exchange interactiorG, is givert® by E,las and Ypso; appear in(25). For the present CFyy,
N _ mixes Ag and A, in the Eliashberg equations. Furthermore,
Go “(kiiwp)=iwpl—€p3tE los, (23)  the presence of the spin-dependent teBiyko; and Y p;0-3,
although these are diagonal, connekfsvith A, and alsag
ith A,. This is because the spin-dependent diagonal ele-
ents of, or G affect the weight of the anomalous terms
of G. Then, for the set of honvanishink, andA,, we ex-
npress the anomalous part@fwith the basep, andp, given
Ih (26). In the same way, for the set of nonvanishiigand
A, we extend it byp, andp, . These expressions f@ and
Eq. (25 are inserted in24) to set up the Eliashberg equa-

wherep; (i=1,2,3 ando; (i=1,2,3 are the Pauli matrices in
the electron-hole space and in the spin space, respectively.
The spin-dependent mean-field energy is represented by t
last term of(23), whereE,= (3/2)(J,) by (4). In [I] we have
proved that the Migdal theorem holds for the present syste
so that the conduction electron self-enebyys given by the
process in which two bare vertices are connecte@andy

as tions for the set of\, andA, (A andA,) as well as foiZ, &,

R 72 1 R E,, andY. The kernels are given by the following combina-

S(K,iw,)= —) — > > a,G(K' iwy) tions of x,,,:

2 Nﬂ k!ynl m,v=X,Y,Z
XXMV(k—k’,iwn—iwn/)&V, (29 Xs= Xxx T Xyy T Xzz»

wherea,=p;0, ay=p30,, anda,=10. This expression is " —
the extension of the one given [i] by including the off- x= Xxx T Xyy ™ Xzz»
diagonal components of the RPA susceptibility foelec-
trons, which appear in the presence of the magnetic order. Xy= = Xxxt Xyy™ Xz2

Next we set up the Eliashberg equations. Paying attention
to the effect of the off-diagonal componentsyofn (24), we

. Xz= = Xxx— Xyyt Xzz:
put the self-energy in a form 2= T X Xyy T Rz

S (K,i 0p) =[ 1= Z(K,i 0p) Ji opLl+[E(K, @) — £, ]ps Xyy=1(Xxy™ Xyx)- (28)
+[E,~ Ey(K,iwp) 1105 Y (K i) ps0s To solve these Eliashberg equations, we proceed to replace
thek’ sum by
- X Aykionp,, (25)
Y=X,X,Y,Z dQ (=
wherep,, (y=s,x,y,z) are defined as kE _’PFJ . fﬁwdsk’r (29
Ps=PLO3,  P= ~P202, Py=p101, Pr=pil 26 whered() represents the differential solid angle on the Fermi

surface. Then, one finds that the integration aversweeps
The first term in the right-hand side ¢25) represents the off all the correction represented Byk,i w,,), E,(K,i w,) and
spin-independent self-energy part of the conduction electrong(k,i w,). Therefore, neglecting the terms disappearing by
and the second term the correction of the energy of the corthe procedure 0§29), we write down the sets of Eliashberg
duction electrons. The third term corresponds to the correcequations: (i) for A, andA,



506

[1-Z(K,iw,)]iw,
32

:SNB 2 Xs(k—k’,iwn—iwnr)-iwn,Z’

k’,n’
1 1 20
X D_1+D_2 ' (30)
T2
Ax(k,iwn)zm > X (k=K' iw,—iw,)
k’,n’
I - A’( 31
X X D_1+D_2 y D__ D2 ’ ( )
T2
Ay(k,iwn)zw > X (k=K iwg—iwp)
k’,n’
Al N 32
‘|35, 5, TME /) P

whereA;=A,(k',iw,); Ay andZ’ are defined by the same
way. D, andD, stand for

D= (iwyZ' )2~ (e FE)?— (A £A))2
(i) For Ag and A,

(33

2

[1—Z(k,iwn)]iwn=J— > X(k—K' io,—iw,)

8NB
- 1 1
X lwy D—3+D—4
+E t 1 34
ZD_3_D_4 ’ ( )
’:]'2
As(k,iwn)zmk% [(xs—xxy)(k—k',iwn—iwn,)
A{+A; S
X D, + (Xs+ X)) (k=K' ioy—Twy)
Aé—Aé}
X , 35
D, (35
72
Az(k,iwn)=mk% (Xz+ Xep) (K=K ioq—iwq)
Ag+4; C
X D, + (X=X (K=K iwy—iwy)
Aé—A;}
X , 36
b, (36)
where
Dys=(iwnyZ £E)?—sl,— (AL AL (37)

To know which of the two set§) A, andA, and(ii) A and
A, does appear as superconducting order, we calctilater
each set in the next section.
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IV. SUPERCONDUCTING TRANSITION TEMPERATURE

We investigateTl . above and below the magnetic ordering
temperatureT, on the basis of the study in the proceeding
section. We linearize the Eliashberg equations by deleting
in (33) and (37). Here, we give the result of the ferromag-
netic transition temperaturg,, obtained by solving the lin-
earized equatiofil5) in Figs. 2a) and Zb) for d’=0.1 and
0.5, respectively.

First, aboveT, , no spin polarization exists so tha;=0,
by which D,;=D, holds in(33) andD;=D, in (37). Fur-
thermore, y is diagonal. The situation is the same as that
studied in[l]. The coupled Eliashberg equatiof®1) and
(32 for A, andA, separate and coincide each other with Eg.
(26) in [1], which is written fory=x,y as

2
> X k=K' ioy—iwy)
k’,n’

A (K iwn)

X - - .
[Z(K'Jiwy)iwy 2—&2,

The same things hold fdB5) and(36) with respect ta\; and
A, . Equations(30) and (34) for Z coincide each other and

J
Ay(k,iwn): m

(39

1.0

TID

T/D

0.5

(b)

FIG. 2. The superconducting transition temperatlige(heavy
solid line) and the magnetic transition temperatdig (solid line)
as a function o¥ for (a) d’=0.1 and(b) d'=0.5.V), , above which
Ty becomes finite, decreases with. T, below V), is the result
obtained inf1]. The dashed lines represent the resultsTioby the
BCS approximation and by the approximation of setfiigl in Eq.
(38).
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0.1 e (32), and these equations become equivalent3® with
v=X,y. On the other hand, Eq30) for the normal self-
energy part turns t¢39). We have solved38) and (39) to
find T, by the same procedure as donglih As the result of

a T, ] it, in contrast with the casé> T, , we obtain a finitel ; for
= : A, , which is shown in Figs. @) and 2Zb) by the heavy solid
F T 7 line. It is a characteristic that. decreases with increaseVh
0.05L | ¢ i or Ty . This is because the RPA susceptibility or the pairing
(V*, T*) interaction decreases with increase\ofAs for the CF an-

isotropy, it is found by comparing Figs(d and Xb) that
Ty increases and ;. decreases with increasirdf. This is
due to the behavior of the susceptibility shown in Fig. 1,

v, 1 where the increase af’ brings the decrease of the diagonal
r / 1 components ofy below T, . As mentioned before, the state
, " . represen is of =1 and tripl =1.
0briae T 9501 epresented by, is 0 and tripletS,

For the set ofA; and A,, they couple each other by the
presence of, and y,, through(35) and (36). In this case,
the effect of E, does not disappear by the operati(#9)
sinceD; andD, in (37) containE, in a way different from
D, andD, in (33). Moreover,X,, exists. We have tried to
find T, for the set of the coupled Eq&34), (35 and(36) by

FIG. 3. Magnification of the very vicinity o¥,, in Fig. 2(a).

turns to Eq.(25) in [1], which is written

32 numerical calculation. However, no solution has been found.
[1-Z(K,iwp)]i On=7NG > X(k—K' iwg—iwgy) In the paramagnetic phase as studief Jnreflecting thaiy, .
By is the smallest of all the components of the RPA susceptibil-
Z(K' i wp )i o ity tensor as shown in Fig. 1, neithAg nor A, appears. On
— - >—. (39 the other hand, in the ferromagnetic phagg, can be the
[Z(K'iwp)ion "= g, smallest of all the components of the RPA susceptibility ten-

As discussed irfil], assuming the free electron band for the sor as in the case shown in Figbl, so thatX;| in (28). can
conduction electrons, we solve separately these sets of tllﬂa‘a the largest a_mon)g‘jx, X.y’ andX,. However, even in this
Eliashberg equations fak, (y=s,x,y,2) andZ to find the case, tr_\e COl_Jpllng qﬁz with A, described above makes the
highestT . We calculatg38) and(39) completely following state withA, impossible.

the procedure made if], so that its description should be
omitted. After the calculation, we have foudd aboveT,,

in the very narrow region o¥ aboveV,,, whereT,, starts
with infinite slope fromV, . This narrow region of Fig. @) Following our previous paper, we have studied the possi-
is magnified in Fig. 3, wher& . is smoothly extended from bility of the superconductivity mediated by the virtual exci-
the regionV<V\, up to the point crossing with the curve of tation of the CF singlet ground state in the case where the
Tm - The coordinate of this crossing point is denoted byferromagnetic order exists. Contrary to the expectation given
(V*,T*). In Fig. 3, one finds {* —V,,)/Vy=9.8x10". in Sec. |, the superconductivity does not appear, except for
For V>V*, T\, lies far aboveT* and we can no more find the very vicinity ofVy, , above the ferromagnetic Curie tem-
T. aboveT),, . This denies the naive expectation made in theperatureT,,, where the Van Vleck susceptibility is highly
Introduction. To know the reason why. does not lie above enhanced and so is the pairing force. This is due to the de-
Tw in this region, we have solved E@38) by the BCS pairing effect which is also enhanced nédgy . If it were not
approximation in which the self-energy correction is ne-the case, substances which show magnetic order would show
glected, namel¥ (i w,) =1 and the kernel is replaced by the the superconductivity above théig, . On the other hand, in
static valueX, (iw,—iw,)=X,(0) at T=0 with the intro-  the very narrow region abov¥,, T. certainly appears
duction of the cutoff energp equal to the CF energy if2).  above Ty, . In this region, T, is expressed by the line
By this approximation we certainly find, for A, aboveT), . smoothly extended fromvV<V,, up to the point crossing

As discussed iffil] in detail, this superconducting state is of with T, . SinceT), starts with infinite slope fronv,,, and

=1, triplet S,=0. The obtained result fof. is shown in  slightly turns right, the crossing point df,,; with T, lies in

Figs. 2a) and 2b). We also show the result obtained by the very vicinity ofV,, . After all, for V>V, , except for this
settingZ=1 in (38) but no other approximations are intro- narrow region, we have found the superconducting transition
duced, which is denoted =1 in Figs. Za) and Zb). The  temperature below,,. Owing to the effect of the magnetic
fact that a finiteT . appears foW>V* only by these approxi- order, the Eliashberg equations suffer modification. How-
mations manifests a crucial role of the depairing effect due t@ver, it turns out that, for the free electron band, the realized

V. CONCLUSION AND DISCUSSION

the self-energy correction. superconducting state is the same state appearing in the para-
Next we investigatd ;. belowT,, for V>V*. In this case, magnetic phase for a much weaker interaction.
as we have noticedz,#0 and x,,#0. As for the set ofA, Competition or coexistence of superconductivity with

andA, , they couple each other due i, # D, through(31) magnetic order has been a classic problem attracting great
and (32). However, the integration over,, in (29) sweeps interest. Especially, since the 1970s, many studies were
away the difference betwedh, andD, to decouplg31) and made extensively, stimulated by the discovery of supercon-
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ductors in magnetic materials, which are clearly reviewedound in the antiferromagneti¢AF) ordering phasé® To

and discussed by Vonsovsky al!® However in comparison shed some light on understanding of these heavy fermion
with these studies, a distinct point of the present theory isystems, although our model assumes the localizetec-
that we deal with the superconductor in which the virtualtronic states as a limit of smadtf hybridization, we are now
excitation of the CF singlet ground state induces the superextending the study to the case of the AF order, which will
conductivity and, at the same time, it also induces the magbe reported elsewhere.

netism. This is in contrast with the case in which supercon-
ductivity and magnetism come from different sources.

In the present model, superconductivity is shown to ap-
pear forvV>V* in the ferromagnetic order. In this respect we  We thank A. Oguri and K. Akai for valuable discussions.
are interested in heavy fermion systems such as,8Rand  This work was partially supported by a Grant-in-Aid for Sci-
UPt, for which the possibility of the CF singlet ground state entific Research from the Ministry of Education, Science and
is sometimes discuss€dand superconducting transition is Culture of Japan.
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