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Metastability and dynamics of the shock-induced phase transition in iron
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The shock-induceda~bcc!→«~hcp! transition in iron begins at 13 GPa on the Hugoniot. In the two-phase
region above 13 GPa, the Hugoniot lies well above the equilibrium surface defined byGa5G« , with G the
Gibbs free energy. Also, the phase transition relaxation timet is uncertain, with estimates ranging from,50
ns to'180 ns. Here we present an extensive study of these important aspects, metastability and dynamics, of
thea-« transition in iron. Our primary theoretical tools are~a! accurate theoretically based free energies fora
and« phases of iron and~b! accurate calculations of the wave evolution following planar impacts. We define
metastable surfaces for forward and reverse transitions by the condition that the thermodynamic driving force
Ga2G« is just balanced by an opposing force resulting from elastic stresses, and we calibrate the forward
surface from the Hugoniot and the reverse surface from the phase interface reflection feature of shock profiles.
These metastable surfaces, corresponding toa↔« transitions proceeding at a rate of tens of nanoseconds, are
in remarkable agreement with quasistatic diamond cell measurements. When the relaxation timet is calibrated
from the rise time of theP2 wave, our calculated wave profiles are in good agreement with VISAR data. The
overall comparison of theory and experiment indicates that~a! t depends on shock strength and is approxi-
mately 60→12 ns for shocks of 17→30 GPa, and~b! while t expresses linear irreversible-thermodynamic
relaxation, some nonlinear relaxation must also be present in the shock process in iron.
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I. INTRODUCTION

In order to carry out accurate numerical calculations
dynamic processes involving inhomogeneous accelerat
and deformations of metals, we must account for dyna
solid-solid phase transitions. Both the acceleration and h
ing of a metal depend on the changes in energy and den
during a phase transition, and on the amount of work di
pated in driving the transition. This requirement of practic
hydrodynamic calculations is the motivation behind t
present work.

Perhaps the best studied example of a shock-indu
phase transition is thea→« transition beginning at 13 GPa i
iron. To facilitate discussion, let us briefly denote the ma
features of a plane compressive shock in iron in the orde
which these features arrive at the iron free surface: EP is
elastic precursor,P1 is the plastic 1 wave carryinga iron to
thea→« phase boundary,P2 is the wave in which thea→«
transition proceeds, and PIR is the phase interface reflec
~described in detail in Sec. V!. Splitting of the main wave
into P1 and P2 components, indicating presence of t
phase transition, was observed by Minshall,1 and the Hugo-
niot in the two-phase region was measured by Banc
et al.2 The thermodynamic equilibrium Hugoniot was calc
lated by Andrews,3 and was found to differ substantiall
from experiment. An attempt to observe decay of theP1
wave led Forbes4 to the estimatet<50 ns, for thea→«
transition relaxation timet. Barker and Hollenbach5 per-
formed a series of high-resolution VISAR measurements
shock profiles in iron, from which they obtained accura
Hugoniot data and from which they estimatedt5180 ns. An
extensive review of shock-induced phase transitions
published by Duvall and Graham.6

In this study, we have attempted to learn more about
550163-1829/97/55~5!/2840~10!/$10.00
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important aspects of the shock-induced phase transitio
iron: metastability and dynamics. Regarding metastabil
we will present a physically based construction of the me
stable path for forward and reverse transitions, and will de
onstrate that this path is basically the same in shocks a
quasistatic experiments. Regarding dynamics, we will find
approximate relaxation time varying with shock strength a
will then demonstrate that the VISAR data imply the pre
ence of some nonlinearity in the relaxation process.

In Sec. II we construct and calibrate accurate theoretic
based free energy functions, from which follow all the eq
librium thermodynamic functions, fora and« phases of iron.
Calculations of the following sections are based on th
thermodynamic functions. In Sec. III the metastable ph
transformation surface is defined for the forward transitio
calibrated on the principal Hugoniot, and compared w
quasistatic compression experiments. In Sec. IV it is no
thatP1 decay does not provide a sensitive measure oft and
estimates oft based onP2 rise times are presented. In Se
V we define the metastable phase transformation surface
the reverse transition, we compare numerical wave propa
tion calculations with certain Barker-Hollenbach expe
ments, and we extract information about the phase transi
rate, the nature of the PIR, and the reverse transition. Sec
VI summarizes the logical steps in our analysis and the c
responding conclusions on the questions of metastability
dynamics of thea↔« transition.

II. FREE ENERGY

We will analyze the shock process to 40 GPa, which is
limit of the Barker-Hollenbach data. Figure 1 shows a p
tion of the iron phase diagram, containing the princip
Hugoniot. On the Hugoniot, thea→« transition begins at 13
2840 © 1997 The American Physical Society
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55 2841METASTABILITY AND DYNAMICS OF THE SHOCK- . . .
GPa, but the two-phase region extends to around 24 G
Since the initial impact carries thea phase up to pressure
well above 13 GPa and since the release carries the« phase
to pressures below 13 GPa, we need the free energies of
phases from room temperature to around 700 K and fro
bar to 40 GPa.

A highly accurate free energy for crystals is based
lattice dynamics and electronic excitations. The descript
was presented in detail in 1972,7 and we have since carrie
out many successful applications.8–14 For a given crystal
structure and forN atoms in a volumeV at temperatureT,
the Helmholtz free energyF(V,T) is written

F5F01FH1FA1FE , ~1!

whereF0 is the static lattice potential,FH is the quasihar-
monic phonon free energy,FA is the anharmonic contribu
tion, andFE is the free energy due to thermal excitation
electrons from their ground state. Other thermodynam
functions, are obtained in the usual way fromF; specifically,
the entropy isS52(]F/]T)V , pressure isP52(]F/]V)T ,
internal energy isU5F1TS, and Gibbs free energy isG5F
1PV. We will now describe our methods for determinin
each of the free energy contributions for botha and« phases.

The quasiharmonic free energy will be needed only in
high-temperature regime, where the expansion is7

FH53NkTF2 lnS Tu0D1
1

40 S u2
T D 21••• G . ~2!

TheV-dependent characteristic temperatures are momen
theV-dependent phonon frequenciesv as follows:

ln~ku0!5^ ln~\v!&BZ , ~3!

~ku2!
25 5

3 ^~\v!2&BZ , ~4!

FIG. 1. Portion of the iron phase diagram. Experimental data
from Kaufmanet al. ~Ref. 24! ~triangles!, Bundy~Ref. 23! ~circles!,
and Johnsonet al. ~Ref. 25! ~squares!. Solid line is theoreticala-«
phase boundary, and dashed line is theoretical Hugoniot.
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where^•••&BZ indicates a Brillouin-zone average. The volum
dependence is conveniently expressed through the Gru¨neisen
parametersgn ,

gn52
d lnun
d lnV

, n50,2, ~5!

and we will use the approximationsg25g0 and
~g0/V!5const, which are quite accurate for the present ap
cation. The contribution of terms denoted1••• in Eq. ~2! is
negligible in the present work. Our estimates of the para
eters inFH , by means of well-developed techniques,

10–13are
listed in Table I.

From extensive analysis of experimental data, we c
clude that the anharmonic free energy of most metals,
cluding transition metals, is quite small and, in fact, is of t
order of experimental error in the determination of the fr
energy.10–14 The only exceptions documented at present
Cr, Mo, and W.13 Hence we neglectFA , which should be an
excellent approximation in the present work on iron.

Thermal excitation of electrons from their ground sta
gives rise to the normal conduction-electron free ene
Fcond. At the modest temperatures of interest here,Fcond is
given by its low-temperature form

Fcond52 1
2NGT2, ~6!

and the volume dependence is expressed by a constant
of d lnG/d lnV. For a iron, G is obtained from low-
temperature heat capacity data,15 and d lnG/d lnV is from
band structure calculations,13 while for « iron both G and
d lnG/d lnV are from band structure calculations.16 These pa-
rameters are listed in Table I. In addition fora iron, since the
ground state is ferromagnetic, there is a magnetic contr
tion to the thermal excitation of electrons. From an analy
of experimental heat capacity data, Andrews3 fitted the mag-
netic contribution in the formCmag5bT3/2/(a22T) for tem-
peratures up to the Curie temperatureTC51043 K. This cor-
responds to a magnetic free energy

re

TABLE I. Parameters for the free energy of iron.V300 is the
volume at 1 bar and 300 K, andu0, u2, g0, andNG are evaluated at
V300.

Parameter a ~bcc! « ~hcp!

V300 ~cm3/mol! 7.093 6.73

u0 ~K! 301 261

u2 ~K! 420 364

g0 1.82 2.8

NG ~J/mol K2! 2.5~1023! 2.5~1023!

d lnG/d lnV 1.3 1.3

a2 ~K! 1135

a3b ~J/mol! 4680

V* ~cm3/mol! 7.0047 6.5984

B* ~GPa! 176.64 181.5

B1* 4.7041 5.74

F* ~J/mol! 0 5533
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2842 55JONATHAN C. BOETTGER AND DUANE C. WALLACE
Fmag5a3bF S 12
T

a2D lnS 11AT/a2

12AT/a2D 22AT

a2

1
4

3 S Ta2D 3/2G . ~7!

Since the Curie temperature has virtually no press
dependence,17 the parameters inFmag should be volume in-
dependent. The parameters, as determined by Andrews,3 are
listed in Table I. The total electronic free energy is

FE5Fcond1Fmag. ~8!

The static lattice potential was determined by fitting o
complete theoretical pressureP(V,T) to the room-
temperature compression measurements of Maoet al.18,19

F0(V) was written as a modification
20 of the Vinet-Ferrante-

Rose-Smith~VRFS! universal form21

F0~V!5F*1
4V*B*

~B1*21!2
@12~11h!e2h#, ~9!

h5 3
2 ~B1*21!S a

a*
21D , ~10!

wherea is the atomic sphere radius, given by43pa35V/N.
The parameters in F0(V) have the following
significance: V* is the volume at whichF0 is minimum,
F* is the value ofF0 at V* , B* is the bulk modulus atV* ,
andB1* is the bulk modulus pressure derivative atV* . Our
fitted parameters fora and« phases are listed in Table I. Th
data analysis of Guillermet and Gustafson22 proved helpful
in determiningB* andB1* for a iron. Our fitting procedure
gives back the correct values ofV300, the volume at 1 bar
and 300 K, as determined by Maoet al.18,19 and listed in
Table I.

Since the zero of energy is arbitrary, we setF*50 for a
iron. The single remaining parameter,F* for « iron, was
adjusted to givea-« phase equilibrium at 300 K and 13.
GPa, in agreement with experiment.23 As a check, our calcu-
lated Va2V« at this point on the phase boundary is 0.
cm3/mol, the same as experiment.18 Our calculateda-« phase
boundary is compared with experiment23–25 in Fig. 1.

III. PRINCIPAL HUGONIOT

The Hugoniot is the locus of thermodynamic equilibriu
states, or in the case of iron it is the locus of metasta
thermodynamic states, which are reached behind shock
various strengths, starting from a given initial state. The p
cipal Hugoniot starts from room temperature and press
taken here as 300 K and 1 bar. To calculate a point on
Hugoniot, we generate a plane compressive wave by ap
ing a constant-velocity boundary condition and then read
thermodynamic variables in the time-independent state
behind the wave front. This Hugoniot state is correct rega
less of the nature of the propagating wave, in particu
whether or not the wave is steady, and the Hugoniot sta
independent of the rates of irreversible processes which
cur in the wave front.

The Hugoniot state depends entirely on the continu
e

r
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of
-
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e
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e
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-
r
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mechanic laws of conservation of mass, momentum, and
ergy, and on the thermodynamic equilibrium or metasta
surface. To define this surface we first assume pressure
temperature equilibrium between thea and « phases, at all
times and locations:

Pa5P«5P, Ta5T«5T. ~11!

We then definel as the mass fraction of the« phase present
and so 0<l<1, and the extensive thermodynamic functio
are expressed as sums of thea and« contributions:

V5~12l!Va1lV« , ~12!

with similar expressions forU, S, andG.
The experimental wave profiles exhibit an elastic prec

sor which corresponds to a yield strength of approximatel
kbar ina iron.26 Beyond this, the experiments tell us nothin
about how the yield strength varies with plastic strain
strain rate, or what happens to the yield strength during
phase transition. Unfortunately, we are not able to shed
light on these important questions in the present work. Ho
ever, we feel it is important to include the elastic precurso
our calculations, and so we do this with a simple elas
plastic model with a constant yield strengthy53 kbar. Hence
our Hugoniot states are characterized by a normal stress
and the pressureP, which are related by

s5P1 4
3 y. ~13!

The equilibrium phase boundary satisfiesGa(P,T)
5G«(P,T). This determines a line inP,T space or a surface
on which l varies between 0 and 1 inV,T space. If we
assume iron moves across this surface as the phase tran
proceeds within the shock, we find the ‘‘equilibrium’’ Hugo
niot shown in Fig. 2. The experimental Hugoniot, also sho
in Fig. 2, is far from the equilibrium Hugoniot in the two
phase region from 13 to around 24 GPa. This discrepa
was revealed by the calculations of Andrews.3

Clearly, then, the mixed-phase Hugoniot states in iron
on a metastable surface whose lifetime is long compare
the time of the shock experiments and whose pressur

FIG. 2. Iron Hugoniot. Experimental data are from Bancro
et al. ~Ref. 2! ~squares!, and Barker and Hollenbach~Ref. 5!
~circles!. Dashed line is theoretical equilibrium Hugoniot, and so
line is theoretical metastable Hugoniot.
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55 2843METASTABILITY AND DYNAMICS OF THE SHOCK- . . .
significantly higher than that on the equilibrium surface.
fact, such behavior is not unique, since a similar metasta
Hugoniot describes thea-quartz→stishovite transition in
silica27 and the related phase transition in granite.28

Let us consider the entire metastable two-phase surfac
iron, not limited to Hugoniot states. We concentrate first
the forwarda→« transition and denote bylm the metastable
states reached by driving the transition to partial completi
Since the transition proceeds out of equilibrium, the therm
dynamic driving force isDG5Ga2G« . However, because
of the large volume changeDV/V'0.05, an increment of the
transition process is expected to generate stresses whic
pose further transformation. Balancing forward and reve
forces impliesdlm}dDG. But dlm should also be propor
tional to the amount ofa iron present, which is 12lm , and
so we conclude

dlm}~12lm!dDG. ~14!

Integrating this gives

lm512exp@~AF2DG!/BF#, ~15!

whereAF plays the role of an activation energy andBF mea-
sures the energy scale of the opposing forces, withBF.0.
The forward transition proceeds whenAF2DG,0. The re-
verse transition will be considered in Sec. V. We note t
the form ~15! for lm was obtained empirically by Forbes4

from a direct analysis of Hugoniot data.
We can calibrate the metastable surface by fitting Eq.~15!

to the experimental Hugoniot. The fit to experiment can
made quite good, as shown in Fig. 2, with the correspond
parameters for the forward transition:

AF50,

BF5642 J/mol. ~16!

Since we adjusted the free energies to achieveGa5G« at the
equilibrium phase boundary, the fitted valueAF50 means
the shock transition begins at the equilibrium phase bou
ary. Our calculated results for thermodynamic data on
Hugoniot are listed in Table II.

In recent years thea-« transition has been extensive
studied in diamond-cell experiments at room temp
ature.29–31 Even in these ‘‘quasistatic’’ experiments, th
phase transition does not proceed on the equilibrium surf
The pressure spread from beginning to end of the transi
depends strongly on the shear strength of the str
transmitting medium, while the midpoints of the forwar
reverse hysteresis lie consistently near 13 GPa.30 The
forward-transition metastable surface we find from the sh
Hugoniot is remarkably similar to that found in nearly h
drostatic diamond-cell measurements.31 To make this com-
parison we solvedlm „DG(P,T)…, given by Eq.~15!, for
P(lm) at T5300 K, with the results shown in Fig. 3. Th
small amount of« phase seen in the diamond cell below
GPa is not apparent in ourlm curve; indeed, Barker made
special study and found no evidence for partial transform
tion in shocks below 13 GPa.32
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IV. PHASE TRANSITION RELAXATION TIME

The relaxation time for the shock drivena→« transition
has been estimated from the decay of theP1 wave. Forbes4

used a streak camera to observe theP1 wave for 20 GPa
shocks emerging from samples 1–6 mm thick, and find
no P1 decay, he concluded the relaxation time is<50 ns.
P1 decay was observed in the more sensitive VISAR exp
ments of Barker and Hollenbach,5 who fitted their results to
the theory of Horie and Duvall33 and found a relaxation time
of 180 ns. The theory of Horie and Duvall accounts forP1
decay caused by the phase transition going on at the pea
the P1 wave. However, there exists a second source ofP1
decay, which can be of either sign, resulting from proces
going on in regions behind theP1 wave and propagating

TABLE II. Calculated data on the principal Hugoniot.up is
particle velocity,V300

a 57.093 cm3/mol, ands is normal stress.

up
~km/s! V/V 300

a
s

~GPa!
T

~K! lm

0.10 0.9803 4.00 313 0.000
0.20 0.9606 7.99 328 0.000
0.30 0.9417 12.20 345 0.000
0.323a 0.9378 13.22 350 0.000
0.33 0.9346 13.32 349 0.060
0.35 0.9260 13.67 349 0.218
0.39 0.9102 14.48 352 0.485
0.45 0.8921 15.98 364 0.765
0.52 0.8772 18.26 388 0.927
0.57 0.8693 20.23 410 0.973
0.65 0.8583 23.81 450 0.995
0.72 0.8496 27.23 489 0.999
0.80 0.8394 31.37 542 1.000
0.87 0.8307 35.18 595 1.000
0.95 0.8213 39.75 665 1.000

aHugoniot point atop theP1 wave.

FIG. 3. l vs P for forward and reverse transitions at 300 K
Symbols are diamond-cell data of Tayloret al. ~Ref. 31! with solid
~open! symbols corresponding to increasing~decreasing! pressure.
Solid line is forward transition metastable surface, and dashed
dotted lines show reverse transition metastable surface withAR50
andAR5419 J/mol, respectively.
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2844 55JONATHAN C. BOETTGER AND DUANE C. WALLACE
stress increments forward. The complete equation for the
of change of stress atop theP1 wave has been given b
Johnson,34 wherein the second contribution toP1 decay is
proportional to the particle acceleration atop theP1 wave.
We estimated this contribution for experiment 19 of Bark
and Hollenbach5 by evaluating the free surface accelerati
from the slope shown in their Fig. 9 and found that the om
ted term is completely dominant for this particular expe
ment. The result indicates, for the range of experimental
rameters covered by Barker and Hollenbach, thatP1 decay
does not provide a sensitive way to determinet.

Since the phase transformation process occurs in the f
of the P2 wave, thenP2 rise times should give the mos
direct information about the transformation rate. Let us a
whether or not theP2 rise times are well resolved in th
measurements of Barker and Hollenbach. Fortunat
Barker and Hollenbach had the foresight to tabulate the p
free-surface acceleration in theirP2 waves. When these pea
accelerations are graphed as a function of shock stress,
lie on a single curve with moderate scatter. On closer exa
nation, the peak accelerations are found to define two s
rate curves, each with very little scatter, one for samp
around 6 mm thick and another for samples 16–19 mm th
This result is shown in Fig. 4, where the smooth curves w
made to pass through zero acceleration at a shock stre
13.2 GPa and where the one sample of around 3 mm th
ness lies on the curve for the 6-mm samples. Two impor
conclusions follow from Fig. 4.

~a! Rise times of theP2 waves are well resolved by th
measurements of Barker and Hollenbach.

~b! The P2 waves are not steady for the thin specime
since at a fixed stress their rise times are still increasing w
distance traveled.

Between the initial and final states of a shock, the mate
passes through nonequilibrium states. In thea→« transition,
the iron passes through states which lie above the metas
Hugoniot curve~see Fig. 2!. From the principles of linear
irreversible thermodynamics, there should exist a driv
force which is linear in the distance of the iron from th
metastable surface and which drives the transition in suc
way as to move the iron toward the metastable surface. T
is expressed in the relationl̇5(lm2l)/t, where t is the
relaxation time. But this relation is not yet unique, since

FIG. 4. Peak shock stress vs peak free surface acceleratio
the P2 wave. Barker-Hollenbach~Ref. 5! data are for specimen
thickness 3.11 mm~triangle!, 6.3 mm ~squares!, and 16–19 mm
~circles!. Lines are graphical fits for thick and thin specimens.
te

r

-
-
a-

nt

k

y,
ak

ey
i-
a-
s
k.
e
of
k-
nt

,
th

al

ble

g

a
is

e

distance from the metastable surface depends on the d
tion along whichlm2l is evaluated. Since the nonequilib
rium driving force is proportional toDG(P,T), then the dis-
tancelm2l should be measured at constantP andT, and so
we write

dl

dt
5

lm~P,T!2l~P,T!

t
. ~17!

We refer to this form as ‘‘linear relaxation’’ and note in th
most general case thatt can depend on the state variable
e.g.,t5t(P,T). The result~17! differs from previous mod-
els, in that Horie and Duvall33 measuredlm2l at constantV
andT, Andrews3 measuredlm2l at constantV andU, and
both usedleq in place oflm .

If we are willing to approximate theP2 waves as steady
we can estimatet directly from theP2 rise times. Note that
the steady-wave approximation is on the order of neglec
the difference between the two curves in Fig. 4. For a ste
P2 wave, the material path in the wave front, i.e., the Ra
leigh line, is a straight line on the Hugoniot diagram of F
2, from the start of the two-phase region to the final Hug
niot state. For this process we can approximate the inte
of Eq. ~17! for l̇ to obtain a Rayleigh-line average ofl̇
in terms of t. But, also, since a givenP2 wave carriesl
from 0 tolm , the mean value ofl̇ is roughlylm/t2 , wheret2
is theP2 rise time. Equating these two averages ofl̇ yields
the approximate relation

t't2F 1lm
2
1

2
1

1

ln~12lm!G . ~18!

The rise time can be expressed

t25Du2 /a2 , ~19!

whereDu2 is the increase in particle velocity across theP2
wave, which we evaluate from the steady-wave jump con
tion, anda2 is the peak particle acceleration in theP2 wave,
approximately half the peak free surface acceleration.

Data entering the calculation oft, taken from Barker and
Hollenbach,5 and from our own determination oflm , are
listed in Table III, and values oft are graphed in Fig. 5
While peakP2 accelerations vary by a factor of 40, th
estimated relaxation times vary by only a factor of 5. Mor
over, consideringt a function ofP andT meanst can de-
pend on the peak shock stress, and this dependence acc
for most of the variation int, as shown in Fig. 5. Neverthe
less, Fig. 5 still shows a dependence oft on specimen thick-
ness, which corresponds to the same dependence show
Fig. 4 for the peak accelerations and which is related to
nonsteady character of theP2 waves, at least for the thin
specimens. Therefore, to eliminate the steady-wave appr
mation, we carried out accurate numerical wave-evolut
calculations to compare with several of the experiments
Barker and Hollenbach. The results of these calculations
presented in the next section.

V. WAVE PROFILE ANALYSIS

We used a one-dimensional hydro code to calculate
pact experiments identical to the experiments of Barker
Hollenbach.5 Our initial data consisted of specimen and im

in
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55 2845METASTABILITY AND DYNAMICS OF THE SHOCK- . . .
pactor thicknesses, the impact velocity, and the initial th
modynamic state~1 bar and 300 K!. For all calculations pre-
sented here, cell size was 4mm and time step was 0.1 ns
Calculations without artificial viscosity showed very sm
reverberations atop theP1 wave, and these reverberatio
left a very small amount~;0.1%! of iron in the « phase.
Since this appearance of« iron in theP1 wave is physically
incorrect, we included a very small linear plus quadratic
tificial viscosity to eliminate these reverberations. We ve
fied that the artificial viscosity has no significant affect up
our ultimate determination of physical properties of iron.
mentioned in Sec. III, we included elastic-plastic behav
with a constant yield strength and with complete dissipat
of plastic work. The metastable surface for the forward tr
sition is expressed in Eq.~15!, the forward transition pro-
ceeds whenAF2DG,0, and the parameters were dete
mined by fitting the Hugoniot. We construct the rever
transition metastable surface from the same arguments
for the forward transition: The thermodynamic drivin
force DG is balanced by opposing stresses created by

TABLE III. Evaluation of the relaxation time from the steady
wave approximation, applied to the experiments of Barker and H
lenbach.

Experiment
number

Peak
stress
~GPa!

a2
~mm/ms2!

t2
~ns!

t
~ns!

1 17.3 0.76 209 32
2 20.4 2.00 114 29
3 17.3 0.43 386 59
4 22.6 2.33 121 34
5 23.6 3.93 75 23
6 30.4 13.0 32 12
7 23.7 2.645 116 36
8 30.1 7.4 58 21
17 24.0 5.15 58 19
18 22.8 3.95 70 20
19 26.1 4.95 71 24
20 15.7 0.335 290 29

FIG. 5. Approximatea→« relaxation times from Eq.~18! vs
peak shock stress. Symbols represent specimen thickness as i
4, and the line is a rough representation of the points.
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transition process, implyingdlm}dDG, and dlm is also
proportional to the amount of« phase present, which islm ,
so that

dlm}lmdDG. ~20!

This integrates to

lm5exp@~DG2AR!/BR#, ~21!

where the reverse transition proceeds whenDG2AR,0 and
where the parameters will be determined by our wave pro
analysis. For both forward and reverse transitions, the tr
sition rate was expressed by the linear-relaxation equa
~17!, where the relaxation timet was considered adjustable
but was held constant for the entire calculation of a sin
experiment.

In experiment 5 of Barker and Hollenbach, the specim
was 6.314 mm thick, the impact velocity was 1.292 km
and the peak stress was 23.6 GPa. Our calculated free su
velocity is compared with the VISAR data in Fig. 6, whe
the following characteristics of all our calculations are illu
trated.

~1! The EP arrival time, which depends primarily on o
adiabatic elastic moduli, agrees with experiment to 0.5%
better.

~2! The EP free surface velocity is in good agreeme
with experiment.

~3! The height of theP1 wave, which depends on th
Hugoniot stress at which the transition begins, is in excell
agreement with experiment.

~4! The calculatedP1 wave is narrower and travels fast
than experiment. These discrepancies, which presumably
sult from our failure to account for rate-dependent plastic
are of no concern in our analysis of the phase transit
process.

~5! Reflections of the EP, seen ahead ofP1 andP2, are in
qualitative agreement with the experimental profiles.

~6! Arrival times and shapes ofP2 and the PIR are in
excellent agreement with experiment. Note that this part

l-

Fig.

FIG. 6. Free surface velocity vs time for experiment 5: Circ
are VISAR data of Barker and Hollenbach~Ref. 5!, and line is our
calculation. In order of their arrival at the free surface, the fo
main waves are the EP,P1, P2, and PIR.
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the calculated profiles depends on the complete thermo
namics of both phases and, also, on the parameters in
phase transition process, as described below.

~7! The final free surface velocity is practically identic
to the VISAR data. This is not a trivial result since, as sho
below, this final velocity is controlled by reverse transform
tion in the PIR.

The rise time of theP2 wave is strongly influenced by th
relaxation timet. Calculations for experiment 5, witht51,
30, and 180 ns, are compared with VISAR data in Fig.
Though the entireP2 and PIR structures vary witht, if we
concentrate on theP2 rise time, we conclude thatt530 ns
gives the best agreement with experiment. Whent is fixed,
the PIR depends on the metastable surfacelm(DG) for the
reverse transition, Eq.~21!. However, we have consistentl
found practically no sensitivity toBR , and so we set this
parameter equal to the forward transition value,

BR5BF5642 J/mol. ~22!

Calculations for experiment 5, withAR50 and 419 J/mol, are
compared with VISAR data in Fig. 8, and we conclude th
optimal agreement with the PIR arrival time and shape c
responds toAR between these values and probably close
the smaller value. The parameterAR determines at wha
pressure the reverse transition begins, with the following c
respondence at 300 K:

AR50 J/mol⇒PR513.0 GPa,

AR5419 J/mol⇒PR511.8 GPa. ~23!

The reverse transition paths at 300 K, corresponding to th
two values ofAR , are in qualitative agreement with diamon
cell data, as may be seen from Fig. 3.

The origin of the PIR was explained by Barker and H
lenbach briefly as follows. First, theP1 reaches the free
surface and sends back a release wave. This release en
ters the oncomingP2 and reduces theP2 stress by 13 GPa
so that the residualP2 is not strong enough to drive th

FIG. 7. Free surface velocity vs time for experiment 5 of Bark
and Hollenbach~Ref. 5! ~circles!, compared with calculations fo
t51 ns ~dashed line!, t530 ns~solid line!, andt5180 ns~dotted
line!.
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a→« transition. This leaves a phase interface in the spe
men, ahead of which isa iron and behind which is« iron.
Now the residualP2 reaches the free surface and sends b
a release wave. When theP2 release enters the« phase, it
drives the«→a transition, resulting in a mismatch of mate
rial properties at the phase interface and causing part of
P2 release to be reflected back toward the free surface
recompression, the PIR.5

Our calculations verify this origin of the PIR and ad
some interesting refinements. First, the reverse transfor
tion process indeed generates a small pressure pulse, w
then propagates as the PIR. Since the period of time o
which this pressure pulse is generated depends ont, the
origination time of the PIR, and, hence, the free surface
rival time of the PIR, also depend ont. This behavior is
shown in Fig. 7, where increasingt is seen to delay the PIR
arrival at the free surface. It is also clear why the arrival tim
and shape of the PIR depend sensitively on the pressu
which the reverse transition begins, so that the PIR gives
a rather accurate determination of the parameterAR , as
shown in Fig. 8. Finally, by taking a large positive value f
AR , the reverse transition is prohibited, the« phase behind
the phase interface is frozen in, and the PIR disappears c
pletely, also as shown in Fig. 8. This suggests another wa
seeing the role of the PIR in the shock process in iron. Si
experiment 5 is a symmetric impact of two pieces ofa iron,
in the absence of any phase transition, the free surface
locity should reach the impact velocity of 1.292 km/s. Exce
for dissipative losses, the same free surface velocity sho
be reached when the phase transition is present, as lon
the final phase isa, the same as the initial phase. Hence t
role of the PIR is to increase the free surface velocity to
correct final value, when the iron is returned from« to its
initial phasea. But when the« phase is frozen in, the free
surface velocity cannot reach the impact velocity, since
ergy is locked into the higher energy« phase~Fig. 8!.

In a series of articles,35–38 Nigmatulin and co-workers
presented a theoretical study of the kinetics of the sho
induced phase transition in iron, and ultimately th
calculated38 the profile of experiment 5 of Barker an

r FIG. 8. Free surface velocity vs time for experiment 5 of Bark
and Hollenbach~Ref. 5! ~circles!, compared with calculations fo
AR50 ~solid line!, AR5419 J/mol~dashed line!, andAR5` ~dotted
line!.
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Hollenbach.5 Since Nigmatulin and co-workers used rat
independent plasticity, theirP1 rise time, which agrees with
experiment, is controlled by artificial viscosity. But this sam
rather large artificial broadening also contributes to theirP2
rise time and, hence, obscures the interpretation of t
phase transition rate parameters. Also, Nigmatulin a
co-workers35–38 set the irreversible driving force propo
tional to the distance from the equilibrium surface, as ot
workers have done.3,33Wave calculations based on this co
dition yield the equilibrium Hugoniot of Fig. 2, not the met
stable ~experimental! Hugoniot. Since the phase transitio
process stops atl5lm , the net irreversible driving force is
actually proportional to the distance from the metastable
face, as shown in Eq.~17!.

Experiment 6 of Barker and Hollenbach is a thin spe
men, like experiment 5, but at a considerably stronger sho
The specimen thickness is 6.370 mm, impact velocity
1.567 km/s, and peak stress is 30.4 GPa. Calculations
t515 and 30 ns are compared with VISAR data in Fig.
and we conclude thatt around 20 ns would give the be
agreement with experiment for theP2 rise time. When the
parameterAR is varied between 0 and 419 J/mol, the ran
which brackets the optimal value for experiment 5, the eff
on the PIR is barely perceptible. This is because the ph
interface is quite weak in experiment 6, withl changing only
from 0.90 to 0.99 across the phase interface.

Experiment 7 of Barker and Hollenbach is a thic
specimen copy of experiment 5: The specimen thicknes
19.14 mm, impact velocity is 1.292 km/s, and peak stres
23.7 GPa. Calculations are compared with VISAR data
Fig. 10 witht530 and 60 ns andAR50 J/mol, and in Fig. 11
with t560 ns andAR50 and 419 J/mol. These paramet
values bracket the best agreement with experiment for
P2 and PIR waves; our estimate for best values ist around
50 ns andAR around 200 J/mol.

An important property of our calculations is that theP2
wave becomes steady, with a constant rise time, in a tim
around 6t after impact. This result has implications for line
relaxation. For whilet can vary with shock strength,t
should be essentially the same for experiments 5 and
which differ only in specimen thickness. For values oft

FIG. 9. Free surface velocity vs time for experiment 6 of Bark
and Hollenbach~Ref. 5! ~circles!, compared with calculations fo
t515 ns~solid line! andt530 ns~dashed line!.
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which fit the P2 rise times of experiments 5 and 7, i.e
t'30–50 ns, our calculations produceP2 waves which are
steady after, say, 0.3ms. On the other hand, our interpret
tion of the VISAR data is thatP2 is probably steady after 4
ms, experiment 7, but is definitely not steady after 1ms,
experiment 5. The implication is that, while linear relaxati
might be an acceptable first approximation, some nonlin
relaxation is definitely present in the shock process.

The Barker-Hollenbach experiments which exhibitP2
waves range in peak stress from 17.3 to 30.4 GPa. We h
compared calculations with measurements for experimen
23.6, 23.7, and 30.4 GPa, and from these comparisons
have learned what the profiles tell us about the parametet,
AR , andBR . As a final test of our modeling, we study ex
periment 1, which has a specimen thickness of 6.317 m
impact velocity of 0.9916 km/s, and peak stress 17.3 G
The parameters were set as follows:t536 ns, a little larger
than our approximate steady-wave result from Sec. IV~see
Table III!; AR50 from our PIR analysis of this section; an

r FIG. 10. Free surface velocity vs time for experiment 7
Barker and Hollenbach~Ref. 5! ~circles!, compared with calcula-
tions for t530 ns~dashed line! andt560 ns~solid line!.

FIG. 11. Free surface velocity vs time for experiment 7
Barker and Hollenbach~Ref. 5! ~circles!, compared with calcula-
tions att560 ns forAR50 ~solid line! andAR5419 J/mol~dashed
line!.
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BR5642 J/mol, as always. The overall agreement of our c
culation with VISAR data is excellent, as shown in Fig. 1

VI. SUMMARY AND CONCLUSIONS

A. Metastability

The equilibrium surface for a mixture ofa and« iron is
defined byDG50, whereDG5Ga2G« . As demonstrated
by Andrews3 and as shown here in Fig. 2, the iron Hugon
does not lie on the equilibrium surface, but lies instead o
metastable surface, whose lifetime must be long compare
the microsecond time scale of the shock experiments.
value of l on the metastable surface is denotedlm , and
because of hysteresis, the metastable surfaces for forw
and reverse transitions are separated. For both forward
reverse transitions, we propose that the metastable surfa
determined by a balance between the thermodynamic dri
forceDG and an opposing force resulting from the build
of stresses as the transition proceeds, implyingdlm}dDG.
Further,dlm should be proportional to the amount of th
transforming phase present, i.e.,dlm}12lm for the forward
transition anddlm}lm for the reverse transition. These e
pressions fordlm integrate to Eq.~15! for the forward tran-
sition surface and Eq.~21! for the reverse transition surface
We note the form of Eq.~15! was found empirically by
Forbes4 by fitting Hugoniot data.

The forward transition metastable surface can be mad
fit Hugoniot data quite well in the mixed-phase region,
shown in Fig. 2, indicating that the form~15! is qualitatively
correct. Figure 2 also indicates that our theoretical therm
dynamic functions fora and« iron are quite accurate in th
region of the Hugoniot. While the shock experiments give
direct information on the shape of the reverse transit
metastable surface, we were able to calibrate the propo
form ~21! through its sensitivity to the arrival time and sha
of the PIR. Results of these metastable surface calibrat
are as follows.

~a! AF50 implies the shock-induced transition begins
the equilibrium phase boundary, specifically ats513.22
GPa andT5350 K on the Hugoniot~see Table II!, corre-
sponding toP513.0 GPa atT5300 K.

FIG. 12. Free surface velocity vs time for experiment 1
Barker and Hollenbach~Ref. 5! ~circles!, compared with our calcu-
lation ~solid line!.
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~b! BF5BR5642 J/mol is the energy scale of forces o
posing the transition. Dividing byDV5Va2V« yields 2
GPa for an estimate of the magnitude of the stresses
volved.

~c! AR/BR50→0.65 implies that the reverse transition b
gins atP513→11.8 GPa at 300 K.

Our shock-calibrated metastable surfaces are compare
Fig. 3 with room-temperature hydrostatic diamond-cell me
surements of Tayloret al.31 The agreement for the forwar
transition is striking, implying that both the shock-induce
and quasistatic transitions proceed on the same metas
surface. Further, our reverse transition surface is in qua
tive agreement with the diamond-cell data, though we
clearly missing a small amount of early retransformati
from « to a.

B. Dynamics

In Sec. IV we noted that decay of theP1 wave is only
weakly dependent on the relaxation timet and, hence, does
not provide a sensitive way to determinet. We then carried
out an approximate steady-wave analysis of theP2 rise time,
and using the Barker-Hollenbach5 data, we found values oft
in the range 12–60 ns, depending mainly on the sh
strength~Fig. 5!. However, Fig. 5 also shows a small b
definite dependence oft on specimen thickness, apparent
related to the fact thatP2 waves are not yet steady for th
thin specimens~Fig. 4!. We therefore carried out numerica
calculations of impact experiments, accounting for the co
plete ~nonsteady! wave evolution process, but retaining th
linear relaxation description of the phase transition ra
given by Eq.~17!. Results of these numerical calculations a
as follows.

~a! From our theoretical thermodynamic functions fora
and « iron, together with the properly adjusted relaxatio
time and reverse transition parameters, calculated free
face wave profiles are in excellent overall agreement w
VISAR data~except for theP1 wave front, where our lack
of rate-dependent plasticity is apparent!. The comparisons
are shown in Figs. 6–12.

~b! The relaxation times were determined by fitting to t
P2 rise times and show substantial agreement with the
proximate steady-wave analysis of Sec. IV.

~c! The P2 wave becomes steady by a time of appro
mately 6t after impact.

This last result has a significant consequence. Sincet can
depend onP andT, t can vary with shock strength, butt
should be essentially the same for experiments at a com
shock strength. Hence experiments 5 and 7 should have
samet, and our calculations indicate that both experime
should exhibit steadyP2 waves, with a constant rise time,
result inconsistent with the data of Barker and Hollenba
We therefore conclude, at the highest level of accuracy of
VISAR measurements, corresponding to an accuracy wi
10% for theP2 rise times, that some nonlinear relaxation
present in the shock process.
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