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Metastability and dynamics of the shock-induced phase transition in iron
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The shock-induced(bcco—e(hcp transition in iron begins at 13 GPa on the Hugoniot. In the two-phase
region above 13 GPa, the Hugoniot lies well above the equilibrium surface defin€g #y5, , with G the
Gibbs free energy. Also, the phase transition relaxation tirigeuncertain, with estimates ranging froeb0
ns to~180 ns. Here we present an extensive study of these important aspects, metastability and dynamics, of
the a-¢ transition in iron. Our primary theoretical tools g accurate theoretically based free energiesafor
ande phases of iron antb) accurate calculations of the wave evolution following planar impacts. We define
metastable surfaces for forward and reverse transitions by the condition that the thermodynamic driving force
G,— G, is just balanced by an opposing force resulting from elastic stresses, and we calibrate the forward
surface from the Hugoniot and the reverse surface from the phase interface reflection feature of shock profiles.
These metastable surfaces, corresponding«te transitions proceeding at a rate of tens of nanoseconds, are
in remarkable agreement with quasistatic diamond cell measurements. When the relaxatiois tialérated
from the rise time of thé®2 wave, our calculated wave profiles are in good agreement with VISAR data. The
overall comparison of theory and experiment indicates thgatr depends on shock strength and is approxi-
mately 66-12 ns for shocks of 1230 GPa, andb) while 7 expresses linear irreversible-thermodynamic
relaxation, some nonlinear relaxation must also be present in the shock process in iron.
[S0163-182697)10305-9

I. INTRODUCTION important aspects of the shock-induced phase transition in
iron: metastability and dynamics. Regarding metastability,
In order to carry out accurate numerical calculations ofwe will present a physically based construction of the meta-
dynamic processes involving inhomogeneous acceleratiorgfable path for forward and reverse transitions, and will dem-
and deformations of metals, we must account for dynami@nstrate that this path is basically the same in shocks as in
solid-solid phase transitions. Both the acceleration and heafluasistatic experiments. Regarding dynamics, we will find an
ing of a metal depend on the Changes in energy and densigpprOXimate relaxation time Varying with shock Strength and
during a phase transition, and on the amount of work dissiWill then demonstrate that the VISAR data imply the pres-
pated in driving the transition. This requirement of practicalence of some nonlinearity in the relaxation process.
hydrodynamic calculations is the motivation behind the N Sec. Il we construct and calibrate accurate theoretically
present work. based free energy functions, from which follow all the equi-
Perhaps the best Studied exampie of a Shock-inducel&'prium thermodynamic funCtiOI’lS, fQI’ andS phaseS Of il’0n.
phase transition is the_>8 transition beginning at 13 GPa in CaICUIationS Of the fO||OWing SeCtionS are based on these
iron. To facilitate discussion, let us briefly denote the majorthermodynamic functions. In Sec. Il the metastable phase
features Of a piane Compressive Shock in iron in the order irﬁransformation surface is defined for the forward transition,
which these features arrive at the iron free surface: EP is thedlibrated on the principal Hugoniot, and compared with
elastic precurso1 is the plastic 1 wave carrying iron to quasistatic compression experiments. In Sec. IV it is noted
the a—¢ phase boundanR?2 is the wave in which the—e thatP1 decay does not provide a sensitive measurearid
transition proceeds, and PIR is the phase interface reflectiopstimates ofr based orP2 rise times are presented. In Sec.
(described in detail in Sec.)VSplitting of the main wave V we define the m_etastable phase transformation surface for
into P1 and P2 ComponentS’ indicating presence of thethe reverse trans|t|0n, we compare numerical wave propaga-
phase transition, was observed by Minsﬁaihd the Hugo_ tion calculations with certain Barker-Hollenbach eXpen-
niot in the two-phase region was measured by Bancroffnents, and we extract information about the phase transition
et al? The thermodynamic equilibrium Hugoniot was calcu- fate, the nature of the PIR, and the reverse transition. Section
lated by Andrews, and was found to differ substantially VI summarizes the logical steps in our analysis and the cor-
from experiment. An attempt to observe decay of e  responding conclusions on the questions of metastability and
wave led Forbésto the estimater<50 ns, for thea—e  dynamics of thew—e transition.
transition relaxation timer. Barker and Hollenbachper-
formed a series of hlgh—resolutlc_)n VISAR measurements of Il. EREE ENERGY
shock profiles in iron, from which they obtained accurate
Hugoniot data and from which they estimated180 ns. An We will analyze the shock process to 40 GPa, which is the
extensive review of shock-induced phase transitions waBmit of the Barker-Hollenbach data. Figure 1 shows a por-
published by Duvall and Grahafn. tion of the iron phase diagram, containing the principal
In this study, we have attempted to learn more about twddugoniot. On the Hugoniot, the—e transition begins at 13
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TABLE |. Parameters for the free energy of ironV;qg is the

1400.0
volume at 1 bar and 300 K, artid, 65, ¥y, andNI" are evaluated at
V300'
1200'045 o 7
Parameter a (bco e (hcp
1000.0 +
< V300 (cM/mol) 7.093 6.73
g 6o (K) 301 261
© 800.0
g 6, (K) 420 364
e Yo 1.82 2.8
6000 2 -3 -3
e NI" (J/mol K5) 2.5107°) 2.5107°)
ISt d Inl/d InV 1.3 1.3
400.0 2
a® (K) 1135
a®b (J/mo) 4680
200.0 : . = : .
0.0 5.0 10.0 15.0 20.0 25.0 30.0 V* (crr13/mol) 7.0047 6.5984
Pressure (GPa)
B* (GP3 176.64 181.5
FIG. 1. Portion of the iron phase diagram. Experimental data aré1 4.7041 5.74
from Kaufmanet al. (Ref. 24 (triangles, Bundy(Ref. 23 (circles, ®* (J/mo) 0 5533

and Johnsort al. (Ref. 25 (squares Solid line is theoreticak-¢
phase boundary, and dashed line is theoretical Hugoniot.

where(---)g7 indicates a Brillouin-zone average. The volume
GPa, but the two-phase region extends to around 24 GPdependence is conveniently expressed through thedisen
Since the initial impact carries the phase up to pressures parametersy,,
well above 13 GPa and since the release carrieg thigase
to pressures below 13 GPa, we need the free energies of both
phases from room temperature to around 700 K and from 1
bar to 40 GPa.

A highly accurate free energy for crystals is based on
lattice dynamics and electronic excitations. The descriptio®nd we will use the approximationsy,=y, and
was presented in detail in 1972nd we have since carried (¥/V)=const, which are quite accurate for the present appli-
out many successful applicatiofis* For a given crystal cation. The contribution of terms denoted-- in Eq. (2) is
structure and foN atoms in a volume@/ at temperaturd,  Nhegligible in the present work. Our estimates of the param-
the Helmholtz free energlf(V,T) is written eters inF, , by means of well-developed techniqdéstare
listed in Table I.

From extensive analysis of experimental data, we con-
clude that the anharmonic free energy of most metals, in-
cluding transition metals, is quite small and, in fact, is of the
where @y is the static lattice potentiak, is the quasihar- order of experimental error in the determination of the free
monic phonon free energy;, is the anharmonic contribu- energy'®~'* The only exceptions documented at present are
tion, andFg is the free energy due to thermal excitation of Cr, Mo, and W2 Hence we negledt , , which should be an
electrons from their ground state. Other thermodynamiexcellent approximation in the present work on iron.
functions, are obtained in the usual way frémspecifically, Thermal excitation of electrons from their ground state
the entropy isS= — (JF/dT)y, pressure iR=—(dF/oV)t, gives rise to the normal conduction-electron free energy
internal energy i&) =F+ TS, and Gibbs free energy 8=F  F_, 4. At the modest temperatures of interest hétg,,q is
+PV. We will now describe our methods for determining given by its low-temperature form
each of the free energy contributions for betnde phases.

The quasiharmonic free energy will be needed only in its

high-temperature regime, where the expansién is
T 6,2
Fry=3NkT —In A T T (20 temperature heat capacity dataand d InT'/d InV is from
band structure calculatiortd,while for ¢ iron bothT" and

The V-dependent characteristic temperatures are moments §finl/d InV are from band structure qz_alculat_iojr?sThese pa-
the V-dependent phonon frequenciesas follows: rameters are listed in Table I. In addition feiiron, since the

ground state is ferromagnetic, there is a magnetic contribu-
tion to the thermal excitation of electrons. From an analysis
of experimental heat capacity data, Andréited the mag-
netic contribution in the forn€C ,,,~bT¥%(a?-T) for tem-
peratures up to the Curie temperatiirg=1043 K. This cor-
responds to a magnetic free energy

d Iné,

"= gy =02 ®

F:(D0+FH+FA+FE, (1)

Feond™ _%NFTZr (6)

and the volume dependence is expressed by a constant value

N 1 of dInl'/dInV. For « iron, I" is obtained from low-
40

In(k#o) =(In(fw))pz, ©)

(k8)?=3((fiw)*)pz, (4)
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. a[1- T, 1+T/a? Z\F 500
mag &)\ 1= T/a a’ |
40.0
4 T1\%? ,
J’_ — J—
3 aZ ( )
E 30.0
Since the Curie temperature has virtually no pressure €
dependencé’ the parameters i mag Should be volume in- g
dependent. The parameters, as determined by Andtewes, 200
listed in Table I. The total electronic free energyis 1 N0
100 +
Fe=Fcondt Fmag- 8)
The static lattice potential was determined by fitting our 09 ‘ s .
. 0.80 0.85 0.90 0.95 1.00
complete theoretical pressurd®(V,T) to the room- Relative Volume
temperature compression measurements of Maal81°
Do(V) was written as a m0d|flca“61?'0f the Vinet-Ferrante- FIG. 2. Iron Hugoniot. Experimental data are from Bancroft
Rose-Smith(VRFS) universal forni etal. (Ref. 2 (squares and Barker and HollenbackRef. 5
o (circles. Dashed line is theoretical equilibrium Hugoniot, and solid
Dy(V)=D* + S [1—(1+ e 7], 9) line is theoretical metastable Hugoniot.

By —1
(Bi b mechanic laws of conservation of mass, momentum, and en-
a ergy, and on the thermodynamic equilibrium or metastable
n=3(B} — 1)(—*— 1), (10 surface. To define this surface we first assume pressure and
a o
temperature equilibrium between theand & phases, at all
wherea is the atomic sphere radius, given Byra®=V/N.  times and locations:
The parameters in ®y(V) have the following
significance: V* is the volume at whichb, is minimum, Pa=P.=P, T,=T,=T. (1D
®* is the value of®, at V*, B* is the bulk modulus a¥/*,  we then define\ as the mass fraction of thephase present,
andB7 is the bulk modulus pressure derivative\ét. Our  and so GA<1, and the extensive thermodynamic functions
fitted parameters fox ande phases are listed in Table I. The are expressed as sums of #ende contributions:
data analysis of Guillermet and Gustaféoproved helpful

in determiningB* andB¥ for « iron. Our fitting procedure V=(1-NMV,+AV,, (12
gives back the correct values ®hq, the volume at 1 bar \ith similar expressions fod, S, andG

H 18,19 H H . 1 o .
and 300 K, as determined by Maat al.™>™ and listed in The experimental wave profiles exhibit an elastic precur-
Table I. sor which corresponds to a yield strength of approximately 3

~ Since the zero of energy is arbitrary, we d€t=0for @ par in« iron.2® Beyond this, the experiments tell us nothing
iron. The single remaining parameteb for & iron, was  apout how the yield strength varies with plastic strain or
adjusted to given-c phase equilibrium at 300 K and 13.0 girain rate, or what happens to the yield strength during the
GPa, in agreement wﬂh_expenméﬁtAs a check, our calcu-  phase transition. Unfortunately, we are not able to shed any
Iat%d V,—V, at this point on the phase boundary is 0.34|ight on these important questions in the present work. How-
cm/mol, the same as experimefitOur calculatedr-s phase ever, we feel it is important to include the elastic precursor in

boundary is compared with experim&ht®in Fig. 1. our calculations, and so we do this with a simple elastic-
plastic model with a constant yield strengtk 3 kbar. Hence
ll. PRINCIPAL HUGONIOT our Hugoniot states are characterized by a normal swress

The Hugoniot is the locus of thermodynamic equilibrium and the pressure, which are related by

states, or in the case of iron it is the locus of metastable o=P+1%y. (13
thermodynamic states, which are reached behind shocks of
various strengths, starting from a given initial state. The prin- The equilibrium phase boundary satisfi&€s, (P,T)
cipal Hugoniot starts from room temperature and pressures G.(P,T). This determines a line iR, T space or a surface
taken here as 300 K and 1 bar. To calculate a point on then which \ varies between 0 and 1 iW,T space. If we
Hugoniot, we generate a plane compressive wave by applyassume iron moves across this surface as the phase transition
ing a constant-velocity boundary condition and then read th@roceeds within the shock, we find the “equilibrium” Hugo-
thermodynamic variables in the time-independent state famiot shown in Fig. 2. The experimental Hugoniot, also shown
behind the wave front. This Hugoniot state is correct regardin Fig. 2, is far from the equilibrium Hugoniot in the two-
less of the nature of the propagating wave, in particulaphase region from 13 to around 24 GPa. This discrepancy
whether or not the wave is steady, and the Hugoniot state iwas revealed by the calculations of Andretvs.
independent of the rates of irreversible processes which oc- Clearly, then, the mixed-phase Hugoniot states in iron lie
cur in the wave front. on a metastable surface whose lifetime is long compared to
The Hugoniot state depends entirely on the continuurihe time of the shock experiments and whose pressure is
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significantly higher than that on the equilibrium surface. In  TABLE II. Calculated data on the principal Hugoniotu, is
fact, such behavior is not unique, since a similar metastablgarticle velocity,V§,;=7.093 cn/mol, ando is normal stress.
Hugoniot describes ther-quartz—stishovite transition in
silica?” and the related phase transition in grafite. Up . o T
Let us consider the entire metastable two-phase surface in (Km/9) VIV 300 (GPa (K) Am

iron, not limited to Hu_g_onlot states. We concentrate firston 1 0.9803 4.00 313 0.000
the forwarda—e transition and denote hy,, the metastable

. . . . 0.20 0.9606 7.99 328 0.000
states reached by driving the transition to partial completion. 0.30 0.9417 1220 345 0.000
Since the transition proceeds out of equilibrium, the thermo- 0'323a 0 5378 13 '22 350 0 '000
dynamic driving force iAG=G,—G, . However, because 0'33 69346 13' 32 349 0'060
of the large volume changkV/V~0.05, an increment of the 0'35 0.9260 13.67 249 0'218

transition process is expected to generate stresses which op- : : .
pose further transformation. Balancing forward and reverse 0.39 0.9102 14.48 352 0.485
forces impliesd\ ,cdAG. But d\ ,, should also be propor- . 0.8921 15.98 364 0.765
tional to the amount ofx iron present, which is 4\,,, and 0.52 0.8772 18.26 388 0.927
0.65 0.8583 23.81 450 0.995
d\ o (1—\,)dAG (14) 0.72 0.8496 27.23 489 0.999
m m ' 0.80 0.8394 31.37 542 1.000
Integrating this gives 0.87 0.8307 35.18 595 1.000
0.95 0.8213 39.75 665 1.000

Am=1—exd (Ar—AG)/Bg], (15  3Hugoniot point atop th@1 wave.
whereAg plays the role of an activation energy aBd mea- IV. PHASE TRANSITION RELAXATION TIME

sures the energy scale of the opposing forces, Biifr0. The relaxation time for the shock driven—e¢ transition

The forward transition proceeds whép —AG<0. The re- .
verse transition will be considered in Sec. V. We note thapasdbeentestll(mated frortn thg decayﬂcﬂ); Emewa;/e. ggrgelis
the form (15) for \,, was obtained empirically by Forlfes used a streak camera 1o observe wave for ra
from a direct analysis of Hugoniot data. shocks emerging from samples 1-6 mm thl_ck, z_ind finding

We can calibrate the metastable surface by fitting(E§). gc;_ 21 decay, h% concl&n_:le?h the relaxath’? tm\]ﬁzi% ns.
to the experimental Hugoniot. The fit to experiment can be ecay was observed in the émore Sensitive expert-
made quite good, as shown in Fig. 2, with the correspondin ents of Barker gnd Hollenbachwho fitted their re§ult§ to
parameters for the forward transition- e theory of Horie and Duvaft and found a relaxation time

' of 180 ns. The theory of Horie and Duvall accounts Rk
decay caused by the phase transition going on at the peak of

Ar=0, the P1 wave. However, there exists a second sourcP bf
decay, which can be of either sign, resulting from processes
Br=642 J/mol. (16) going on in regions behind thB1l wave and propagating
Since we adjusted the free energies to acht@ye G, at the 1.0

equilibrium phase boundary, the fitted valAg =0 means
the shock transition begins at the equilibrium phase bound-
ary. Our calculated results for thermodynamic data on the 081
Hugoniot are listed in Table II.

In recent years ther-¢ transition has been extensively
studied in diamond-cell experiments at room temper-
ature?®3! Even in these “quasistatic’ experiments, the <
phase transition does not proceed on the equilibrium surface. 04
The pressure spread from beginning to end of the transition
depends strongly on the shear strength of the stress-
transmitting medium, while the midpoints of the forward-
reverse hysteresis lie consistently near 13 &Pahe
forward-transition metastable surface we find from the shock
Hugoniot is remarkably similar to that found in nearly hy-
drostatic diamond-cell measuremefitsTo make this com-

parison we solved\,, (AG(P,T)), given by Eq.(15), for FIG. 3. \ vs P for forward and reverse transitions at 300 K.
P(\y) at T=300 K, with the results shown in Fig. 3. The Sympols are diamond-cell data of Taykr al. (Ref. 31) with solid
small amount of phase seen in the diamond cell below 13 (open symbols corresponding to increasitecreasing pressure.
GPa is not apparent in owy, curve; indeed, Barker made a Solid line is forward transition metastable surface, and dashed and
special study and found no evidence for partial transformaeotted lines show reverse transition metastable surface AyithO

tion in shocks below 13 GP&. and Ag=419 J/mol, respectively.

06

02

0.0 30.0

Pressure (GPa)
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. T I distance from the metastable surface depends on the direc-
tion along which\,,—\ is evaluated. Since the nonequilib-

. rium driving force is proportional ta G(P,T), then the dis-
tance\,,—\ should be measured at const&andT, and so

- we write

d\ AP, T)=\(P,T
D _A(PD-MPT) -

T

Peak Stress (GPa)

We refer to this form as “linear relaxation” and note in the
most general case thatcan depend on the state variables,
L R am—, e.g., =r(P,T). The result(17) differs from previous mod-
Peak Acceleration (mm/jis?) els, in that Horie and Duvaft measured.,,—\ at constan¥
andT, Andrews measured,,,—\ at constani andU, and
FIG. 4. Peak shock stress vs peak free surface acceleration oth used\qq in place ofA,.
the P2 wave. Barker-HollenbackRef. 5 data are for specimen If we are willing to approximate th®2 waves as steady,
thickness 3.11 mnitriangle, 6.3 mm (squares and 16-19 mm we can estimate directly from theP2 rise times. Note that
(circles. Lines are graphical fits for thick and thin specimens.  the steady-wave approximation is on the order of neglecting
the difference between the two curves in Fig. 4. For a steady
stress increments forward. The complete equation for the rate2 wave, the material path in the wave front, i.e., the Ray-
of change of stress atop tifel wave has been given by |eigh line, is a straight line on the Hugoniot diagram of Fig.
Johnson," wherein the second contribution ®1 decay is 2 from the start of the two-phase region to the final Hugo-

proportional to the particle acceleration atop #& wave. niot state. For this process we can approximate the integral
We estimated this contribution for experiment 19 of Barkerof Eq. (17) for \ to obtain a Rayleigh-line average af

and Hollenbachby evaluating the free surface accelerationin terms of r- But, also, since a give®2 wave carries\
from the Slope shown in their Flg 9 and found that the Omit'from 0 tO)\m! the mean value of is rough|y)\m/t2, Wheret2

ted term is completgly dominant for this particul_ar experi-is the P2 rise time. Equating these two averages\ofields
ment. The result indicates, for the range of experimental pathe approximate relation

rameters covered by Barker and Hollenbach, ®atdecay
does not provide a sensitive way to determine 1 1 1
Since the phase transformation process occurs in the front =1, A 57 In(1—x,) | (18)
of the P2 wave, thenP2 rise times should give the most
direct information about the transformation rate. Let us asklhe rise time can be expressed
whether or not theP2 rise times are well resolved in the
measurements of Barker and Hollenbach. Fortunately, ta=Auz/ay, (19)

Barker and Hollenbach had the foresight to tabulate the peajghereAus, is the increase in particle velocity across P2
free-surface acceleration in thé2 waves. When these peak wave, which we evaluate from the steady-wave jump condi-
gccelerat_lons are graphed as a function of shock stress, thgbn, anda, is the peak particle acceleration in tR& wave,

lie on a single curve with moderate scatter. On closer examiapproximately half the peak free surface acceleration.
nation, the peak accelerations are found to define two sepa- Data entering the calculation of taken from Barker and
rate curves, each with very little scatter, one for samplesqollenback® and from our own determination of,, are
around 6 mm thick and another for samples 16—19 mm thickiisted in Table IIl, and values of are graphed in Fig. 5.
This result is shown in Fig. 4, where the smooth curves wergh\/hile peak P2 accelerations vary by a factor of 40, the
made to pass through zero acceleration at a shock stress @timated relaxation times vary by only a factor of 5. More-
13.2 GPa and where the one sample of around 3 mm thickover, considering- a function of P and T meansr can de-
ness lies on the curve for the 6-mm samples. Two importansend on the peak shock stress, and this dependence accounts

conclusions follow from Fig. 4. for most of the variation irv, as shown in Fig. 5. Neverthe-
(@) Rise times of theP2 waves are well resolved by the |ess, Fig. 5 still shows a dependencerain specimen thick-
measurements of Barker and Hollenbach. ness, which corresponds to the same dependence shown in

(b) The P2 waves are not steady for the thin specimensfig. 4 for the peak accelerations and which is related to the
since at a fixed stress their rise times are still increasing witlhonsteady character of tHe2 waves, at least for the thin
distance traveled. specimens. Therefore, to eliminate the steady-wave approxi-

Between the initial and final states of a shock, the materiaation, we carried out accurate numerical wave-evolution
passes through nonequilibrium states. Indhee transition,  calculations to compare with several of the experiments of
the iron passes through states which lie above the metastatfarker and Hollenbach. The results of these calculations are
Hugoniot curve(see Fig. 2 From the principles of linear presented in the next section.
irreversible thermodynamics, there should exist a driving
force which is linear in the distance of the iron from the
metastable surface and which drives the transition in such a
way as to move the iron toward the metastable surface. This We used a one-dimensional hydro code to calculate im-
is expressed in the relation=(\,,—\)/7, where 7 is the  pact experiments identical to the experiments of Barker and
relaxation time. But this relation is not yet unique, since theHollenbact® Our initial data consisted of specimen and im-

V. WAVE PROFILE ANALYSIS
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TABLE lll. Evaluation of the relaxation time from the steady-

wave approximation, applied to the experiments of Barker and Hol- |
lenbach.
1.0 8
Peak I
Experiment stress ay ty T 2 8
number (GP3 (mm/us?) (n9 (n9 $ 08
1 17.3 0.76 200 32 2 06
2 20.4 2.00 114 29 &
3 17.3 0.43 386 59 B 04
4 22.6 2.33 121 34
5 23.6 3.93 75 23 02|
6 30.4 13.0 32 12
7 23.7 2.645 116 36 00,8 12 14 16 18 20
8 30.1 7.4 58 21 Time (LS)
17 24.0 5.15 58 19 ) ) ) ]
18 228 3.95 70 20 FIG. 6. Free surface velocity vs time for experiment 5: _ Circles
are VISAR data of Barker and Hollenba¢Ref. 5, and line is our
19 26.1 4.95 71 24 . . )
calculation. In order of their arrival at the free surface, the four
20 15.7 0.335 290 29

main waves are the EfR1, P2, and PIR.

transition process, implyingl\,,«dAG, and d\,, is also
‘proportional to the amount of phase present, which Is,,
so that

pactor thicknesses, the impact velocity, and the initial ther
modynamic stat€l bar and 300 K For all calculations pre-
sented here, cell size wasgdm and time step was 0.1 ns.
Calculations without artificial viscosity showed very small
reverberations atop thB1 wave, and these reverberations AN = NdAG. (20
left a very small amount~0.1% of iron in the ¢ phase.
Since this appearance efiron in theP1 wave is physically
incorrect, we included a very small linear plus quadratic ar-

tificial viscosity to eliminate these reverberations. We veri- Am=exXd (AG—AR)/BRg], (21

fied that the artificial viscosity has no significant affect upon .

our ultimate determination of physical properties of iron. AsWhere the reverse transition proceeds wh&h—Ag<<0 and
mentioned in Sec. Ill, we included elastic-plastic behaviorWhere the parameters will be determined by our wave profile
with a constant yield strength and with complete dissipatiorfnalysis. For both forward and reverse transitions, the tran-
of plastic work. The metastable surface for the forward tranSition rate was expressed by the linear-relaxation equation
sition is expressed in Eq15), the forward transition pro- (17), where the relaxation time was considered adjustable,
ceeds whemAr—AG<0, and the parameters were deter-PUt was held constant for the entire calculation of a single
mined by fitting the Hugoniot. We construct the reverse®Xperiment. _
transition metastable surface from the same arguments used !N €xperiment 5 of Barker and Hollenbach, the specimen
for the forward transition: The thermodynamic driving Was 6.314 mm thick, the impact velocity was 1.292 km/s,
force AG is balanced by opposing stresses created by theénd the peak stress was 23.6 GPa. Our calqulat'ed free surface
velocity is compared with the VISAR data in Fig. 6, where
the following characteristics of all our calculations are illus-
trated.

(1) The EP arrival time, which depends primarily on our
adiabatic elastic moduli, agrees with experiment to 0.5% or
better.

(2) The EP free surface velocity is in good agreement
with experiment.

(3) The height of theP1 wave, which depends on the
Hugoniot stress at which the transition begins, is in excellent
agreement with experiment.

(4) The calculated?1 wave is narrower and travels faster
than experiment. These discrepancies, which presumably re-
sult from our failure to account for rate-dependent plasticity,

%% 2 P are of no concern in our analysis of the phase transition
Peak Stress (GPa) process.
(5) Reflections of the EP, seen aheadPdf andP2, are in

FIG. 5. Approximatea—e relaxation times from Eq(18) vs  qualitative agreement with the experimental profiles.
peak shock stress. Symbols represent specimen thickness as in Fig. (6) Arrival times and shapes dP2 and the PIR are in
4, and the line is a rough representation of the points. excellent agreement with experiment. Note that this part of

This integrates to

60 | B E— T T

1(ns)
T

20 -
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FIG. 7. Free surface velocity vs time for experiment 5 of Barker ~ FIG. 8. Free surface velocity vs time for experiment 5 of Barker
and HollenbachRef. 5 (circle, compared with calculations for and HollenbachRef. 5 (circles, compared with calculations for
7=1 ns(dashed ling 7=30 ns(solid line), and 7=180 ns(dotted ~ Ar=0 (solid line), Az=419 J/mol(dashed ling andAg=2 (dotted
line). line).

the calculated profiles depends on the complete thermody; .. transition. This leaves a phase interface in the speci-

namics of both phases and, also, on the parameters in thfen, ahead of which ia iron and behind which ig iron.

phase transition process, as described below. Now the residuaP2 reaches the free surface and sends back
(7) The final free surface velocity is practically identical 5 release wave. When tiie2 release enters the phase, it

to the VISAR data. This is not a trivial result since, as shownyyiyes thes—« transition, resulting in a mismatch of mate-

below, this final velocity is controlled by reverse transforma-ijg| properties at the phase interface and causing part of the

tion in the PIR. . . P2 release to be reflected back toward the free surface as a
The rise time of thd>2 wave is strongly influenced by the ecompression, the PIR.

relaxation timer. Calculations for experiment 5, with=1, Our calculations verify this origin of the PIR and add
30, and 180 ns, are compared with VISAR data in Fig. 7.some interesting refinements. First, the reverse transforma-
Though the entird2 and PIR structures vary with if we  jon process indeed generates a small pressure pulse, which
concentrate on th@2 rise time, we conclude that=30 NS then propagates as the PIR. Since the period of time over
gives the best agreement with experiment. Whes fixed,  \yhich this pressure pulse is generated depends,otie
the PIR depends on the metastable surfageAG) for the  grigination time of the PIR, and, hence, the free surface ar-
reverse transition, Eq21). However, we have consistently jya| time of the PIR, also depend on This behavior is
found practically no sensitivity t@g, and so we set this shown in Fig. 7, where increasingis seen to delay the PIR
parameter equal to the forward transition value, arrival at the free surface. It is also clear why the arrival time
and shape of the PIR depend sensitively on the pressure at
Br=Br=642 J/mol. (220  which the reverse transition begins, so that the PIR gives us

: . L a rather accurate determination of the parametgr as
Calculations for experiment 5, withz=0 and 419 J/mol, are g5\ Fig. 8. Finally, by taking a large positive value for

compared with VISAR data in Fig. 8 an_d we conclude thatAR, the reverse transition is prohibited, thgphase behind
optimal agreement with the PIR arrival time and shape corz

ds tA b h I q bablv ol the phase interface is frozen in, and the PIR disappears com-
responds taig between these values and probably closer topletely, also as shown in Fig. 8. This suggests another way of
the smaller value. The parametf determines at what

h i ition beai ith the followi seeing the role of the PIR in the shock process in iron. Since
pressure the reverse transition begins, with the following COMayperiment 5 is a symmetric impact of two piecesadifon,
respondence at 300 K:

in the absence of any phase transition, the free surface ve-
locity should reach the impact velocity of 1.292 km/s. Except

Ar=0 J/mo=Pr=13.0 GPa, for dissipative losses, the same free surface velocity should
be reached when the phase transition is present, as long as
Ar=419 JimokPr=11.8 GPa. (23) the final phase ig, the same as the initial phase. Hence the

role of the PIR is to increase the free surface velocity to its
The reverse transition paths at 300 K, corresponding to thesmorrect final value, when the iron is returned frento its
two values ofAg, are in qualitative agreement with diamond initial phasea. But when thee phase is frozen in, the free
cell data, as may be seen from Fig. 3. surface velocity cannot reach the impact velocity, since en-

The origin of the PIR was explained by Barker and Hol- ergy is locked into the higher energyphase(Fig. 8).

lenbach briefly as follows. First, thP1 reaches the free  In a series of article$~*® Nigmatulin and co-workers
surface and sends back a release wave. This release encopresented a theoretical study of the kinetics of the shock-
ters the oncoming?2 and reduces thB2 stress by 13 GPa, induced phase transition in iron, and ultimately they
so that the residuaP2 is not strong enough to drive the calculated® the profile of experiment 5 of Barker and
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FIG. 9. Free surface velocity vs time for experiment 6 of Barker  FIG. 10. Free surface velocity vs time for experiment 7 of
and HollenbachRef. 5 (circles, compared with calculations for Barker and HollenbaciiRef. 5 (circles, compared with calcula-
7=15 ns(solid line) and 7=30 ns(dashed ling tions for =30 ns(dashed lingand =60 ns(solid line).

Hollenbach® Since Nigmatulin and co-workers used rate-which fit the P2 rise times of experiments 5 and 7, i.e.,
independent plasticity, thelP1 rise time, which agrees with 7~30-50 ns, our calculations produB® waves which are
experiment, is controlled by artificial viscosity. But this samesteady after, say, 0.3s. On the other hand, our interpreta-
rather large artificial broadening also contributes to tRr  tion of the VISAR data is thaP2 is probably steady after 4
rise time and, hence, obscures the interpretation of theins, experiment 7, but is definitely not steady afteud,
phase transition rate parameters. Also, Nigmatulin angxperiment 5. The implication is that, while linear relaxation
co-workerg®=3® set the irreversible driving force propor- might be an acceptable first approximation, some nonlinear
tional to the distance from the equilibrium surface, as othefelaxation is definitely present in the shock process.
workers have don&* Wave calculations based on this con-  The Barker-Hollenbach experiments which exhiBi2

dition yield the equilibrium Hugoniot of Fig. 2, not the meta- waves range in peak stress from 17.3 to 30.4 GPa. We have
stable (experimental Hugoniot. Since the phase transition compared calculations with measurements for experiments at
process stops at=\,, the net irreversible driving force is 23.6, 23.7, and 30.4 GPa, and from these comparisons we
actually proportional to the distance from the metastable sumhave learned what the profiles tell us about the parameters
face, as shown in Eq17). Ag, andBg. As a final test of our modeling, we study ex-
Experiment 6 of Barker and Hollenbach is a thin speci-periment 1, which has a specimen thickness of 6.317 mm,
men, like experiment 5, but at a considerably stronger shockimpact velocity of 0.9916 km/s, and peak stress 17.3 GPa.
The specimen thickness is 6.370 mm, impact velocity isThe parameters were set as follows:=36 ns, a little larger
1.567 km/s, and peak stress is 30.4 GPa. Calculations witthan our approximate steady-wave result from Sec(dde

=15 and 30 ns are compared with VISAR data in Fig. 9,Table Ill); Agz=0 from our PIR analysis of this section; and
and we conclude that around 20 ns would give the best
agreement with experiment for tHe2 rise time. When the
parametetAy is varied between 0 and 419 J/mol, the range
which brackets the optimal value for experiment 5, the effect 12+
on the PIR is barely perceptible. This is because the phase
interface is quite weak in experiment 6, wittchanging only 10
from 0.90 to 0.99 across the phase interface.

Experiment 7 of Barker and Hollenbach is a thick-
specimen copy of experiment 5:  The specimen thickness is
19.14 mm, impact velocity is 1.292 km/s, and peak stress is
23.7 GPa. Calculations are compared with VISAR data in
Fig. 10 with7=30 and 60 ns andz=0 J/mol, and in Fig. 11
with =60 ns andAr=0 and 419 J/mol. These parameter
values bracket the best agreement with experiment for the o2+
P2 and PIR waves; our estimate for best values &ound
50 ns andAR around 200 J/mol. . _ 0o =0 m v = o5 50

An important property of our calculations is that tRQ Time (US)
wave becomes steady, with a constant rise time, in a time of
around & after impaCt. This result has implications for linear FIG. 11. Free surface velocity vs time for experiment 7 of
relaxation. For whiler can vary with shock strengthr  Barker and HollenbackiRef. 5 (circles, compared with calcula-
should be essentially the same for experiments 5 and fions at7=60 ns forAg=0 (solid line) and Ag=419 J/mol(dashed
which differ only in specimen thickness. For values of line).
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10 , : _ (b) Be=Bgr=642 J/mol is the energy scale of forces op-
x* posing the transition. Dividing b AV=V_ -V, yields 2
GPa for an estimate of the magnitude of the stresses in-
volved.

(c) Ar/Bg=0—0.65 implies that the reverse transition be-
gins atP=13-11.8 GPa at 300 K.

Our shock-calibrated metastable surfaces are compared in
Fig. 3 with room-temperature hydrostatic diamond-cell mea-
surements of Tayloet al®! The agreement for the forward
transition is striking, implying that both the shock-induced
and quasistatic transitions proceed on the same metastable
surface. Further, our reverse transition surface is in qualita-
tive agreement with the diamond-cell data, though we are
clearly missing a small amount of early retransformation

10 5 20 25 3.0 from € to a.
Time ( US)

08

o
@

Surface Velocity (km/s)
o
F S

02

FIG. 12. Free surface velocity vs time for experiment 1 of B. Dynamics
quker an.d HollenbacERef. 5 (circles, compared with our calcu- In Sec. IV we noted that decay of tiel wave is only
lation (solid line). weakly dependent on the relaxation timand, hence, does
not provide a sensitive way to determineWe then carried
Br=642 J/imol, as always. The overall agreement of our caly, ¢ an approximate steady-wave analysis offerise time,
culation with VISAR data is excellent, as shown in Fig. 12. ;4 using the Barker-Hollenbatata, we found values af
in the range 12-60 ns, depending mainly on the shock
VI. SUMMARY AND CONCLUSIONS strength(Fig. 5. However, Fig. 5 also shows a small but
definite dependence af on specimen thickness, apparently
related to the fact thaP2 waves are not yet steady for the
The equilibrium surface for a mixture ef ande iron is  thin specimengFig. 4. We therefore carried out numerical
defined byAG=0, whereAG=G,—G,. As demonstrated calculations of impact experiments, accounting for the com-
by Andrews and as shown here in Fig. 2, the iron Hugoniot plete (nonsteady wave evolution process, but retaining the
does not lie on the equilibrium surface, but lies instead on dinear relaxation description of the phase transition rate,
metastable surface, whose lifetime must be long compared tgiven by Eq.(17). Results of these numerical calculations are
the microsecond time scale of the shock experiments. Thgs follows.
value of A on the metastable surface is denoteq, and (a) From our theoretical thermodynamic functions fer
because of hysteresis, the metastable surfaces for forwagghd ¢ iron, together with the properly adjusted relaxation
and reverse transitions are separated. For both forward anine and reverse transition parameters, calculated free sur-
reverse transitions, we propose that the metastable surfacefigce wave profiles are in excellent overall agreement with
determined by a balance between the thermodynamic driving|SAR data(except for theP1 wave front, where our lack
force AG and an opposing force resulting from the buildup of rate-dependent plasticity is appanerithe comparisons
of stresses as the transition proceeds, implhdig,<dAG. are shown in Figs. 6—12.
Further,d\, should be proportional to the amount of the  (b) The relaxation times were determined by fitting to the
transforming phase present, i.@\,,x1—\, for the forward P2 rise times and show substantial agreement with the ap-
transition andd\ =\ ,, for the reverse transition. These ex- proximate steady-wave analysis of Sec. IV.

A. Metastability

pressions fod\,, integrate to Eq(15) for the forward tran- (c) The P2 wave becomes steady by a time of approxi-
sition surface and Eq21) for the reverse transition surface. mately 6r after impact.

We note the form of Eq(15) was found empirically by This last result has a significant consequence. Sirzamn
Forbe$ by fitting Hugoniot data. depend onP and T, 7 can vary with shock strength, but

The forward transition metastable surface can be made téhould be essentially the same for experiments at a common
fit Hugoniot data quite well in the mixed-phase region, asshock strength. Hence experiments 5 and 7 should have the
shown in Fig. 2, indicating that the for(5) is qualitatively ~ samer, and our calculations indicate that both experiments
correct. Figure 2 also indicates that our theoretical thermoshould exhibit stead2 waves, with a constant rise time, a
dynamic functions forr ande iron are quite accurate in the result inconsistent with the data of Barker and Hollenbach.
region of the Hugoniot. While the shock experiments give nowe therefore conclude, at the highest level of accuracy of the
direct information on the shape of the reverse transition/|SAR measurements, corresponding to an accuracy within
metastable surface, we were able to calibrate the proposeo for theP2 rise times, that some nonlinear relaxation is
form (21) through its sensitivity to the arrival time and shape present in the shock process.
of the PIR. Results of these metastable surface calibrations

are as follows. . . _ ACKNOWLEDGMENTS
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