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Electronic structure, Schottky barrier, and optical spectra of the SiC/TiC ˆ111‰ interface

Sergey N. Rashkeev,* Walter R. L. Lambrecht, and Benjamin Segall
Department of Physics, Case Western Reserve University, Cleveland, Ohio 44106-7079

~Received 3 January 1997!

A first-principles total energy and electronic structure study of 3C-SiC/TiC $111% interfaces was carried out
using the full-potential linear-muffin-tin orbital method. Three distinct plausible structural models were iden-
tified and investigated including the relaxation of the most important structural degrees of freedom. All three
models considered have a threefold symmetry axis and have a mutual boundary layer of carbon. They were
found to be stable with respect to small rigid body translations parallel to the interface which would destroy the
threefold symmetry. One of the models (B) is a twinned version of the other (A) while the third model (C)
differs fromA by a rigid body translation parallel to the interface. TheA andC models contain a common
carbon sublattice in both the zinc blende structure of the SiC and rocksalt structure of the TiC. While in model
A the Ti’s are on top of the Si atoms nearest to interface, they are in a hollow site between the Si atoms in both
theB andC models. ModelA is found to be metastable with a significantly higher energy thanB andC. This
is explained in terms of the occurrence of compressed Ti-Si nearest neighbor distances in the ideal structure.
The expansion of the latter disrupts the interfacial Ti-C bonding. Our calculations find very nearly equal
energies for the relaxedB andC models. This indicates that the occurrence of twinned~untwinned! structures
on flat~stepped! surfaces as has been observed by electron microscopy is probably not due to a thermodynamic
preference but rather to kinetic factors such as step-flow growth. All three structures have interface states in the
band gap of SiC which are localized within two lattice planes from the interface and which pin the Fermi level.
The nonbonding character of these interface states leads to nearly equal Schottky barriers for all three models.
The optical dielectric functions for our interface models were calculated and show signatures of these interface
states which should be detectable in the infrared range because of their strong anisotropy with respect to the
interface plane.@S0163-1829~97!00124-0#
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I. INTRODUCTION

Recently, great progress has been made in developing
con carbide ~SiC! for high-temperature, high-speed, an
high-power device applications.1 However, an important
technological problem presently limiting device performan
in some instances is the fabrication of high-temperat
stable, low-contact resistance Ohmic contacts. It would a
be desirable to be able to fabricate high ideality Schot
barrier metal contacts on SiC. The presently widely follow
approach for achieving Ohmic contacts is to heavily dope
semiconductor and to use annealing treatments to crea
gradual transition layer. The Ohmic behavior in such a c
results from tunneling through the barrier, but the act
band line up is Schottky-like. This tunneling behavior us
ally results in an undesirably high specific contact resista
unless the barrier is quite thin. Defect free, sharp epita
interfaces are desirable to reduce the contact resistanc
Ohmic contacts as well as to increase the ideality facto
Schottky barriers.2 An ideal zero resistance Ohmic contact
one with a zero Schottky barrier. We define thep-type
Schottky barrier height~SBH! as the Fermi level of the meta
EF minus the valence band maximumEv of the semiconduc-
tor, i.e.,FB

p5EF2Ev and likewise then-type Schottky bar-
rier asFB

n5Ec2EF , whereEc is the conduction-band mini
mum. One thus needs to find metals or metal compou
and/or surface modifications that allow one to controlFB

p

from zero~for p-type contacts! to the band gap~for n-type
contacts!. To this end a better understanding of the Schot
550163-1829/97/55~24!/16472~15!/$10.00
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barrier formation is a prerequisite.
Several metal depositions on SiC have been studied

recent review was compiled by Kaplan and Bermudez.3 Most
metals lead to Schottky behavior in the as-deposited st
Upon heat treatments, however, most pure metal deposit
particular transition metals, are not stable but participate
chemical reactions. The situation is not unlike that of met
on silicon although the complexity is far greater becau
both silicides and carbides can form. Because these c
pounds are typically metallic, the metal-semiconducting
terface is actually displaced to the silicide-SiC or carbid
SiC interface.

Among the various metals studied, Ti is of particular i
terest. Although it can form silicides as well as carbides, T
has been shown to form as first phase next to the interface4–8

and/or as isolated particles near the interface. As carbon f
the SiC is consumed in the reaction with Ti to form th
rather stable TiC, a more and more Si-rich environment
sults for the Ti farther away from the interface. This Si c
diffuse through the TiC and subsequently form Ti silicid
such as Ti5Si3 and TiSi2. These results from solid-reactio
studies are consistent with an Auger and low energy elec
diffraction study by Bellina and Zeller.9 They found that thin
Ti deposits on SiC first ‘‘attack’’ the surface carbon layers
the starting surface conditions are carbon-rich and sub
quently start to break up the SiC with the excess Si seg
gating to the surface. Recently, Parsonset al.10–12 have
shown that this problem, the deterioration of the semic
ductor, can be overcome if TiC itself is deposited in stoich
metric conditions by chemical vapor deposition. It was th
16 472 © 1997 The American Physical Society
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55 16 473ELECTRONIC STRUCTURE, SCHOTTKY BARRIER, AND . . .
found to be in stable coexistence with SiC without formati
of Ti silicides up to at least 1400 °C. They reported th
mally stable Ohmic contacts with specific contact resistan
below 631026 V cm2 onn-type 3C-SiC ~Ref. 10! and of an
order of 1.331025 V cm2 on n-type 6H-SiC.11

TiC has several potential advantages as a contact m
~1! it is a hard and high-temperature resistant~i.e., refractory!
metallic compound,~2! it is closely lattice matched to SiC
and ~3! there exist a class of related transition metal a
rare-earth carbides and nitrides with closely related prop
ties and identical crystal structure, offering the potential
tuning the properties of the interface by making suita
solid solutions. For example, TiN and TaN have be
suggested9 as effective diffusion barriers to limit the reactio
which would otherwise continue to consume the carbon fr
the SiC substrate. TiN, having a somewhat lower work fu
tion ~3.75 eV! than TiC ~4.0–4.4 eV!,13 was thus suggeste
by Glasset al.14 to be a good candidate for Ohmic contac
Ohmic behavior was indeed found as deposited but wit
rather high-contact resistance of order 1022 V cm2.

It is of interest to note that TiC, which has the cub
rocksalt structure, has also been used rather successfully15–19

as a substrate for epitaxial growth of 3C-SiC because the
lattice mismatch is only 0.6% and it was hoped that a cu
substrate would facilitate the stabilization of cubic SiC. Co
siderable effort has been spent growing large monocrys
line TiC boules with low defect densities for this purpose18

While this approach has recently been essentially abando
in favor of bulk 6H-SiC and 4H-SiC substrates which resu
in better epitaxial film quality, these efforts have shown th
epitaxial interfaces of TiC and SiC are possible. Transm
sion electron microscopy~TEM! and high resolution electron
microscopy~HREM! investigations have shown that the r
sulting interfaces between TiC and SiC can be atomic
flat.19 HREM imaging of as-deposited Ti/6H-SiC interfaces
and of 6H-SiC/TiC/Ti5Si3 interfaces obtained after annea
ing has also been achieved.5 The possibility of growing TiC
on SiC and vice versa is also of interest because it op
possible new avenues for device fabrication such as m
base transistors and metal layer resonant tunneling dev
The feasibility of the latter has recently been demonstra
for the ErAs/GaAs system20–22 which has the same crysta
lographic relationship between its components as TiC/Si

The TEM studies of Chienet al.19 provide rather detailed
information on the structure of the SiC/TiC interfaces b
cause high-resolution imaging was possible. They show
$001% interfaces are generally rough with only small regio
of atomically sharp interfaces. The$111% interface on the
other hand was found to exhibit large regions of atomica
sharp interfaces. Furthermore, two distinct configuratio
were identified. In both cases, the main crystallographic
rections of the cubic rocksalt and zinc blende structures
parallel and there appears to be a common carbon subla
However, on large flat terraces, the$111% family of planes
@besides the interface~111! plane# are twinned with respec
to the substrate while on small terraces, they were
twinned. The small terraces occurred by~111! faceting of the
~112! plane. From that paper, it is not clear if this faceti
occurred as a result of the SiC growth or was present bef
hand on the surface of TiC. Tentative atomic structures
these interfaces were proposed based on HREM image s
-
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lations. Bow6 also found a similar interface orientation fo
TiC formed by Ti reactions on 6H-SiC. The TiC $111%
planes were found to be twinned with respect to the last th
~cubically! stacked layers of the 6H-SiC. These observation
raise questions about the relative energy difference of
twinned and untwinned interface configurations as well
their differences in electronic properties. The band line
i.e., SBH of these interfaces has not yet been conclusiv
determined. Porteret al.7 reportedI -V, C-V, and x-ray pho-
toelectron spectroscopy~XPS! measurements of the barrie
heights of as-deposited and annealed Ti/SiC interfaces,
the inhomogeneity of the interfaces resulting from the a
nealing did not allow them to associate this exclusively w
TiC/SiC.

In view of the detailed structural information available f
this system and its potential technological promise, the S
TiC system can be considered an interesting prototype
tem for SiC/metal contacts worth further investigation. T
lattice match also facilitates its theoretical study. Determ
ing the optimum interface structure between a rocksalt an
zinc blende structure is of intrinsic interest because of
frustration of the directed bonding types at the interface:
tahedral in rocksalt and tetrahedral in zinc blende. Beca
this problem is expected to have some intrinsically geome
aspects, a study of the TiC/SiC interface may also prov
insights for other related interfaces, such as TiN/SiC. As
ready mentioned, a large family of potentially useful metal
compounds share the rocksalt structure with TiC and m
semiconductors have the zinc blende structure.

The $001% SiC/TiC interfaces were investigated earlier b
Lambrecht and Segall.23 Although a rather complete set o
structural models was investigated, the use of ideal bulk
minated structures and the atomic-sphere-approxima
~ASA! muffin-tin orbital method in that work did not allow
the authors to conclusively determine the interface struct
It was found that most configurations gave rise to unfav
able bond distances and consequently had rather high en
One exception was a model with Ti directly on top of
atoms of Si terminated SiC. It could not be excluded, ho
ever, that other models would obtain lower energy by rel
ation. As a general feature, because the$001% surface of TiC
contains both Ti and C, an adjustment of both types of bo
lengths would require buckling of the terminating TiC plan
This would then also affect bond distances to the next lay
Hence, one might expect the relaxation to be several lay
deep. Since there are several models to consider, the pro
would be rather formidable without guidance from expe
ment. As already mentioned, the$001% interfaces are usually
found to be rough. This may indicate that several compet
low energy configurations exist and conflict with each oth
as a result of independent nucleation events.

Fortunately, the situation for the$111% interface is some-
what simpler, and, therefore chosen as the subject of
present investigation. Since$111% planes of TiC and SiC
contain only one type of atom, one may expect that the
portant relaxations involve only adjustments of interplan
spacings limited to the layers immediately adjacent to
interface. Finally, the$111% plane of SiC is structurally simi-
lar to the $0001% plane of the hexagonal and rhombohed
polytypes of SiC~e.g., 4H, 6H, 15R, collectively denoted as
a-SiC!. The results for the interface structure of TiC on t



or

re
th
d
b
or
ov
ns
e
he
ar
a
r
an

ni
o
th
he

he
th
r
th
nt
e
tic
on

ide
Se

e
ur

ri
r
o-
d
in
re
c
d
ig
e
tr
ns
v

uc
c-

n
-

th

ial
ion
duce
tly

l

. It
nc-
nd

tent
nd

red
de
f the
ere
The
re
e
del
-
es-
the

ole
ed
here
Ti
ave
ror
ch
pro-
d
e in

nd

ity

er
ces
ec-

th
e
hat
re
he
ar-
g
to
us
en

16 474 55RASHKEEV, LAMBRECHT, AND SEGALL
$111% plane 3C-SiC are thus expected to be relevant f
those on$0001% planes ofa-SiC.

In this work, we thus focus on the$111% SiC/TiC inter-
face. Full potential linear-muffin-tin orbital calculations we
carried out for three models, which were suggested by
HREM investigation. Structural relaxations are include
These allow us to address the question of the relative sta
ity of the models. In fact, we find a low energy model f
both the twinned and untwinned interfaces mentioned ab
and find them to have locally similar bonding configuratio
for the interface Ti atoms. In the untwinned case, howev
this model requires a rigid body translation parallel to t
interface. This and the other implications for the structure
discussed in connection with the available HREM inform
tion. A third, significantly higher energy, metastable inte
face configuration for the untwinned case is also found
discussed.

Schottky barrier heights and details of the electro
structure were obtained from the calculations. They sh
that Fermi level pinning by interface states determines
Schottky barrier height, a conclusion which was also reac
in the previous work on SiC/TiC$001%.23

We find that the Schottky barrier height is almost t
same for the various models investigated, including
higher energy metastable state. This seemingly surprising
sult is subsequently explained in terms of the nature of
interface states pinning the Fermi level. Since experime
verification of this is important we also investigate wheth
these interface states could possibly be detected by op
spectroscopies. To this end, we calculate the optical resp
functions of our model systems.

The paper is organized as follows. In Sec. II we prov
the necessary details on the computational method. In
III we describe the supercell models used to study the$111%
SiC/TiC interface. This is not entirely trivial because w
need to find ways to make the proposed interface struct
models compatible with three dimensional~3D! periodicity
required for the band-structure calculations. We also desc
the interface degrees of freedom that were relaxed. The
sults section, Sec IV, is divided as follows: Sec. IV A pr
vides our total energy results for the various structures an
discussion of the relaxation and bonding; Sec. IV B conta
the results for the Schottky barrier heights; Sec. IV C p
sents the electronic structure of the models in terms of lo
densities of states and state charge density plots and
cusses their role in establishing the Schottky barrier he
and the relative stability of the models. In Sec. IV D w
present our theoretical calculations of the optical spec
Section V contains a summary of our main conclusio
Some preliminary results of the present study were pre
ously published in a conference proceedings.24

II. METHODS

The calculations of the total energy and electronic str
ture were carried out within the framework of density fun
tional theory in the local density approximation~LDA ! using
the exchange-correlation parametrization of Hedin a
Lundqvist.25 We employed the full-potential linear-muffin
tin orbital ~FP-LMTO! method introduced by Methfessel.26

This allows one to treat potentials of general form bo
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within nonoverlapping muffin-tin spheres and the interstit
region. Before embarking on the time-consuming relaxat
studies, we performed some convergence studies to re
the basis set to a minimal one while maintaining sufficien
accurate total energies and band structures. Doublek basis
sets, specificallydp for Si ~meaning up tol52 for the first
@k2520.01 Ry# and up tol51 for the second@k2521
Ry#!, dd for Ti and pp for C were employed in the fina
calculations. Here,k25E2vmtz is the difference between
the energy of the spherical wave and the muffin-tin zero
determines the decay length of the Hankel envelope fu
tions of the muffin-tin orbitals. Also, we included a seco
panel which contains the pseudocore 3p states of Ti. These
states are important for the convergence of the self-consis
procedure as observed in calculations of TiC, TiN, a
TiO.27

As usual for the relatively open structures encounte
here, two empty spheres per unit cell of both the zinc blen
and rocksalt structures were used for the augmentation o
muffin-tin orbitals. No basis sets centered on these sites w
used, however, so as to keep the basis set minimal.
augmentations and auxiliary fitting Hankel functions we
expanded tolmax54. The radii of all spheres were kept th
same in the bulk parts of the cells. For the untwinned mo
~modelA below!, we found that this was possible with rea
sonably large radii even at the interfacial layers in the pr
ence of relaxation. It is possible for this case because
unrelaxed lattice~body-centered cubic! of all sites, including
those for the empty spheres, is uniform throughout the wh
structure. This situation does not prevail for the twinn
model. In that case, the space available for an empty sp
near the interfacial carbon atoms and the neighboring
atom is small. Instead of using a small sphere there, we h
found it preferable to just eliminate that sphere. The er
introduced thereby is found to be small, specifically, mu
smaller than the energies characterizing the relaxation
cesses. The interface empty spheres in the untwinneA
model, see below, were scaled with the increasing distanc
this region in the course of the relaxation.

A symmetry reduction of the number ofk points was
effective using the sampling procedure of Methfessel a
Paxton.28 The number of irreduciblek points varied from 20
for the calculations of the self-consistent electronic dens
to 230 for the densities of states.

The particulars of our calculation of Schottky barri
heights and of the optical response functions of the interfa
are given along with the corresponding results in later s
tions.

III. STRUCTURAL MODELS

As noted in the Introduction we will be concerned wi
the $111% interface of rocksalt TiC and zinc blende SiC. Th
$111% planes of both of these are polar planes, indicating t
they contain only one type of atom. In principle, there a
thus four possible terminations to consider: Si or C for t
SiC and Ti or C for the TiC. Since the bonding has a p
tially ionic character in both materials with Ti and Si playin
the role of cations and C the role of anion, it is unlikely
lead to Ti-Si or C-C as pairs of interface planes. We th
expect a mutual boundary layer of C atoms which can th
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be considered to be the terminating plane of both the TiC
SiC. This assertion may seem to be at odds with the prev
result23 which found Ti on top of Si to be a low energ
configuration for the$001% interface. However, the$001% TiC
plane is neutral as it contains both Ti and C ions. In additi
that arrangement was found to result mainly from a m
favorable Ti-Si separation in the low-energy configurati
than in the other unrelaxed geometries. We will show bel
that the Ti-Si distance also plays a crucial role for the$111%
interfaces.

Further information allowing us to limit our search fo
plausible low energy structures comes from experiment.
HREM and selected area diffraction studies by Chienet al.19

show that the crystallographic directions of the two crys
lattices are parallel, except for a stacking alternation lead
to twinning at the interface in one of the two interface co
figurations that were observed. The HREM images show
sentially a continuation of the lattice planes. However, t
must be viewed with some caution because it is nota priori
clear whether the bright spots in the HREM images cor
spond to atoms or to voids. Also, since we see only one c
section, lateral displacements perpendicular to the im
plane cannot be excluded. Nevertheless, the images sugg
simple structure which can be described as follows: the z
blende and rocksalt structures— both of which consist of t
interpenetrating fcc lattices— share a common fcc sublat
of carbon atoms in the bicrystal. A common fcc sublattice
anions was also conclusively proven by ion channeling st
ies for the case of ErAs/GaAs, another example of a rocks
zinc blende interface.29

Having decided that SiC should end in a C layer, we still
have two possibilities: either the second layer Si atoms
directly beneath the C atoms which then results in three d
gling bonds sticking out into the interface region, or, they
in the centers of the triangular array of C atoms, in wh
case there is only one dangling bond. Since the latter is
ergetically more favorable for a free surface, it is reasona
to take it to be the preferred starting point for the interfa
formed by TiC growing on SiC. In the experiments of Chi
et al.,19 however, SiC was grown on the TiC. Neverthele
one may still argue that the number of SiC terminati
C-dangling bonds at the interface should be minimized i
low energy configuration.

The above considerations lead immediately to the t
modelsA and B shown in Fig. 1 for the untwinned an
twinned configurations of the carbon planes, respectively
model A the carbon atoms can indeed be seen to form
continuous sublattice throughout the structure, while
modelB the TiC part of the sublattice has been rotated
180° about a$111% direction thus forming a coherent$111%
twin boundary at the interface plane. We note that both m
els contain a threefold symmetry axis. In general one wo
expect that high symmetry configurations are more likely
correspond to either local maxima or minima in the to
energy. We thus restrict our attention initially to configur
tions maintaining a threefold symmetry axis at the interfac

From a local bonding point of view, the main differenc
in the models is that inA the interfacial Ti sits directly above
the interfacial Si layer while inB it sits in the center of the
triangle of the Si atoms. In both models, the common car
layer sits in the correct position to form bonds with either
d
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or Si because it is a continuation of each of the two crys
lattices.

Next, we consider the main degrees of freedom for
interface atoms which should be relaxed, while retaining
essential aspects of these structural models. We should
tinguish here between rigid body displacements and in
vidual atomic displacements. In a rigid body displaceme
i.e., a translation of the whole TiC half crystal with respect
the SiC half crystal, the bonding within each unit remai
perfect, only the interfacial bonding is affected. Clearly, th
is energetically preferable to moving the interface ato
separately while keeping the bulk layers fixed because
would disrupt the bonding of the interface layers to the bu
like layers. The simplest type of rigid body displacemen
are those perpendicular to the interface. Since the car
layer in some sense belongs to both half crystals, we al
both the nearest neighbor Ti and Si layers to it to be d
placed independently, with rigid shifts of the attached T
and SiC half crystals.

The initial calculations of the models indicated that mod
A is unfavorable compared toB because the Ti sits directly
above the Si. Subsequently it was shown that the forces
sulting from small lateral displacement on the interface
oms vanished. This confirmed that these configurations
local minima. There is, however, another configurati
closely related to the untwinned case which also has a th
fold axis.

Considering the close-packed triangular lattice of carb
atoms in the interface layer, there are three sets of three
symmetry axes: the ones through the atoms and the o
through the centers of the triangles pointing upwards
downwards~the so-calledA, B, or C positions, in the usua
nomenclature, which are not to be confused with the pres
labels for the interface configurations.! Thus, a rigid body

FIG. 1. Structure of theA, B, andC models of the SiC/TiC
$111% interface. ModelsA andB are shown in the IDB geometry
while a 616 layer slab1slab geometry is used for modelC. The
carbon ~diamonds!, silicon ~black circles!, and titanium ~white
circles! atoms displayed are all in one plane. The crosses indic
centers of inversion, and the dashed lines emphasize that the ca
planes are parallel in the TiC and SiC components ofA andC while
they are twinned inB.



ol
he
th
te

cu
ur

pa
d
o
iod
in
o
au
ro
ib
es
bu
in
to

ie
-

e

in
o
nd
e
bl

th
a
en

o
ng
tw
tw
th
he
el
we

er

-
n

e
o
e

en-

i
a-
nd
t to
od-
ms
e in
r-

tion

sed
n
to
se

ies.
ith
ay-
els
he
ut,
ells
es.
ex-
ys-
hat

the
ich
ree

r
iC
ers
as
o
-
ds
vel.
tes
can
ex-
ere
drop
the
om
the
al-
er-
of

16 476 55RASHKEEV, LAMBRECHT, AND SEGALL
translation parallel to the interface which maintains threef
symmetry is possible. In particular, a shift which brings t
interfacial Ti atoms in the same position with respect to
underlying SiC as in modelB seems a plausible candida
for a low energy structure. We label this modelC and further
relax it with respect to rigid body displacements perpendi
lar to the interface. As will be discussed below, that struct
was found to have a lower energy than that forA and very
close to that forB.

The next step is to make these interface models com
ible with 3D periodicity so as to enable us to use ban
structure methods for calculating the total energy. The m
commonly used procedure is to repeat the interfaces per
cally. This, however, automatically introduces a second
terface. In structures of sufficiently high symmetry, the tw
interfaces can be chosen to be equivalent. However, bec
the $111% surface of the zinc blende structure is not a mir
plane and the lattice has no inversion center, it is imposs
to obtain a periodic supercell with two equivalent interfac
Only special techniques focusing on local energy contri
tions allow one to extract individual interface energies
such cases.30,31 We have taken two different approaches
handle this problem.

In the first one, we introduce inversion domain boundar
~IDB’s! in the middle of the SiC part of the cell. This ap
proach was followed for our study of modelsA andB, but
not forC for the reasons given below. It was previously us
in calculations of GaAs$111% surfaces by Kaxiraset al.32

Since as discussed above the SiC part is terminated
carbon layer with a single dangling bond, the other end
each SiC half ends in a Si layer with a single dangling bo
The IDB’s thus consist of Si-Si bonds. The specific mod
unit cells used in our calculations consist of six SiC dou
layers and a five atomic layer TiC unit~Ti-C-Ti-C-Ti! as
depicted in Fig. 1. We will refer to such arrangements as
IDB geometry. We will show that the IDB does not have
significant effect on any of the results for the layers adjac
to the SiC/TiC interface.

These supercells involve about 30 atoms~including empty
spheres!, a number which is sufficiently small to allow us t
conveniently carry out total energy calculations includi
atomic relaxations. We also note that these cells have
centers of inversion. Since the IDB stays the same in the
models in which it is used, we can meaningfully compute
relaxation of each of the interface models and compare t
interface energies. If the IDB energy were known separat
which could be done following the approach of Ref. 30,
could obtain the absolute interface energies from

@2g i1g IDB#S5Esupercell2Ebulk TiC2Ebulk SiC2(
a

Nama ,

~1!

whereg i and g IDB are the interface and IDB energies p
unit area,S is the unit cell area,Esupercellthe total energy of
the supercell,Ebulk TiC andEbulk SiC the total energies of cor
responding numbers of TiC and SiC layers in the bulk, a
Na is the excess number of atoms of speciesa per unit cell
andma their chemical potential. The last term allows on
for example, to introduce extra Ti atoms in the cell to pr
duce a cell of a convenient shape and size. It requires on
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specify the range of possible values of the chemical pot
tial. For example, for excess Ti atoms, we would have

mTi
0 .mTi.mTi

0 1DHf~TiC!, ~2!

where mTi
0 is the energy of a Ti atom in bulk Ti, and

DHf(TiC) is the energy of formation of TiC out of bulk T
and bulk~say graphite! C. We have not carried out the sep
rate calculations of the IDB energy or of the separate Ti a
C energies here because there is no need at this poin
know the absolute value of the interface energy. Since m
elsA andB have exactly the same number of Ti and C ato
and SiC units and the IDB energy is essentially the sam
both, all of the corresponding terms drop out of the diffe
ence of the energies forA andB. We find

2S~g i
A2g i

B!5Esupercell
A 2Esupercell

B . ~3!

The above-mentioned terms also drop out of the relaxa
energy for each of the models separately.

Unfortunately, comparable IDB cells for theC model in-
troduce problems. A supercell of the same size as that u
for A and B involves a different geometry: its translatio
vector lying out of the interfacial plane is not orthogonal
that plane. The mesh of thek points generated in such a ca
will be different from that for theA and B cells. That is
undesirable for an accurate comparison of the total energ
On the other hand, one can construct an orthogonal cell w
two equivalent interfaces, but in that case we need four l
ers of Ti and three of C instead of three and two as in mod
A and B. While this is not an essential problem since t
extra energy of a bulk TiC layer can easily be subtracted o
it is nevertheless preferable to have equal size superc
with the same geometry when calculating energy differenc
This ensures that all relevant energies are converged in
actly the same manner and it minimizes the effects of s
tematic errors. We thus used an alternative approach. T
has the added advantage that when applied to theA andB
models it provides a check on the results obtained from
IDB geometry. In this approach, we choose supercells wh
have a double-slab geometry. Specifically they contain th
units of TiC and three double layers of SiC~or six units of
TiC and six layers of SiC! again with a mutual carbon laye
at the interface. At the other ends of the cell, the SiC and T
are separated by a ‘‘vacuum’’ which we take to be two lay
of empty spheres. Such arrangements will be referred to
the ‘‘slab1slab geometry.’’ This approach introduces tw
additional interfaces, namely, a ‘‘SiC-vacuum’’ and a ‘‘TiC
vacuum’’ interface. Both of these involve dangling bon
which are expected to contribute states near the Fermi le
However, we will show below that the effects of these sta
on observables of interest such as the Schottky barrier
easily be excluded. Although the real surfaces can be
pected to exhibit relaxations, this need not concern us h
since the surface energies of the present models again
out of the relevant energy differences. In this approach,
energy associated with the translation involved in going fr
A to C can straightforwardly be evaluated by subtracting
supercell total energies without any need for additional c
culations and without having to worry about equal conv
gence of bulk and supercell energies. A final advantage
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the slab1 slab geometry is that small lateral displaceme
away from the threefold symmetry can be taken into acco

IV. RESULTS

A. Structural relaxations

1. IDB geometry

Our first step in determining how the IDB affects the ele
tronic structure at the interface, and, in particular, the to
energy differences is to consider the relaxation of the d
tances between the two Si layers in the IDB. The separat
s is expressed ass5as0, wheres0 is taken to be the pure
SiC bond length~1.88 Å!. The energies of the two structure
as a function ofa ~while keeping the rest of the structur
ideal! are shown in Fig. 2 as the filled circles. The energ
displayed are relative to an arbitrary reference~whose choice
will become clear later! and divided by a factor two. The
reason for the halving is that then the energy differences g
the change in interface energy between modelA andB per
interface unit cell area@see Eq.~3!#. It can be seen that th
bonds in both structures relax toa51.24 ors52.25 Å. For
comparison, the bond in pure Si is 2.35 Å. Most significan
for our purpose, the curves for theA andB structures are
virtually identical except that the curve for the energy of t
twinned structure being rigidly displaced below that for t
untwinned structure by the substantial amount of 2.8 eV/u
cell area. This provides evidence that the IDB behaves a
independent entity with a total energy difference contribut

FIG. 2. Relaxation of the total energy of structuresA andB in
the space of two parametersa andb. a corresponds to IDB bond
relaxation and is indicated with filled circles.b corresponds to SiC
TiC interface plane relaxation and is indicated with open circ
when performed in the IDB geometry and with squares when d
in the slab models. Theb-relaxation results for the C structur
~carried out only in the slab geometry! essentially overlap those fo
the B model and consequently were not included. The ene
shown is normalized per interface unit cell area and given rela
to the lowest energy of modelB. Dotted lines indicate best fits
through the calculated points and were used to obtain the en
minima.
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localized to its immediate vicinity. It will thus not apprecia
bly influence our conclusions about the TiC/SiC interface

Our next and more important concern involves the rel
ation of the atomic positions in the interfacial layers in bo
structures. We first assume that all the interplane distan
~Si-C, C-Ti, Si-Ti! in the interfacial region change homog
neously, i.e., are all expanded by the same factorb. Since
the Ti and Si are cations in their respective sublattices
expect them to repel each other, i.e., forb to relax to a value
greater than one. Subsequently, we checked that separa
laxations of the Si-C and C-Ti interplane distances giv
practically the same result as the simplified homogene
model. For simplicity we only show the results of the hom
geneous model.

Figure 2 displays the energies for the two structures a
function ofb by the open circles with the value ofa fixed at
the value 1.24 found above. It can be seen that the relaxa
at the interface is much larger for, and has a much gre
effect on, the higher energyA than lower energyB structure.
The energy differences between the minima is reduced
about half the unrelaxed difference. Nevertheless,
twinned structure remains the distinctly lower energy str
ture.

The final calculated energy difference between relax
modelsA andB is Dg i52.8 J/m2 or 1.43 eV/unit cell area
~i.e., per Ti atom!. The relaxation energies of modelA andB
are, respectively,23.1 J/m2 and20.3 J/m2.

2. Slab1slab geometry

As mentioned in Sec. III, by using the slab1 slab geom-
etry we were able to check the interface relaxations found
the IDB geometry, and, in addition, to study the structureC
and the effects of small lateral displacements away fr
threefold symmetry. The relaxation in terms of theb scaling
parameter was calculated in the same manner as in the
models. These results are shown in Fig. 2 by means of
open squares. We found the minimum for theA model at the
sameb value, 1.23, found above, and for theB model
b50.98, i.e., close to the ideal distance. The relaxation
ergies of22.9 J/m2 in theA case and almost zero in theB
case are also in good agreement with the IDB results. For
interface energy difference we findDg i53.2 J/m2. Although
the precise values differ slightly from the IDB results, th
conclusion is the same. This gives us confidence in the
plicability of the slab1 slab geometry thus allowing us t
investigate structural modifications which would be difficu
to address with the IDB model.

Next, we checked the stability of modelsA andB against
lateral displacements away from the threefold symmetry.
calculate the change of the total energy due to such a tr
formation we made a rigid shift of the TiC part of the ce
along the horizontal axis in Fig. 1 without moving the inte
facial carbon layer. For shifts up to the order of 0.1–0.2
the lattice constant, the total energy increased monotonic
in both the structuresA andB ~which were initially relaxed!.
This provides a strong support for our previous assump
that the structuresA andB with the threefold symmetry axis
are stable with respect to small tangential shifts, i.e., th
represent at least a local energy minimum.
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Finally, we examine theC model. Its energy minimum is
reached at the value of the parameterb close to unity and
hence very close to that for theB structure. Since its depen
dence onb is also close to that forB its values were not
included in Fig. 2. Moreover, the absolute value of the to
energy for theC structure was found to be almost the sam
as for theB structure. It is actually found to be lower by
meV/atom. However, we consider this to be too small
energy difference to be significant. We thus conclude tha
the precision of these calculations theB andC models are
essentially degenerate in energy.

3. Local bonding environment analysis

The closeness in the energies and in the (b) relaxations
for the C andB models, which have the same Ti positio
relative to the SiC surface, indicates that this relative po
tioning is the most important factor in determining the inte
face energy. In both theC andB structures, the Ti sits si
multaneously above the centers of the triangles formed
nearest neighbor interfaceC atoms and above the secon
layer interface Si atoms. The difference between the tw
that in theB model the carbon atoms in the next layer on t
TiC side sit above the underlying Si atoms while in theC
model it sits above the interfaceC layer. This is illustrated in
Fig. 3.

The nearest neighbor cage ofC atoms around the inter
face Ti is thus the usual octahedron inB while it is a trian-
gular prism inC. While theB model thus provides a neare
neighbor cage exactly as in bulk TiC, and thus might
expected to have a significantly lower energy, this turns
not to be the case. The charge density plots in Fig. 4 sh
that the bonding of the interface Ti to the interface C is ve
similar to that to itsC neighbor on the TiC side in both theB
andC models.

In contrast, in the pureA position, the Ti sits directly
above the second layer Si atoms. In the unrelaxed pos
the Ti-Si distance is 1.88 Å, whereas after relaxation it
comes 2.30 Å. Even so, it is still considerably smaller tha

FIG. 3. Nearest neighbor carbon environments of the interfa
Ti atom in theB andC models.
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typical Ti-Si distance in Ti silicides which fall in the range
2.64<dTi-Si<2.80 Å.33 This suggests that the high energy o
theA configuration is due to the repulsion between Ti and S
whose nearest neighbor distance is unfavorably compress
In theC andB models on the other hand, the Ti sits at th
more comfortable distance of 2.59 Å from the Si atom. Th
charge density plot, indicates that in modelsB andC there is
rather little Ti-Si bond charge, suggesting little interaction a
all between Ti and Si. This is because of the nature of th
hybridization of the Ti orbitals which are already strongly
participating in Ti-C bonds.

The reason why the Ti-Si distance in theA model cannot
be stretched further can be understood as follows. Suppo
that the interface carbon atoms stay fixed with respect to t
underlying Si atoms so as to maintain their tetrahedral bon
ing environment as closely as possible. Then the bonding
the Ti to the interface carbon Ci weakens as the Ti recedes
from the interface. On the other hand, if the Ci were to move
along with the Ti, the Si-Ci bonding underneath would
weaken. Our calculations indicate that the ratios of th
Ti-Ci and Si-Ci to Ti-Si interplanar distances, with their sum
equaling the Ti-Si distance, stay the same during the rela
ation, meaning that some compromise between the tw
above tendencies occurs. In either case, we see that
weakening of the Ti-Ci and/or Si-Ci bonds will limit the
extent to which the Ti-Si distance can be expanded.

The charge densities exhibited in Fig. 4 reveals that the
is actually more charge in the Ti-Si bond region in the mod
A than in the other two. Furthermore, there is clearly a muc
weaker bonding of the Ti to the Ci in that model. This shows
that the bond-length analysis alone given in the precedi
paragraphs does not reveal the complete story. From
point of view of the charge densities, we see that modelsB
andC are characterized by three strong interface Ti-C bon

al

FIG. 4. Charge densities in modelsA, B, andC shown as a gray
scale and contour lines calculated in 313 slab models. The plane
passes through the nuclei of all atoms indicated and is the same
in Fig. 1.
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and three rather weak Ti-Si bonds. In modelA, there is a
somewhat stronger Ti-Si bond~which should nevertheless b
weaker than in the Ti silicides because of the remaining b
compression!; but there is only one of these and the thr
Ti-C interface bonds are significantly weaker than in t
other structures. So from this point of view it is rather t
weakened Ti-C bonds that are responsible for the higher
ergy of theA model. It is, however, interesting to note th
this severing of the Ti-Ci bonds results from the repulsio
between the Ti and Si.

One other point revealed in Fig. 4 is worth observing.
theC model, the C atoms in the second layer on the TiC s
is sufficiently close to the interfacial Ci atoms that there is a
nonnegligible interaction between the two. Effects ma
fested by this will be noted below.

Having rationalized the total energy differences in ter
of bond-length relaxations and total charge densities and
terplanar forces, it would at this point be desirable to furth
confirm these interpretations by inspection of the interfa
electronic densities of states. That is done below in S
IV C. Before that, however, we will compare our structur
results with the HREM results.

4. Comparison to HREM

A rigid body translation like that in ourC model was not
discussed explicitly by Chienet al.19 Nevertheless it is clea
from the suggested crystal structures in their paper and f
the electron micrographs that Ti atoms do not sit directly
top of Si atoms in the untwinned case. Thus those im
most likely corresponds to ourC model rather than to ourA
model. This inference is also consistent with the absence
substantial interplanar expansion. In fact, the interpla
Ti-Si distance they obtain by image simulations is 1.878
It is significant that this is very close to the ideal and t
relaxed distances obtained in modelsB andC. As explained
by the authors, the images show an apparent ‘‘gap’’ betw
bright spots at both interfaces which might naively be tak
as meaning an expansion of the interplanar distance. H
ever, they showed that the best image simulations were
tained when it is assumed that there is a contrast reve
between TiC and SiC. In other words, Ti spots are bright
Si-C pairs~not resolved! correspond to the dark spots. Su
a reversal is not an uncommon occurrence.

The next question that comes to mind is why the twinn
structure was observed on large flat terraces while the
twinned structure was found only on small~111! facets oc-
curring on step bunched~112! surfaces. Two possibilities
may be considered: either the twinned structure has a sig
cantly lower energy, or, the energies for both structures
fairly close and growth kinetics is responsible for the diffe
ence in their occurrence. Our present results indicate tha
latter is more likely. In fact, to the precision of our calcul
tions we find g i

B'g i
C . The occurrence of the untwinne

model for faceted surfaces is easily explained. Kinetic effe
due to step edges are well known from the growth of the S
on off-angle 6H-SiC surfaces. The small terrace sizes a
found to aid in maintaining the layer stacking of the su
strate. The same effect is expected in the present case w
steps are present on the TiC surface and terraces are sm
is more difficult to explain why the twinned structure appe
to be dominant on flat surfaces. If the energies are as clos
d
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our calculations indicate, we would expect to occasiona
also find the untwinned arrangement even if the untwinneC
model would have a slightly higher energy. In favor of th
assertion, we note that the SiC grown on top of TiC is fou
to exhibit numerous microtwins. In opposition to it is in fa
that the latter did not seem to originate directly at the int
face. We note, however, that to date only one experime
study has been made of the structure of this interface. S
nificant statistics for the relative frequency of occurrence
twinned versus untwinned interface structures is lacking.

A large energy difference between twinned and u
twinned structure as we found betweenA andB would make
the high energy structure unlikely even in the presence
steps. Thus, the observation of both structures, twinned
untwinned, is, in our opinion, an indication that both stru
tures have nearly equal energies, in agreement with our fi
ings for the small energy difference betweenC andB.

B. The Schottky barriers

There are a few factors which make the calculations o
Schottky barrier more difficult than the band offset betwe
two semiconductors34 particularly those with a small lattice
mismatch and the same valencies. For one thing, the dif
ence in the character of the bonding in the two compone
of the semiconductor/metal system is significant. This c
lead to appreciable relaxation at the interface. As no
above, we are including such effects. Secondly, as w
pointed out by Daset al.,35 the Schottky barrier heightFB

p ,
although a ground state property and, as such calcul
from Kohn-Sham density functional eigenvalues, must
principle include a possible discontinuity in the exchang
correlation potential across the interface. This is not includ
in the LDA. Unfortunately, no explicit approach is availab
to compute this discontinuity except for very simplifie
model systems.36 From a somewhat different point of view
one may also look at Schottky barrier heights as a differe
between one-electron excitation energies, which can be
culated, for example, by means of theGW method,25,37,38

~named after the original notations used in Ref. 25!. While
the corrections to LDA values found by this approach a
typically less than 0.1 eV for interfaces between semic
ductors, they are expected to be somewhat larger for th
involving a metal. Wenzienet al.39 obtain a value of
20.66 eV for the correction to the valence-band maximu
in 3C-SiC. Since the correction to LDA is believed to b
much smaller in a metal, we take the correction for the Fe
level of TiC to be zero. This would imply that all our LDA
values for the Schottky barrier height have to be increased
0.66 eV. In any case, even if the absolute value of
Schottky barrier height is somewhat uncertain, the LDA c
culations should be capable of providing the differences
barrier height for different interface structures. This w
demonstrated by Daset al.35 in their calculations for
NiSi2/Si. Their calculated Schottky bariers indeed undere
mated experimental values by about 0.5 eV but their va
for the difference in barriers for twinned and untwinne
structures~a situation rather similar to the present one! was
in agreement with experiment.

Our method to determine the Schottky barrier closely
sembles a procedure often used experimentally. The sch
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utilizes the simple fact that in the ‘‘bulk regions’’ of the
structure the separation of relevant ‘‘valence’’ energies~e.g.,
the Fermi energy of the metal and the valence-band ma
mum of the semiconductor! from core levels are the same as
in the bulk. Thus by using that energy difference along wit
the position of the core level in the structureEc(l) at layer
numberl, which essentially follows that of the average elec
trostatic potential in the structure, one obtains the position
the relevant valence energy relative to a common referen
energy in the entire structure. The relative position ofEF in
the TiC component is thus given by«(l)5Ec(l)
1(EF

TiC2Ec,0), whereEF
TiC2Ec,0 is the separation ofEF and

the core level in bulk TiC. We define« to be a similar quan-
tity for the SiC component except that it involves the
valence-band maximumEv instead ofEF . Since«(l) tracks
EF on the TiC side andEv on the SiC side, the difference
between its two ‘‘asymptotic’’ values~those forl→1` and
l→2`, wherel50 at the interface! gives us the Schottky
barrier.

In principle, we can use any of the core levels for thi
procedure, and they need not even be the same on each la
as long as we use the appropriateEF2Ec,0 . This was shown
in our previous report on the part of this work24 based on the
IDB models. In practice, there are slight variations due to th
fact that certain core levels track the electrostatic potent
more closely than others and because of slight differences
the bulk and interface computational parameters. In th
present case, we use the same core level, the C 1s, on both
sides of the interface. This seems preferable as it helps
reduce systematic errors. A better approximation of bulklik
behavior in the central layers on both sides of the interface
achieved in the larger cells. We thus used the large 616
layer slabs for theA and B structures for this purpose. A
313 layer slab was used forC. Figure 5 shows the variation
of « with the carbon layer number in the cells for the thre

FIG. 5. Schottky barrier determination. The quantity« defined
in the text is shown as function of carbon-layer numberl. It relates
to Ev on the SiC side and toEF on the TiC side. Layer 0 corre-
sponds to the common interface Ci . Ev in the central SiC layer
(l53) is chosen as reference so that the values on the right g
FB

p directly. The filled circles correspond to theA, the open squares
to theB, and the triangles to theC model ~for a 313 slab!.
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models. In this figure we have arbitrarily shifted« to be zero
at layerl523 on the SiC side. Thus the value of« on layer
l53 on the TiC side immediately gives the Schottky barr
FB

p for A andB. The layers64 and65 approach the two
surfaces and are thus less bulklike than the layer 3. Howe
one can clearly see that« reaches a plateau on either side
the interface within the few layers that comprise our comp
tational unit cell. Thus the curve yields a well-define
Schottky barrier. We obtainFB

p values of 1.0 eV for theA
structure, 1.2 eV for theB structure, and 1.1 eV for theC
structure. These values are in satisfactory accord with th
obtained from the IDB geometry~1.0 eV forA and 0.9 eV
for B! and from an independent estimate using the local d
sities of states~see below!.

The most remarkable thing about these values of
Schottky barrier height is that they are almost the same
all of the structures. The reasons for this will become cl
when we examine the electronic structure of the interface
Sec. IV C.

Including the LDA correction mentioned at the beginnin
of this section, our calculations predict the Schottky barr
to be 1.760.1 eV, with the uncertainty taken to be the d
ference between the two minimum energy structuresC and
B. The uncertainty in the LDA corrections is more difficu
to evaluate but is certainly larger than that. The above va
thus leads to the prediction of a Fermi level position at ab
2/3 of the gap measured from the valence-band for 3C-SiC
(Eg52.4 eV! and about half way in the gap for 6H-SiC
(Eg53.0 eV!.

The Schottky barrier height has to our knowledge n
been measured directly. However, it has been determined10,11

that strongly rectifying behavior occurs forp-type SiC while
Ohmic behavior could be obtained with n-type SiC. In ord
to be compatible with our results, we must assume that
Ohmic behavior results from tunneling through the Schot
barrier. The fact that the contact resistance on 3C-SiC ~Ref.
10! is lower than on 6H-SiC ~Ref. 11! by a factor of about
two could be viewed as being consistent with the fact t
our Fermi level is significantly closer to the conduction ba
edge in 3C-SiC than in 6H-SiC. However, the difference in
the tunneling probability due to the different barrier heigh
in the two polytypes would be expected to be much lar
than a factor of two. The structural quality of the interfa
undoubtedly plays an important role. In fact, the low valu
of specific contact resistance are probably primarily due
the better structural quality of the interface along with th
space-charge layers due to heavyn-type doping. They do not
necessarily reflect a true band lineup of the Fermi level w
the conduction band edge. Nevertheless, the above sh
that further improvement in the contact resistance would
possible if we could find a means for shifting the Fermi lev
higher into the gap.

Porteret al.7 reported values for Schottky barrier heigh
at as-deposited and annealed Ti/6H-SiC contacts measure
with a variety of techniques: current-voltage (I -V), capaci-
tance voltage (C-V), and XPS. Formation of an interfacia
layer of TiC was observed in these annealed structures,
with an additional formation of Ti silicides further awa
from the interface with SiC. Because the Fermi levels in
metals~TiC, Ti-silicide, and unreacted Ti! must align, one
could thus attempt to interpret the annealed values as co

ve
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sponding to the SiC/TiC barrier height. However, the int
faces were not homogeneous. The effective barrier heig
thus influenced by parts of the interface where Ti silicides
pure Ti is in direct contact with SiC. It may also be influ
enced by defects occurring at these less well-matched in
faces. This of course makes the interpretation difficult. N
ertheless, their values for the electron SBH, i.e.,FB

n

5Ec2EF , are about 0.79–0.88 eV for as-deposited a
about 0.86–1.04 eV for annealed. These values are so
what smaller than the presently calculated values, but, g
the uncertainties mentioned, are not too far from our resu
Furthermore, since pure Ti/SiC appears to have a sma
SBH than TiC/SiC and influences the effective value for
annealed sample, one could infer that the reported value
vides an underestimate of the pure TiC/SiC SBH.

It is also of interest to compare our predicted values w
those of the Schottky theory. In that theory, the Schot
barrier height is expected to be simply the difference in w
functions. The work function for 6H-SiC has been reporte
to be 4.8060.05 eV.40 For the work function of TiC, experi-
mental values between 3.8 and 4.1 have been reported w
theoretical calculations gave 4.6~Refs. 42! and 4.7 eV.41 The
discrepancy between the measured and calculated values
proposed42 to be due primarily to the existence of carbo
vacancies in TiC. In fact, one finds that the work function
TiC x increases withx. The Schottky theory would thus giv
a p-type Schottky barrier of 0.1–1.0 eV. This is rather d
ferent from our value of 1.7 eV. We will show below that th
Schottky barrier in this system is strongly influenced
Fermi level pinning at interface states. As such, the Scho
limit is not expected to apply.

FIG. 6. Densities of states for different layers of SiC in t
~616! slab geometry for theA structure~left graph! andB structure
~right graph!. The upper curve is for SiC at the interface~the C of
which are on the mutual carbon layer with TiC!, while the curves
for the other layers are shifted down. The lowest curve is for SiC
the interface with ‘‘vacuum.’’ The energies are relative to the Fe
energy. The dashed curve in the middle shows a bulk SiC DOS
comparison. Arrows indicate interface and surface states.
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C. Electronic structure

In this section we present results for the electronic str
ture of the interface primarily by inspecting partial densiti
of states~PDOS!. These provide insights into essentially a
properties and aspects of the interface, e.g., the interfa
bonding and energetics and the origin of the Schottky bar
height.

Since the PDOS for the IDB models were show
elsewhere,24 here we present only the results for the sl
1slab geometries. These permit a more accurate evalua
of the interface electronic structure features and their de
into the bulk because of the larger number of layers that w
employed in these models.

Figures 6 and 7 display the PDOS for the six layers of S
and the six layers of TiC, respectively, in theA andB su-
percells. It is apparent that the shape of PDOS in the sec
through fifth layers from the interface are almost identical
the two structures. Moreover, they are similar to those for
respective bulk materials, shown in dashed lines, when
latter are appropriately shifted. The shifts in energy requi
to achieve this ‘‘best alignment’’ have uncertainties of
least 0.1 eV. With this alignment, the SiC valence-ba
maximum is found to occur 0.9 eV below the Fermi level
the slab which coincides with that of bulk TiC. We thu
obtain an independent estimate of the Schottky barrier of
60.1 eV for both models, a result in good agreement w
the values obtained above using core levels.

While the PDOS for the second through fifth layers diff
very little from each other they differ from that for the sixt
layer, which interfaces with ‘‘vacuum’’ and which exhibit
additional peaks due to surface effects, namely, dang
bonds. These results indicate that the three interfaces in

t
i
or

FIG. 7. Densities of states for different layers of TiC in th
~616! slab geometry for theA structure~left graph! andB structure
~right graph!. The upper curve is for TiC at the interface~theC of
which are on the mutual carbon layer with SiC!, while the curves
for the other layers are shifted down. The lowest curve is for TiC
the interface with ‘‘vacuum.’’ The energies are relative to the Fer
energy. The dashed curve in the middle shows a bulk TiC DOS
comparison. Arrows indicate interface and surface states.
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supercell~one the object of our study, the other two inte
faces with the ‘‘vacuum’’! have significant effects only on
adjacent layers. The PDOS for the SiC adjacent to the in
face shows a fairly wide distribution of interface states in
gap, which is indicated by an arrow. These states are c
monly referred to as metal induced gap states, or MIG’s,
are basically the tails of the TiC states into the SiC.

The PDOS for the Ti layer nearest to the interface
shown in greater detail around the Fermi level Fig. 8. In e
of the three structures the Fermi level is located precisely
a DOS peak which does not appear in the bulk. That is,EF is
pinned at an ‘‘interface state.’’ The peaks in theA andB
models have very similar amplitudes and widths while t
for C is broader. The latter appears to be the overlap of
peak corresponding to those inA andB with the one above
it. The Fermi level states are found to have mainly Tid t2g
character, with a weak admixture (;0.2! of C p functions
from analysis of the orbital projected densities of states
partial charge densities shown in Fig. 9. The contributio
from Si atoms to these states are negligible. This fac
consistent with the similarity of the interface states in bo
structures.

The most prominent peak in Fig. 8, which lies
;2.1–2.3 eV in theA andB models and;2.8 eV inC,
reflects a major Ti peak in bulk TiC. The relative upwar
shift of this peak for theC-structure results from the fact tha
interface Ti is not bonded octahedrally to its carbon nei
bors.

Figure 9 shows partial charge densities from a region
energy of60.5 eV around the Fermi level. It shows clear
that the largest contribution near the interface is Tid t2g and
is very similar in all three models. To identify the atoms
this figure, it is useful to compare it with Fig. 4. The inte
face occurs roughly in the middle of the figure. The oth
sizable contributions to the charge density in this energy
gion appear near the top and bottom of the figure and co
spond to surface states. These surfaces states are extra

FIG. 8. Densities of states for the Ti layer nearest to the in
face for the relaxedA, B, andC structures in the~616! slab geom-
etry. The energies are relative to the Fermi energy.
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to the central concerns of this study; moreover, these su
faces were not relaxed or reconstructed.

Nevertheless, it is clear that the interface states are clos
related to corresponding free surface states. Due to the t
mination of the TiC lattice in Ti with the common Ci layer
being more closely bound to SiC, we obtain unbounded
d-t2g states which produce a peak at the density of states.
the vacuum end, our model ends with a C layer on the TiC
side. Hence the surface states there are somewhat shifted
energy from the ones near the interface. Both are indicat
by arrows in Fig. 7. TiC surface states were previously stu
ied by Wimmeret al.41 and Priceet al.42 for TiC $001% and
by Fujimori et al.43 for both the$111% and $001% surfaces.

Figure 10 displays the DOS for the interfacial carbo
layer, the layer which is shared by both the SiC and TiC
parts of the structure. As might be expected from the fact th
this carbon layer could be considered ‘‘the interface,’’ or, a
least the layer in the center of the interface, it is the one mo
sensitive to the details of the structure. Thus greater diffe
ences between various spectra might be expected here t
in the interface Ti layer~Fig. 8!. The most significant overall
difference is that the spectra forB andC, which are gener-
ally fairly similar, are shifted downward relative to the spec
trum forA by roughly 2 eV. This reflects the fact thatB and
C have appreciably lower total energies thanA. Another
prominent difference in the three PDOS is the peak
21.3 eV in the spectrum forC.

To pursue the issue further, we show the PDOS for th
carbon atoms in the carbon layer adjacent to the interface
the TiC side in Fig. 11. The spectrum for C in bulk TiC is
displayed as the dotted curve for comparison purposes. T
relevant feature in this set of curves is the reappearance o
peak at21.3 eV for the C structure. The presence of thi

r-

FIG. 9. Partial charge densities of states in a narrow ener
window around the Fermi level in modelsA, B, andC shown as a
gray scale and contour lines calculated in 313 slab models. The
plane passes through the nuclei of all atoms indicated and is t
same as the one in Fig. 1.
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peak here as well as for the interfacial Ti and C atoms for
c model is again a manifestation of the nonoctahedral bo
ing of the interfacial Ti to its carbon neighbors.

D. Optical spectra of interface

Since optical properties reflect the electronic structure o
system, it is of interest to see if they could effectively
used to detect the interface states shown here to play
essential role in determining the Schottky barrier heig
What makes this an even more attractive possibility than
other interface systems is the fact that SiC is transparen
the visible.

We are concerned here with the optical properties as
pressed by the frequency dependent dielectric function a
ciated with direct interband transitions. It is also of interes
see if these properties are sufficiently different for the th
structural models that the frequency dependent dielec
function could serve as a tool to distinguish between the

Because of the presence of the interface there is a un
principal axis of the dielectric function tensor, which is alo
the normal to the interface. And, because of the three
symmetry there are two degenerate axes perpendicular to
direction. There are thus two independent components
both the real,e1(v), and imaginary part,e2(v), of the com-
plex e(v) tensor. We have calculated the contributions
e2(v) from the interband transitions including the compu
tion of the dipole matrix elements~see, e.g., Refs. 44,45 fo
details!. The real part,e1(v), could be obtained from
e2(v) by a Kramers-Kronig transformation if it is neede
Although we used a full-potential method in all other phas
of this work, we used the scalar relativistic LMTO method
the ASA ~Ref. 46! to obtain the electronic structure used
the calculation ofe2(v). However, the positions of the a
oms were taken to be those determined by the FP calc
tions. The tetrahedron method with 585kW points in the irre-
ducible wedge was used for the Brillouin zone integratio

FIG. 10. Densities of states for the interfacial carbon layer
the relaxedA, B, andC structures in the slab geometry. The ene
gies are relative to the Fermi energy.
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The computations were carried out for the three structures
order to exclude possible contributions from the extrane
surface states which appear from interfaces with the vacu
we performed all of the dielectric tensor calculations us
supercells with the IDB geometry. As was noted in Sec.
the IDB supercell for theC model of the same size as thos
used for theA andB models differs from them in that its
translation vector lying out of the interface plane is not o
thogonal to that plane. That fact, however, does not int
duce any fundamental difficulties here. In contrast to
computations of the total energies, here we will not be c
cerned with quantitative differences between the results
the different structures.

A problem in calculatinge2(v) over even moderately
wide energy range for our system arises from the role
corrections to the LDA. In semiconductors, this is frequen
referred to as the ‘‘gap problem.’’ For the most comm
polytypes of SiC it was found that a constant shift of abou
eV of the bands at and above the fundamental band ga
needed to bring the calculated reflectivity into agreem
with measured values.47 This shift is in fairly good accord
with that found in recentGW calculations.39 At the present
moment, however, we do not have a similar knowledge
the corrections for TiC. We could only anticipate that th
would be smaller because TiC is metallic.

These problems are most severe for energies near
above the band gap of SiC. Since we are here prima
concerned with the role of the interface states which are m
important at relatively low energies@,Eg~SiC!# and are
aiming at qualitative effects, we will utilize the LDA band
We also recall that there are no direct interband transition
SiC for \v,5.5 eV and there are only weak contribution
from TiC.

Figure 12 shows the interband contributions toe2(v) for
\v,4.0 eV for the three structures and both polarizatio
The major relevant features that can be drawn from Fig.
are as follows:~1! though both components of the system a

FIG. 11. Densities of states for the carbon layer adjacent to
interface on the TiC side for the relaxedA, B, andC structures in
the slab geometry. The superposed dotted line is for bulk TiC.
energies are relative to the Fermi energy.
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cubic, the components forEW'cW andEW icW are quite different
— the difference reflecting the presence of the interface;
~2! there are significant differences between the spectra foA
andB on the one hand andC on the other. The peaks at low
energy arise mainly from interface states aroundEF . The
strong covalent bonding typical of the carbides strongly
mixes the Tid and Cp states resulting in charge transf
interband transitions.48 As mentioned earlier, the Si atom
are not strongly involved in the interface states and con
quently do not play a significant role ine2.

To emphasize the contributions from the interface,
have computed the polarization ratio

z~v!5
e2,'~v!2e2,i~v!

e2,'~v!1e2,i~v!
, ~4!

the values of which are restricted to the range21 to 1.
Because contributions from the cubic bulklike regions
polarization independent, they cancel out ofz. The values of
z(v) in the infrared region\v, 1 eV for the three models
are shown in Fig. 13. The key feature of these results is
while the differences betweenz ’s for A andB are relatively
small they are huge between those ratios and that forC. Our
inability to use this optical properties to distinguish betwe
the A andB structures is in fact not too serious, since t
relatively high energyA model is, in fact, an unlikely candi
date structure. On the other hand, the large differences in
ratios for the likely B and C structures, particularly for
\v,0.5 eV, suggest a promising means for distinguish
between the two.

The complete dielectric function, of course, also includ
the contributions from intraband transitions, namely,
Drude term, which are concentrated at low energies. S
these contributions are proportional to the square of
plasma frequency,vp , and that quantity is expected to b
less than 1021 of the corresponding value for a good met

FIG. 12. The imaginary part of dielectric functione2(v) for
light polarized parallel to the interfacial plane~three upper curves!
and perpendicular to it~three lower curves!. Solid lines are used for
theA model, dotted for theB model, and dashed for theC model.
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we see that the Drude contributions will be quite wea
Moreover, like the other contributions toe2(v), those from
the bulklike regime will cancel out ofz. Only those arising
from the few layers adjacent to the interface will not com
pletely cancel.

V. SUMMARY

The main results of the paper are as follows. Based on
results of HREM studies and on physical arguments we id
tified three likely trial structures for the TiC/SiC$111% inter-
face. We calculated and compared their electronic struc
and total energies. These models all have a common ca
layer at the interface and a common carbon sublattice sh
by the two components. The sublattice is twinned in one
the models. The two low energy structures, labeledB andC,
which are, respectively, twinned and untwinned configu
tions, are found to have energies which are quite close
are significantly lower than the third structure which is u
twinned and denotedA. In both of the low energy structures
the Ti atoms are located in the hollow sites in between s
surface Si atoms. The metastable higher energy structure
the Ti directly above the Si in which case there is an un
vorable repulsion between the two. While relaxation acco
modates for this Ti-Si bond compression to some exten
cannot lead to the bond’s achieving its equilibrium leng
without adversely affecting the interfacial Ti-C bonds. Th
results in a less favorable energetic compromise. The ca
lations predict an almost perfect interface interplanar d
tance for bothC andB models. The calculations also predi
that the favorable untwinned configuration corresponds t
rigid body translation parallel to the interface so as to br
the Ti into the above-mentioned position. These predictio
were shown to be in good agreement with HREM ima
simulations. The higher energy untwinnedA structure would
have a much larger interplanar spacing and is not consis

FIG. 13. The polarization ratio functionz(v) ~see text! in the
infrared region\v,1 eV for the three models. Solid line corre
sponds to theA model, dotted to theB model, and dashed to theC
model.
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with experimental images. The nearly equal energies of
twinned and untwinned modelsB andC indicates that the
preferred occurrence of the untwinned configuration
stepped surfaces is related to step-flow growth rather than
energetic difference. The steps ensure the continuation of
cubic stacking. This principle is similar to the stabilization o
6H-SiC on stepped 6H substrates.49 The reason for the pre-
dominance of the twinned form on large flat areas of~111!
surface is not clear given that we find the twinned and u
twinned forms to have energies that are so close.

While significant energy differences were found betwe
the A model and theB andC models, we found all three
models have almost the same Schottky barriers. This sit
tion is rather different from, for example, NiSi2/Si,

35 and at
first rather surprising and interesting. This should, howev
not be taken as evidence that Schottky barriers are relate
bulk properties only, nor does it support the Schottky theo
of Schottky barrier heights, i.e., that they are the differenc
between work functions. In fact, we find that the Fermi lev
is strongly pinned by interface states. The explanation for
structure independence is that the states pinning the Fe
level are primarily Ti nonbonding states not participating
the interfacial bond formation. We demonstrated this bo
using PDOS and plots of interface state charge density. O
analysis of the electronic structure of$111%SiC-TiC inter-
faces also shows that these states~which appear in the band
gap of SiC! are localized within two lattice planes from the
interface.

We found the Fermi level to be pinned at about 2/3 of t
gap of 3C-SiC measured from the valence-band edge whe
e
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e
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correction to the LDA for the valence-band maximum of S
is taken into account. For 6H-SiC, the Fermi level position
would then be at about midgap if as expected the valen
band maximum to Fermi level lineup is assumed to be
same as in the cubic form. This is in qualitative agreem
with the observation of lower specific contact resistance
Ohmic contacts ton-type 3C-SiC than to 6H-SiC. It indi-
cates though that in both cases these are tunneling con
rather than true band line-up Ohmic contacts.

Finally, we showed that the interface states pinning
Fermi level have a characteristic contribution to the opti
response function. Although it lies in the IR and as such m
overlap with the rather weak Drude term of bulk TiC, it wa
shown to posess strong anisotropy with respect to the in
face plane which should allow one to distinguish it from bu
contributions. We think this is a promising technique, p
haps along with internal photoemission, to probe these in
face states and to experimentally verify the predictions
this theoretical work.
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