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Nonlinear current response of a many-level tunneling system: Generation of higher harmonics
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The fully nonlinear response of a many-level noninteracting tunneling system to a strong alternating field of
high frequencyw is studied in terms of the Schwinger-Keldysh nonequilibrium Green’s functions. The non-
linear time dependent tunneling currdi(t) is calculated exactly and its resonance structure is elucidated. In
particular, it is shown that under certain reasonable conditions on the physical parameters, the Fourier com-
ponentl, is sharply peaked at=(AE/%w), where AE is the spacing between two levels. This frequency
multiplication results from the highly nonlinear processhgbhoton absorptiofior emission by the tunneling
system. It is also conjectured that this efféshich so far is studied mainly in the context of nonlinear optics
might be experimentally feasiblES0163-18207)04924-2

[. INTRODUCTION effect, namely, frequency multiplication of the current re-
sponse. As a theoretical model one may consider a double-
The physics of resonant tunneling through a single quanbarrier resonance tunneling system containing at least two
tum well has been at the center of theoretical and experimerguantum levels whose spaciddge introduces a new energy
tal activity for more than two decades. Electréor hole scale into the problem. The system is then subject to a strong
confinement between penetrable barriers in a semiconductononochromatic ac voltage of strenditi and frequencyw,
enables the investigation of numerous important phenomenathich results in a nonlinear current respomég, the main
such as negative differential resistance, Coulomb blockad@bject of our study. The combination of strong ac electric
single electron tunneling, single electron pump, and manyield and level interaction with the reservoirs might lead to
others. The pertinent physics is very attractive both becausgansitions between these levels which are assisted by many-
of its richness and its potential device oriented nature. photon emissiorior absorptiol, a highly nonlinear effect. It
At the core of the phenomena of resonance tunneling liesan be analyzed in terms of the Fourier componéntsf the
the relatively simple picture of a small cavity connected bycurrentl(t). In linear response, one expet¢tsandl, to be
tunneling barriers to two reservoirs of partickgdso termed the only nonzero components. Here, however, higher com-
as leads The dimensions of the cavity are small enough soponents may be significant. As we show beldyas a func-
that the energy levels inside it are well separated. These levion of n is peaked ah=AE/#w, namely, there is a reso-
els might be either single-particle levels whose spacing i:mance whem photons are absorbed or emitted following the
determined solely by geometrical considerations or a fewransition between the two levels. The transition occurs due
particle levels determined by interactiofas in the Coulomb to resonant tunneling from one of the levels to a lead and
blockade systems If there is a difference between the then to the other level. Frequency multiplication is familiar
chemical potential of the left leagu() and that of the right in nonlinear optics but, to the best of our knowledge has not
lead, (ug) a tunneling current occurs between the two leadsyet been investigated in microelectronics. We give below
If an energy level of electrons in the cavity occurs betweersome realistic estimates of this effect.
m and ug this current displays a resonance structure. Evi- As for the theoretical treatment of the above model, we
dently, the pertinent physics is time independent, namelystart from the familiar tunneling Hamiltonian and employ the
one speaks here of a dc. Moreover, in many cases, resonanSehwinger-Keldysh nonequilibrium Green’s functions,
tunneling through a single level can be treated within thethrough which the current is calculated in a straightforward
formalism of the linear response. way. In order to avoid complications while stressing the im-
Recently, interest is directed toward nonlinear time-portant role of two-level quantum wells we restrict ourselves
dependent transport phenomena in double-barrier resonaniethis work to noninteracting particles. As we explain in the
tunneling systems. Experimentally, the investigation of thenext section we believe it to be a good model for the calcu-
ac in mesoscopic devices proves to be feadiliiéet, theo-  lation of ac in quantum wells. We also argue there that the
retical analysis of the above experiment remains in the realmurrent response of a Coulomb blockade system in which the
of linear responsé? interaction is reflected through the charging energy is likely
The relevant physics inevitably becomes richer and moré¢o posses footprints of one-particle motion. In particular, we
difficult to analyze. It touches upon qualitatively new phe-think that the high freqency resonance leading to frequency
nomena which depend on how space- and time-dependentultiplication which we describe in the present paper will
electronic states interfere. Among the effects which are inshow also in quantum dots. Of course, quantative treatment
herently based on nonlinear response one might considef the nonlinear ac response of a general interacting system
electron pumps;”’ lasers® photon-assisted tunnelifg**and  in a resonance tunneling device goes beyond the scope of the
others. present work.
In the present work we concentrate on a relatively new In the following section the problem is formulated, and
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EA By application of an external gate potenti&t!:28-374The
T~ electrons then move along the layers but their movement is
central restricted by the external repulsive potential. The gate is
oad region shaped such that the electrons move in one direction and two
" £ barriers are formed in their way3) By placing an impurity
L ’ ; :~38,39,41
% in a tunnel barrief
Vi € fead In order to describe the dynamics of the system we use
GaAs / \ Wr the tunneling Hamiltonian formalism suggested a long time
Al Ga. b G3As ago*?*3 The total Hamiltonian is
X971 -x GaAs R
> H(t)=H+Hadt) +Hr, (1)
where

FIG. 1. Schematic energy diagram of the conduction band for an
AlL,Ga _,As quantum well in the absence of an ac fietdis the
axis perpendicular to the layeys, andug are the left and the right H¢= Ek eakay > €nChCn+ > pr;bp 2
chemical potentials correspondentl§;, andVy are the energies of " P
the conduction band bottoms of the leadsande, are the energies is the Hamiltonian of free particles with neither ac field nor
of the levels in the central region. coupling between the leads and the central region. Here
€, €, ande, are free-particle energies in the left lead, the

the various parts of the pertinent Hamiltonians are definegentral region, and the right lead, respectively. The energy is
and justified. Then, in Sec. Ill the method of solution in taken with respect to the bottom of the conduction band in
terms of the Keldysh Green’s function is introduced. In par-the central region. The operata$, ay, b;r,, by, ¢!, c, are
ticular, the free particle Green’s functions are written downcreation and annihilation operators in the leads and in the
and the Dyson equation for the “lesser” Green’s function iscentral region. Furthermor&,(p) are momenta in the direc-
derived. Section IV is devoted to the discussion of the tuntion perpendicular to the layers, amdcounts the levels in
neling current. An exact expression for the current is derivedhe central regiorfhereafterk (p) refer to the left(right)

in terms of Keldysh Green’s functions and the origin of reso-lead,n, m, n’, m" — to the central regioh The summation
nances in the nonlinear response is explicitly elucidatedover n in Eq. (2) expresses the presence of more than one
Analysis of higher harmonic generation is carried out in Secenergy level. The third term,

V, where numerical results are presented and the conditions

for obtaining peaks at higher harmonics are discussed. The, _ L At L* of Rt R T

paper is then concluded with a short summary. In AppendierT_kEm (T”kC”akJrT”kakC“H% (TonPpCnt Ton Cabp)

A there is a proof that a pure time dependent potential has no 3

physically obser\_/abl_e effect, while some tec_hmcal point ®is the part responsible for the tunneling through the barriers.

lated to the derivation of Dyson equation in the KeIdyshTL(R) i ; trix el s bet the lead dth

formalism is explained in Appendix B. nk(p) @r€ transier matrix elements between the leads and the
central region. Finally, the time dependent part is

Il. FORMULATION OF THE PROBLEM Had D) =W, sin(wt) S, aja+ Wesin(wt) S, bib,, (4)
K P

We consider a structure where a charge carrier has two
barriers on its way like the one drawn in Fig. 1. This struc-whereW_gsin(wt) are potential shifts of the leads with re-
ture is analogous to the Fabry-Perot resonator — the motiofpect to the central region caused by an external ac potential.
of a carrier is almost quantized in the central region but itdc-potential shifts are included into the energigg, ) . The
still can escape into the leads. Thus the energy levels of therrangement in whichV_ and Wg have opposite signs cor-
central region provide resonances for the transmission of theesponds to an application of an ac bias as it was done in a
charge carries from one lead to another. Hereafter we wilfew experiment$®“234 The choiceW, =Wpg describes an
speak about electrons. The same type of structure can @pplication of an ac voltage to the gate electrode superim-
made for holes but the degeneracy of the valence band cgrosed on the central regigeee Refs. 10 and 11We notice
complicate the calculation. An arbitrary combination of dc here that shifting both leads togeth@aving the potential of
and ac potentials is applied to the above structthe poten-  the central region fixgdis equivalent to shifting the central
tial differences are still required to be small compared withregion (having the potentials of the leads fixedince an
the Fermi energigs Our main goal is to calculate the time- application of a uniform(time-dependentpotential is not
dependent currents in the system. observable even if it is arbitrary strong and arbitrary fase

Before doing this let us mention possible experimentalAppendix A). The situationW, =0, Wg#0 corresponds to
realizations. Practically a two-barrier structure can be fabrian application of an ac voltage only to one barrier as it was
cated in several ways, e.d1) by putting several layers of done in the experiment reported in Ref. 10.
different semiconductors having matching lattices and differ- Our choice ofH .. is based on the following assumptions:
ent gap widths one on top of the othé?~%’ The electrons (1) The electrons in the leads respond to an applied field
then move in the direction perpendicular to the layers. As awvery fast since we deal with the frequencies much less than
example, the profile of the conduction band for a particulathe plasma frequency. It means that any change of the exter-
case of a GaA#l,Ga _,As structure is shown in Fig. 12)  nal potential causes an immediate rearrangement of the elec-



55 NONLINEAR CURRENT RESPONSE OF A MANY-LEVEL ... 16 361
trons. In other words, the internal potential responds venglectrons will escape into the leads. Then it is roughly de-
quickly to an external field** scribed by the noniteracting model. Of course, the full quan-
(2) The concentration of the electrons in the leads is higHative treatment of a quantum dot in an external ac field is
enough to screen an external fiéfa4” Therefore the poten- beyond the capabilities of this model. But we think that the
tial is uniform in the leads and drops in the features of the one-particle motion found in the present
barriers?444547-55 work, in particular the high fregency resonance leading to
(3) We used a widespread assumptftd?>**6that the frequency multiplication, will show in the interacting system

probability of direct transitions between the energy levels inf0- . o _ _

the central region due to the ac field is small and can be Strictly speaking, the Hamiltoniafl) is one dimensional.

neglected. In realistic quantum wells there are, of course lateral degrees
We do not restrict our consideration to the case of smalPf freedom provided by the motion along the layers. But at

W, , W (linear response They can be arbitrary large. A €Very particular value of the lateral momentum the problem

strong ac field V> o or Wg>w) leads to a nonlinearity. is one dimensional. Even if the dependence of electron en-

One of its signatures is the generation of current harmonic§9Y On the lateral momentum is important the total current

with frequencies much larger thas can be found by the simple integration over it. The lateral
The Hamiltonian(1) does not include Coulomb interac- degrees of freedom can be removed by a magnetic field per-

tion. We think it is a good approximation for quantum wells. Pendicular to the layers.

Noninteracting model has been widely used for their treat-

ment(Refs. 44, 45, 47, 49-51, 57—-64 and othefhe Cou- lll. SOLUTION IN TERMS OF KELDYSH GREEN'S

lomb interaction can be included in the framework of the FUNCTIONS

mean-field approximatidfi®®~®’because the number of elec-

trons in céugntum wells IS vdery Ia:jge. Then its mfluenhce 'Sthe electron propagation. To this end we employ the non-
expressed in concentration-dependent corrections to the ONEquilibrium Green's function technique suggested by

particle energieg,,. It can lead to some changes in the de'Schwinger‘” Kadanoff and Bayn® and Keldysh! (for a
pendence of the (;ngg_%t on the dc biaach as the appear- qie\y see Refs. 52,72-¥6Since no equilibrium is required
ance of a hystere 5. or, may be, on the. magnitude O.f one can rigorously consider large perturbations and high fre-
the frequency of the ac field. Nevertheless, if the p°p“|a“°rhuencies drawing the system far from its steady state. The

of the energy levels does not change drastically during th?nethod uses a time variable defined on two sides of the real
period of the ac field the physics of the electron-photon in-

: . . oo . . raxis. It is equivalent to the introduction of twindependent
teraction remains essentially within the |ndependent—partlcl%reen,S functions, one of which characterizes the dynamical
model. '

. . ) . properties of the particles the other one describes their
In quantum dots competition of Coulomb interaction with distribution’?

positive gate potential restricts the number of possible charge |, is convenient to use the following two Green's func-

states. If the gate voltage is less than the Coulomb interactiof, o (the others can be expressed through them
energy this number is two, namely, one of them Naslec-

In order to work out the current we first have to analyze

trons and the other one hakt+ 1 electron®® (typically N is G i(ty,t)= —i g(tl_t)@i(tl)gp;f(tH quT(t)@i(tl)),
about 10—-10D Tunneling of an electron then blocks the tun- ' (5)
neling of any other one. In the framework of the classical

Coulomb blockade model, where the charging energy does ij(tl,t)=i<(p;r(t)goi(t1)>,

not depend on the population of different energy levels but T . . .
only on the total amount of electrons in the dot, this is theVherei(t,) (¢; (1)) are operators |nTthe H$|senb$rg picture
main effect of the Coulomb interactio@t least at tempera- "€Presentinga(ts), cn(ta), by(ts) (@y(t), ca(t), by(t)) in
tures higher than the Kondo temperafurEherefore, if the —correspondence with what values the indekemnd | take
number of electrons in the dot is fixed, the motion of every(k. n, or p). The first Green’s function is the usual retarded
electron is largely determined by geometrical consideration&reen’s function. The advanced Green’s functi@fJ is its

as in the noninteracting model. The Coulomb interaction ofHermitian conjugate that i$?(t,,t)=[Gji(t,t;)]*. The

an electron with the other ones just provides it with the po-other one contains information about the distribution of elec-
tential energy to overcome the gate potential. This statemerttons and their correlations. A{=t it gives the one-particle

is clearly seen from inspection of the Coulomb blockadedensity matrix p):’? Gﬁ(t,t)=inij(t), where N is the
Hamiltonian Hy): Hd:Ei(ei—e\/)ni+%Ei¢jUninj number of particles in the system. The advantage of the
=3i(,—eV+UN)n;, whereV is the gate potentiall is  method is that it treat&" andG = in a unified manner. Both
the Coulomb energyi,j are the numbers of energy levels of of them can be found through the Dyson’s equafibn:

the dot, andh; are their occupations. In the systems we speak P r

about here tunneling through the barriers is small. Although G'=g'[1+2'G], (6)

it provides all the current the electrons are kept in the central

region (or in the leads most of the time. Within the master GT=[1+G'X]g"[1+2°G ]+ G'Z~G" @
equation approach we would say that the probability of oneHere multiplication implies the summatidior integration
of the electrons to tunnel from the dot to a lead during theover space variables and integration over tigieandg™ are
time At is P=(1—e "4Ye N'At<T'At. In the lowest order Green’s functions defined as E@) but for an unperturbed
approximation we can consider the motion of every electrorHamiltonian, 2", 22, and 2= are proper irreducible self-
in the ac field neglecting the possibility that one of the otherenergies.
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) dix B) that only two of them remain after a long enough
a period of time has passed from the moment the tunneling
was switched on

+ oo + oo
Grm(ty,t)= 2 f f dtzdtsG;nr(tl.tz)
n/m/ — 00 — 00

XYn/m/(tz,t3)G%/m(t3at)y (11)

b) where

Yo (t2 ,t3)EY'|;,m,(t2 it3) +Y,F:/m/(t2 it3), (12

L L L
. . . anm/(tgytg,)fz Tn,kgk<k(t2,t3)Tkm,,
FIG. 2. Tunneling diagrams. A cross denotes a tunneling event, k

a thin line denotes a free propagator, and a thick line denotes a full
propagator.(a) Dyson’s equation. Only a single tunneling event R _ R < R
contributes to the self-energgb) Any other diagram is reducible. Yn'm'(t21t3)=§p: Tn’pgpp(t2’t3)Tpm' :

An application of the formalism to tunneling systems is We notice thatG,,, does not depend on the initial distribu-
especially powerful if one chooses; as a perturbatioh.  tion of electrons in the central regioithe reason is that
Then the self- energles assume a very Slmple form: gn<m does not appear in formu|@_1)] It depends On|y on
their distributions in the leads throug}, andg;,

Er(a)=2r<a) a_yr@—g . :
Kk’ pp’ kp pk ' It is easy to show(see Appendix A that even under a
; a time-dependent potential of an arbitrary large amplitude and
= 2 Tnk' an arbitrary high frequency the Green'’s functions for elec-
; a trons in isolated leads are given by “adiabaticlike” expres-
kn=2kn=Tin=Trk » sions:
) t
) ) 2
She=20=Thy O (t2,t3) = =i S 19(t2_'[3)9—|Jt [Hi+Hadt) i dt
3
r _wya R _ TRx% .
Epn_E T Tﬂp ’ :_|5kk/0(t2_t3)
E <— 0. xXe~ ie(ty—t3)+i(W /w)[cog wty) — cog wt3)] , (13)

This is due to the fact that any vertex causedHiyhas only
two entries. The only diagram contributing to an wredumblegkk,(t2 t3) =16 fLee— f [Hi+ Hadt) Jdt
self-energy is the simplest one drawn in Figa)2 The next
one drawn in Fig. @) is already reducible. i —ie(ty—tg) +i(W /w)[cog wty) — O wtz)]
. . . |5kk’f (Ek)e ,
In the next section we will show that tunneling currents
can be expressed solely in terms of the Green’s functions iprovided that the time-dependent perturbing potentisl)
the central region. To find these functions we iterate Y. is uniform in every lead. Herg],, denotes matrix element,
and get fL(e)=1Hexp (ex— )/ k®]+1} is the Fermi function for
e s the left lead,u, is its chemical potential, an® is the tem-
o0 0 < .
Gﬂm(tlyt)zgﬁm(tl,t)sz f f dt,dtagh (t1,t5) perature. Formulas fcg:)p,, Oppr Can be obtained from Eq.
n' S S (13) by replacement&,k’—p,p’, W, —Wg, u — ur-
r Now we substitute Eq(13) into Egs.(10) and (12) and
X X (12,13) Gy (T3, 1), ©) replace the sum oveq, p by an integral over energy. Fur-
L R ther, we assume wide energy bands in the leads and approxi-
Xon (t2,13) =X (12,t5) + X0 (T2, 13), (100 mate the elastic couplings to the leaB- " (ep))) by
Lorentzian functiong®

Xy (t2,t3)= E Trdki(t2,t) T 2

Ty (€)=2mp(e) TrT =T} (14

"2 p?’
R
nn/(tz,t3) E Tnpgpp(tZ!tB)TpnI- R . D2
an’(ED)EZWp( p)Tnp pn’ an’m'
Equations(7) and (8) establish an algorithm for calculat- P
ing G;,, Without an iteration but nevertheless it containsSince in the real experimental systems the bandwidths are

eleven terms on the right hand side. We shovsst Appen- usually much larger than other relevant energy scaW's (
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, dc - bias®, T, etc), we take the limitD— where itis  wherel',=T,,+I'", I'" are intrinsic level widths due to

possible. Substitutingl3) and (14) into (10) we obtain inelastic interactions, leakage of electrons into lateral direc-
tions, etc. This is equivalent to the widely used assumption
xﬁn,(tz,ts) that the quasilevels of a potential well with finite barriers
_ have complex energies,—i(I',,/2). We see that the main
= =i}, 0(t,—tg)el(Wi/@lcodoty) ~codoty)] contribution of tunneling to theynamicalproperties is con-
5 tained in level broadening.
deg D Cieu(to—t Substituting(16) into (11) gives an exact expression for
_= e et~ t3) g g p
27 €2+D? G= in terms ofG":
. i _ 2
:_Irtn,g(tz_ts)el(wl_/w)[cos(wtz) cog wtg)] G (t,.1)= J' % D2f,_(ek) et
nmt oL 27 €+D?
D
x — g~ Dltz—t3| o
2 > E iSqHJs(ﬂ) Jq(%) g isoty+igut
= 0] »
At this stage let us recall thatr';n,(tz,tg) can be considered >
as a generalized functidit appears only under integration L ; -
with another function in Eqi10)]. It is easy to see that in the X 2 I G (€t 80) Gy (ko)
limit D—o n
2
i % D ZfR( eg) *iep(tlft)
Xan (12,15) = = 5 Ty 8(t~ ts). (15 2m et
1 ; S s—qe1q [ WR W isuty+iqet
The factor; appears due to the presence of the step function X > sTarly = Jg| —— e s@hriae
6(t,—t3). Substituting Eqs(13) and(14) into (12) we obtain Sq=—= @ @
Yn,m,(tz,ts)zirr';/m,ei(WL/w)[COS(wtz)*COSwts)] X > Fs,m,G;n/(ep+Sw)G;:m,(ep+qw).
n'm’
d€k D2 .
X _~ f —IEk(tz—t3) (19)
j 2 Ek+D2 Lie)e . . . < .
We notice that the transition amplitud€s,,,,n# m are im-
+iTR  i(Wr/w)[costy) —cogty)] portant as we show in the next section.
nm This difference betwee@!,, andG,,,, N+ m arises from
dep 2 ety ty) the difference betweeK andY in the formulas(15), (16).
27 2+D2 frlep)e 2%, (160 The quantityX has such a simple form because,) does

not appear ingy, dp, SO that the summation oved(p)

where an,zrtn,ﬂ“sn,. We cannot put her®—« be-  [equivalent to integration oves(e,)] in formula (10) gives
cause it would lead to a logarithmic divergence in the ac. 38(t,—t3) in the limit D—oo. The occurrence of(ey ) in

We want to emphasize that substituting E&f) into (9) Jrk (ggp) leads to an upper limit of integration in E¢L6)
yields a time-independent equation. The problem then rearoundu, gy . If u (g) is large enoughié(t,—ts) is recov-
duces to the task of finding the usual retarded Green’s funcered. Then the whole solution becomes invariant under time
tion for a time-independent potential well with finite barriers. translation and the transition amplitud&,,,, n#m are
This is because in the limD —« the bands are uniform in small, of the order of'/|e,— €.
energy. The ac field then emerges solely within a time- de-
pendent shift of the chemical potentials. The funct®f, IV. CALCULATION OF THE CURRENT

(unlike Gyyy) is not sensitive to ifsee discussion at the end A gouple-barrier structure is integrated within a circuit.
of the section. The Fourier transform of the resulting equa- The measured current is determined by its influence on the
tion Is circuit. If the barriers are modeled as capacitive-resistant
i element& the currents in the leads are giventby
Ghn(€)F 590n() 2 LGy €)=0hnf€).  (17) Cot C c.
n’ lL(h=—"¢ 9C oW, cog wt)— = CroWrcog wt)

A rigorous solution for a two-level system shows that the

mixing termsG|,,,, n#m give a contribution to the current N Crt Cng(t)— Suir 20
of the order ofl'/|e,— €. We assumd’<|e,— €| and c t c R

drop them out hereafter. With the same accur&gy, are
given by

wherel, is the total current in the left leaid (t) and1X(t)
are tunneling currents through the left and right barriers, re-
spectively,C gy and C4 are capacitances of the central re-
(18  gion relative to the lef(right) lead and a gate electroder
e +iE another backgroundC=C, +Cg+C,4. The current in the
no2 right lead is obtained by replacing by R. The first two

Gin(€)=
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terms describe the contribution of capacitive currddtge to €~ 1 I kO
the presence of accumulation and depletion lgyefbey F(T—S— —.D)
have the frequency of the input ac voltage. But the tunneling
currents contain also higher harmonics as we show below. 1 ( D%f(e) de

The tunneling current from the left lead into the central = 277J 2+ D2 .’

"o

region is defined by the change in the number of electrons in €t+sw—e+i =
that lead: 2
- dN, ie f(e)= —1
l(t)=e| /=" 52 L{cha) —Thx(alen)) [el(e mTeT 71"
km

Analogous expressions hold fo§(t) as well. For the rest of
our discussion we choose to study. We point out that the
current consists of many harmonics with frequenaies.
The sums ovej,j’ express the summation over all energy
levels in the central region. We notice that the terén)
and B;(n) are quite similar in structure. The first one in-

2
=~ {Re{% T;kefmu,t)}, 2

where NLEEKakak The tunneling current from the right
lead into the central region X) is obtained from the above

expression by a chande—R, k—p, ay—b,.

Using Dyson'’s equation foB,, allows one to express the petween the left lead and the central region and due to the

tunneling currents through Green’s functions in the centrakffect of the left lead on the population of the central region.
region (which we found in the previous sectipn

cludes the currents due to direct photon-assisted transitions

The second one describes the current through the left barrier
due to the influence of the right lead on the electrons in the

too \ o .
T __ s L(R) < central region. The main difference between thémeside a
Lm0 h Rﬁ’% ffoc A4 Xmn (t.12) Gpn(t1.0) few replacements of into R) is that the first term in the

brackets inA (i.e., |F ;) is absent irB;(n). At zero tempera-
+Y;(§)(t,tl)Gﬁm(t1,t)]+. (22) ture the integral in the expression fErcan be easily com-

Assuming wide bands as we did in the previous section we I

can use the formula@5), (16), (18), and(19). Dropping out €~ m—Sw—i—

. €M F 1 2
the terms that are always small of the ordel'dfe; — ¢;/| in = il 0D |==—1In ]
comparison with the others we obtain after some algebra @ "~ om D
Foo The rest of our calculation is done at zero temperature.

IT(ty= =%+ [n t+ "), wh n_ n The term inA containingl’;; gives an additive contribu-
L 2t nzl [lLlcodnat D), wheregi=argy tion of different energy levels to the current. The same is true
(23)  for the terms of the sums ovéf [in Aj(n) andB;(n)] with

2e
=7; [A;(n)+AF(—n)+B;(n)+B} (—n)],

Aj(n

Il

)=i""[ il + 2

ej/—ej—na)+i

2( ool

ML F_
‘o’

o)

T+,

j"=]. The other terms in these sums are caused by the pres-
ence of different energy levelshe presence of at least two
different levels is necessaryEach contribution is caused by
a certainpair of energy levels. It is obvious that they have a
resonance nature. Thg’th term can be large when
|ej— €;—nw|<(T},+T;)/2. Thus it can give a large ac at
Nes~|€j:—€jl/w (under condition W>|ej —¢j|). If
w<|e;— €| one has>1, i.e., the frequency in the output
is much larger than in the input. We notice that this term
generates then,th harmonic exclusively. The others are
small, of the order of (I';+I'j/)/2w(n—n,cd ] (Wwe suppose
high frequencyl’/ w<1).

The resonance is caused by many-photon absorption due
to the strength (V> w) of the ac field. The formuld21)
expresses the current at the moment of timrough the
probability to create an electron in the stateannihilating it
in the statek as it is drawn in Fig. G). To do that it is
necessary to have an electron in the skatend a hole in the
statem. The formula(22) shows that it is provided by the
creation of an electron in the stdteand a hole in the state
n at an earlier moment of timig ,t; <t [see Fig. 8)]. In the
presence of a strong ac field the process in wiiehm
should be considered. The hole then has to propagate from
n to m. The formula(1l) expresses the transition fromto
m through the kind of process drawn in Fig(cB for
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%) Inlger

h
n .
¢ 0.2
k :
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m 0.15
0.1
b) .
L4
t 0,05, ®e
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el - : A
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FIG. 4. Spectrum of the tunneling curreamplitude of the
harmonics via their numbgr General situation.W, =Wg=30,
€,=11.5, €,=30.5, ug=20, w =5, D=70, I'=I;P=TLF

c) =I'},=-T%,=0.05,0=1. The dc and the first harmonic are not
shown.

is s—g=n. When the ac field is strong Wr> w)
Js(Wr/w) and Jo(Wr/w) can be large fors,g>1. This
leads to a possibility of many - photon absorptiemission.
The resonance conditions (24) give nNes—5S—(
=[(em— €n)/ w]. It is easy to show that, in fact/Vg>n,ew

FIG. 3. Tunneling processes leading to the high harmonic resolS required to (_)btain a large4¢h harmonic. Th‘? physical
nance. A thick black line denotes a full electron propagator; a thickcontent of Fig. 8) expresses the contribution of
dashed line denotes a full hole propagator; a thin black line denote¥§m(t2,t3) into Eq. (11). The same process but through the
free electron propagator; a thin dash-dotted line denotes tunnelinigft lead expresses the contribution Y#m(tz,ts)- At t,<tj
event. (&) The tunneling current is produced by electrons goingthe picture is very similar. The process just starts from a
from the lead to a level in the central region and badR. This transfer of an electron fronp to n at t2_ Then the hole
process can be assisted by other levels if the ac field is stfong. tynnels fromp to m atts.

Resonance transfer of an electron from the lawefo the leveln If the lead energy bands are not wide then the main
possible in a strong ac field. change is thaGL{?), n#m is not negligible. These nondi-
agonal elements of the retarded Green’s functions could
) . } make a positive or negative contribution to the process
from the statem to the statep in a lead leaving a hole in the .01 in Fig. 30). Yet, we argue that the resonance would
statem. At the moment,, t,<t; the electron tunnels to the persist also in that case

staten. Eventually an electron is found in the stateat t, Every pair of energy levels in the central region gives an
and a hole is found in the state att. In the absence of & jjependent contribution to the currg@®). In the next sec-
time-dependent potential this process is impossible becau$g, we consider one pair of energy levels and explore the

the transitions fronm to p and fromp to n have to conserve  genendence of the current it produces on the parameters of
energy(after integration ovet,, t3). Thusm has to be equal he system.

to n. The presence of time-dependent pbij{t) in the

t3<t,. An electron is transferred at the momegt ty<t

Hamiltonian results in a multiplication of the wave function V. HIGH HARMONICS GENERATION
of the statep by the phase factog' (Wr/®)c0se) [see Appen- _ _ _ _
dix A and formula(13) in the main text In the energy In this section we consider a strong ac fiel,(> o or

representation the wave function becomes dispersed over &> ) and show the dependence of the current on the pa-
energiese,*so (where s is an integer, with weights rameters of the system. Since every pair of energy levels
Js(Wg/w). In other words the spectral function of the stategives a separate contribution to the current it is enough to
p has extra peaks with energies+ sw. Their magnitudes consider only one pair. _ _ _

are proportional ta)?(Wg/w) (see Ref. @ Thus it is pos- Generally a strong ac field leads to the generation of high

sible to have transitions fromn to p and fromp to n when ~ harmonics. In Fig. 4 we plot the amplitude of the harmonics
(') versus their numbern for (as an example

W, =Wg=30, €,=11.5,€,=30.5, ug=20, u, =5, D=70,
rYR=r5R=rt,=—-TR =0.05 0=1. We do not show
This is the origin ofJs and Jg in the formulas(19), (23).  the dc componentbecause its magnitude is much langer
These transitions are accompanied by the emis@bsorp-  nor the first harmoni¢éwhose amplitude is also a few times
tion) of g (s) photons. The total number of absorbed photondarger than that of the othersince, anyhow, it is only a part

€m— =0, €,~ €,=Sw. (24
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causeJy(W, /w)=J40)=0, s#0.

'I%?p In Fig. 5 we plot the amplitude of the harmonicd ()
h * versus their numbem for W =0, Wz=30, ¢;,=11.5,
0.004

€=30.5, ug=20, w =5 D=70, TI:R=r5P
=T't,=-T%,=0.05,w=1. As before we do not plot here
0.003 the dc current and the first harmonic. They are, of course,
large compared with higher harmonics. We predict however
that if Wy is made larger than the bandwidth in the right lead

0002 D they are reduced, and the amplitude of the resonant har-
monic might be comparable to the magnitude of the dc cur-
0.001 | rent. It is clearly seen in this figure that among the high
. harmonics only the 19th onfn~=[(€;— €;)/@]=19} is
. ot e .. generated.
08 %000, ,0%00 hd ee e e 0 0o

At W =0 andIl';~TI", a simpler expression is easily ob-
tained for the resonant harmonic:

10 15 20 25 30 n

FIG. 5. Spectrum of the tunneling currefamplitude of the
harmonics via their numbgwhen the alternating field is applied on

L R o

the right barrier:W, =0, Wr=30, ;=11.5, €,=30.5, ug= 20, |“res~vi—nres§ 2l 5154 3 Wr Wr
u=5,D=70, T=T{P=r5P=r,=-T%,=0.05 w=1. The L h T1+Tg sop(efunol | 5Ty @ |
dc and the first harmonic are not shown. (25

of the current response with the frequeneyThe other part  Only the terms withs so that the energy; — sw is inside the
is given by the capacitive currer(tirst terms in the formula Fermi sea in the right ban@; —sw<ug, contribute to the
(20)]. The main contribution to the broadened spectrum plotsum. We notice thad(Wg/w) tends to zero wheis| be-
ted in Fig. 4 is due to the direct photon-assisted transitiongomes larger thakiVg/w if (Wg/w)>1.
from the left lead to the central region and back described by In Fig. 6 we draw the dependence of the resonant har-
the first term yvit_hin_ Ehe pr_ackets i (n) [see formuld23)].  monic (||Eres1) on both Wx/w) (i.e., ac voltage and
The terms withj+# ]’ arising from the presence of two or l:(fl_ﬂR)/w] (determined by the dc biasfor e
more levels together can lead to the generation of one soll- - _ LR, . _TLR), _pL, _ R
. ; ; ; =[(e;—€))/w]=8, I'i7No=T%"To=T]lo=-T%/0

tary (and high harmonic (see Fig. 5. In the rest of this . Mpes .
section we describe the conditions required to observe one 0.05, ur/w=20. There is no generationl ( _0), .'f
high harmonic alone and show its dependence on the parat{/rR<Nrew/2=(e,—€;)/2  because  the  conditions
eters of the system. |s| <(Wgr/w) and|s+ n,{<(Wg/w) cannot be satisfied to-

Since the first term i (n) generates many harmonics it 9ether so one 0dy(Wg/w), Js:n, (We/w) is small. The
must be eliminated. The easiest way to do it is to apply theeneration becomes significant fdfz>e€,—€,. It is espe-
ac voltage only to the right barrieiV, =0 (in fact it is  cially important if there are more than two energy levels:
enough to havewn, <|e,—¢;|). ThenA;j(n)=0, n#0 be-  distant pairs of levels do not generate harmonics.

FIG. 6. Dependence of the resonant harmonic
(/1) on the dc biagi.e., e;— ug) and the am-
plitude of the ac voltagéVg. nes—8, W, =0,
2= €18, up=20, MTP=T3P=r5=-T,

ly =0.05,0=1.
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The dependence on the bia®.,[(e;— ur)/ @]) is oscil-

lating. The reason is the interference of different component d/z.g_r
of the wave functior(remember that in a strong ac field it is h
spread over a set of energies=sw with differents). It
shows in the formulas as oscillating behaviorJgfWg /) 0.254
via s. Let us consider the sum in EQq(25 at
|e1— mr| <Wg. It is useful to divide it into two parts: 0.252 |
DR N R
s=s1 s=s;1 Mres|
«© WR WR 0.2
2T
0.246

where s;=[(e;— ug)/w] and |s*|<Wg. The second part
does not depend og,— ur. The Bessel's functions in the
first part can be approximated by a trigonometric function:

0.9 0.95 1.05 - 1.1 w

FIG. 7. The output current rectified by a diode versus the fre-
quency o of the input ac voltageW, =0, Wg=30, €;=11.5,

Wri_ /2 €,=3L5, wg=20, p =5, D=210, I'=I{R=riR-TL
JS( » ) COE<V sarcsi WR/ 4) :Z—F?Z:O.Igg. The l;:zaks correspond to ijliffererft2 harrrlwi)nics
(n=22,21,20,19,18) satisfying the resonant condition

(WR)Z ) n=[(e;—€1)/w].
V= 7 — S,

) of I[(t) as a function of the input frequenay at W, =0,

since|s|<Wg/w. Then =30, ,=11.5, €,=31.5, ug=20, u =5, D=210,
. - FL(R) FL(R)—F =-T8,=0.05. The peaks correspond to
|”res~r“resE 2l 1 cos( ~ Nregw s) dlfferent harmonlcsr(=22,21,20,19,18) satisfying the reso-

L ho T+, 7Welw 55, Wg nant conditionn=[(e,— €;)/ w].

We have discussed the high harmonic resonance in the
tunneling current through the left barrier. To observe it the
measuring device must be made sensitive to the tunneling
L current only through this barrier. Otherwise other harmonics
i 0o 28 20 oI5 1 sm( . El—MR) will mask the resonancéike in Fig. 4). If the device mea-

7 —Fl T, mhe @~ Nres—y sures the current in the leads we propose two ways to obtain
it based on the formul&20).
(+ const, (26) (1) Making the gate capacitance smal;<C_, Cg. The
Where a*w”rzeJZWRJF ed2 and B~2We/o—[ (Mo cr?pacnan(_:e of th(;z rrllghlt ]E)arrlgr sh(?uldI be mgch Iahrger ;[jhan
+1)/2]. Whene;— ugr changes from-Wpg to Wi the value the capacitance of the |eft on€ <Cg. It can be achieve

|"es oscillat bout../ 7 i Th litude of th by making the left barrier thicker than the right one. Notice
L oscillates aboulres/ Umes. The amplitude or the CUr-  yhat the right barrier must be made slightly higher so that

rent[1["*§ has about Bes/7 maxima(in Fig. 6 the number T andTy are of the same ordéthen!] and |} are of the

of maxima is even larger because the frequency of oscillasame order Thus the high harmonic currents in the leads are

tions is larger ak; — ug~*=Wg). Notice that the current is approximately given by

not generated ife; — ug|>Wg. It is significant for systems

with many energy levels: only those pairs of levels that are in

tmhgniecnsergy range fromug—Wg to ur+Wg generate har- L(t)~|L(t)— R(t)~|L(t)
The dependence of the current on the transparency of the

barriers is clear from formula®3), (25). In Fig. 5 we dis- c

play the spectrum of the tunneling currentldiw=1/20. If Ir(t)~ _|I(t)+ _L|;(t)~ _|I(t)-

I" increases two sets of harmonics grow in the vicinity of the Cr

Oth and then,¢h harmonics. The ratio of the amplitudes of

the side harmonics to the amplitude of the leadiaith or  We omitted here the contribution of the capacitive currents

ndh) one is aboutl’'/nw and I'/(n—n,9 w, respectively. having frequencyw. The high harmonic currents in both

On the other hand, the magnitude of the resonant harmonic Ieads are determined by .

proportional to lel"Rlll“lJer (2) Making the gate capacitance large,>C, (the ratio
The dependence of the current on frequency is oscillatoryof barrier capacitance€, and Cg is arbitrary, there is no

If a rectifying device like a diode is placed in the output theneed to make one of the barriers higher than the othe). one

harmonics contribute to the dc. In Fig. 7 we draw the valueThen (dropping out the capacitive curreptse obtain from
=319+ (2/7)2 7=, 17| coming from the time averaging Eq. (20),

+cogB— ws) |+ const
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We notice that in this case high harmonics in the left lead are APPENDIX A
produced byt but in the right lead by both| andlf, (unless _ _ _ .
Cr>Cy). If W =0, Wg#0 the termA generating a wide In this appendix we show that an arbitrary strong time-

spectrum of harmonics vanishesli(t) but it is not zero in dependent potential has no effect if it is uniform in space.
the expression forg(t). Then the current in the right lead We also calculate here Green’s functions for an isolated lead.

Ir(t) consists of many harmonics. To detect a single har- ',f the alternating po.tentiaﬂHac(t)? is uniform the Hamil-
monic the current in the left lead should be measured.  tonian can be written in the following form:

H(t)=H¢+Had1), (A1)
VI. SUMMARY

. ) o . whereH; is time independentd ,(t) is space independent.
The basic physical problem addressed in this work is conThe solutions of the Schdinger's equation are

cerned with a nonlinear response of a twor more level
system to a high frequency external field. This makes the .
formalism developed above particularly attractive since two- Wi(t) = gi(t)e (M Hadt)dt, (A2)
level systems are an important model for many realistic _ )
physical situations. The most familiar one is evidently a two-Wheree,(t) are eigenstates ¢i;. The time-dependent part
level atomic system, whose response to a laser field is one éfadt) influences only the phases giving all the solutitines
the hallmarks of nonlinear quantum optics, one of whosesamephase factore™ (//'Hadtdt The phase differences
signatures is a higher frequency generation. Here we havare determined byH; only. ThusH,{t) has no physical
focused on an electronic analog, where the response is effect. This simple result is the time-dependent analog of the
tunneling current instead of an emitted light. Generation offact that thgtime-independentreference point of energy can
higher harmonics in this system occurs solely due to tunnelbe arbitrarily chosen.
ing from the central region to the leads and back without We used this result to write the ac part of the Hamiltonian
direct transitions between the levels. Note that, unlike theof a double-barrier structure in the for@). The ac shift of
optical analog, the theoretical formulation requires a computhe central region is ignored.
tation of nonequilibrium(Schwinger-KeldyshGreen'’s func- In an isolated lead the ac potential is unifoisee Eg.
tions. As far as the experimental situation is concerned, wé4)]. Then the evolution operatgt)(t,t')) is obtained from
see no real obstacle in the road for the actual observation dhe equationf (d/9t)U(t,t")=H(t)U(t,t") with H(t) given
this effect. by Eg. (Al). Its matrix elements are

We think that the next step should be a consideration of
many-body physics in a strong time-dependent field. When
the size of the dot is small enough it can be considered as an
Anderson impurity. At voltages and frequencies less than th _ . .
Coulomb interaction energy (which is frequently the cage B¢ appears because,,=0,k+k’ (ie., a uniform poten-

. X o ) tial does not cause transitionsUsing the definition of
It can be descrl_be_:d by the infinitd-Anderson model which Green’s functions in the Schilinger representation with the
is enough to exibite a Kondo type effect when the resonanc

level is deep below the Fermi level and the temperature isgvolutlon operatofA3) itis easy to obtain the formulda3).

low enough. Hence, the first problem which comes into mind

in this context is a nonlinear response of a magnetic impurity APPENDIX B
to a time-dependent field. The Kondo effect out of equilib-
rium has been studied recently by several authors, but this i8< d obtain the f 1411). The D \ o7
done primarily in the noncrossing approximation, which is ~nm an o<a|n e formulll). The Dyson's equatiok?)
valid much above the Kondo temperature. At temperature80!ds forGnp:

closer to the Kondo one, crossed diagrams should also be

included(the first one appears when a sixth order term in the Grm=Fim(95) + Fan( 9k Opp) (B1)
tunneling matrix elements is compujednother interesting

problem would be the study of interfierence between a strong gl (4<\=< r < r < < a
external ac field and the Coulomb blockade effects. If the Fam(9) = 8nm* GniTirGmmt GnpTpmdmm* GanTnkGim

U (1,t7) = Spre 1M Hidtodt, (A3)

In this appendix we analyze the Dyson’s equation for

external yoltageg or frequencies are comparable with the +gn<nTangm+ GLkaigifTik,GE,m
Coulomb interaction energy mutual time-dependent resonant
tunneling of electrons might show new physics. We suppose +GnpTpi0i Tip'Gprmt GriTkiGii TipGpm

that this problem can be handled using the fitité&xnderson ; - a
model. +GnpTpidii TikGim»
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havior of the system with empty leads. Indeed, if
94=0, g;,=0 we haveF; =0. ThenG, =F;,. When

the leads are empty the central region empties with time.
Fl . tends to zero. After a long enough period of time has
passed from the moment the tunneling was switched on it

Fﬁm(gk<k lg;p)E G;n/ankgfkaer;,m
G T pGpp Tpm G-

nn’

Here multiplication implies integration over time and the

summation over repeated indexgs: m,n,i belong to the
central regionk,k’ belong to the left leadp,p’ belong to
the right lead.

can be neglected. The®,,=F2,.. This is the formulg11).

We can say thaf},, describes the transient processes while

F,ﬁm(gfj) depends on the initial state of the central region.Fﬁm gives some kind of a quasistationaffyut fully time-

It does not depend ogyy .9, [G', G are determined by Eq.
(6) which does not depend @y .g,,). It describes the be-

dependentsolution.
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