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Theory of finite-temperature crossovers near quantum critical points close to,
or above, their upper-critical dimension

Subir Sachdev
Department of Physics, P.O. Box 208120, Yale University, New Haven, Connecticut 06520-8120

~Received 10 June 1996!

A systematic method for the computation of finite-temperature (T) crossover functions near quantum-critical
points close to, or above, their upper-critical dimension is devised. We describe the physics of the various
regions in theT and critical tuning parameter (t) plane. The quantum-critical point is atT50, t50, and in
many cases there is a line of finite-temperature transitions atT5Tc(t), t,0, with Tc(0)50. For the relativ-
istic, n-componentf4 continuum quantum field theory@which describes lattice quantum rotor (n>2) and
transverse field Ising (n51) models# the upper-critical dimension isd53, and ford,3, e532d is the
control parameter over the entire phase diagram. In the regionuT2Tc(t)u!Tc(t), we obtain ane expansion for
coupling constants which then are input as arguments of knownclassical, tricritical,crossover functions. In the
high-T region of the continuum theory, an expansion in integer powers ofAe, modulo powers of lne, holds for
all thermodynamic observables, static correlators, and dynamic properties at all Matsubara frequencies; for the
imaginary part of correlators at real frequencies (v), the perturbativeAe expansion describes quantum relax-
ation at\v;kBT or larger, but fails for\v;AekBT or smaller. An important principle, underlying the whole
calculation, is the analyticity of all observables as functions oft at t50, for T.0; indeed, analytic
continuation int is used to obtain results in a portion of the phase diagram. Our method also applies to a
large class of other quantum-critical points and their associated continuum quantum field theories.
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I. INTRODUCTION

The study of finite-temperature crossovers in the vicin
of quantum phase transitions is a subject with a lo
history1–21, but many aspects of it remain poorly understoo
The structure of the crossovers is especially rich for the c
where the quantum-critical point extends into a line of fini
temperature phase transitions, and there is a reason
qualitative understanding of all the regimes. While the
have been quantitative calculations of crossover function
special cases,6,9,16,18–20there is no complete, general theo
of these crossovers, especially for the case when
quantum-critical point is below its upper-critical dimensio

In this paper, we shall provide a systematic and contro
approach to the quantitative computation of these cross
functions. Our method is quite general: It should apply
essentially all quantum-critical points in the vicinity of, o
above, their upper-critical dimension.

Recently, O’Connor and Stephens22 have also studied
crossovers near relativistic quantum-critical points bel
their upper-critical dimension. They found it necessary
introduce a nonstandard extension of the field-theor
renormalization group. We will comment on their resu
~and of others! in Sec. IV.

In this paper, we will show that it is possible to devise
simple strategy, completely within the framework of sta
dard field-theoretic methods, which provides a system
computation of the required crossovers. We shall desc
how our method can be extended to arbitrary orders in
expansion in powers of the interactions, but we shall o
provide here explicit computations at low orders. One of
main virtues of our method is that it clearly separates con
550163-1829/97/55~1!/142~22!/$10.00
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butions of fluctuations of different physical origins: critic
singularities of theT50 quantum-critical point and those o
the finite-T classical phase transition are accounted for
distinct stages of the calculation.

We shall present most of our discussion in the contex
a continuum quantum field theory~CQFT! of an
n-component bosonic fieldfa (a51, . . . ,n; we will drop
the indexa except where needed! with O(n) symmetry and
with the bare, imaginary time (t) action

S5E
0

1/T

dtE ddxH 12 @~]tf!21~¹f!21~m0c
2 1t0!f

2#

1
u0
4!

f4J . ~1.1!

We have set\5kB51, measured length scales (x) in units
in which the velocity of excitationsc51, and introduced the
bare massm0c

2 1t0 and the bare couplingu0 ~the mass term
has been separated so that theT50 quantum-critical point is
at t050). This field theory describes the low-energy phys
in the vicinity of the quantum phase transition in th
d-dimensional transverse-field Ising model~for n51) or the
O(n) quantum rotor model~for n.1). The generalization of
our method to other quantum field theories, like the dilu
Bose gas or models for the onset of antiferromagnetism
Fermi liquids, is straightforward and will also be discusse

We begin our discussion by reviewing the expected sc
ing structure ofS for the case where the quantum-critic
point is below its upper-critical dimension. AtT50, S de-
scribes the usualf4 theory ind11 dimensions, and its up
per critical dimension isd53; for d,3, there is an essen
142 © 1997 The American Physical Society
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55 143THEORY OF FINITE-TEMPERATURE CROSSOVERS . . .
tially complete understanding23,24of the critical properties of
this theory in an expansion in powers of

e532d. ~1.2!

The definition of the renormalized theory requires a fie
scale renormalizationZ, a coupling constant renormalizatio
Z4, and a renormalization off2 insertions in the critical
theoryZ2. In terms of these, we define us usual

t5t0Z/Z2 ; ~1.3!

t is a measure of the deviation of the system from itsT50
quantum-critical point. Precisely the same renormalizati
are also sufficient to define a finite theory at nonzeroT, even
in the vicinity of the finite-T phase transition line, as we shall
explicitly see in this paper.

We show a sketch of the phase diagram ofS as a function
of t andT in Fig 1.21 We have assumed in this figure an
throughout the remainder of the paper that the modelS is in
its scaling limit; i.e., the couplingu0 is at its fixed-point
value, and all ultraviolet cutoffs have been sent to infin
after an appropriate renormalization procedure. There
finite-temperature phase transition line atT5Tc(t), and all
other boundaries are smooth crossovers. All of the physic

FIG. 1. Finite-temperature (T) phase diagram, as a function o
the tuning parametert, of crossovers near a quantum-critical poi
(t50, T50) below its upper-critical dimension, for the case whe
long-range order survives at nonzeroT. The dashed lines indicat
smooth crossovers, while the solid line is the locus of fini
temperature transitionsT5Tc(t). All crossover and phase
transition boundaries scale asT;utuzn, wherez is the dynamic ex-
ponent andn is the correlation length exponent. For the actionS
@Eq. ~1.1!# this paper provides a systematic expansion of obse
ables withe532d the control parameter. In region II the expa
sion is in powers ofAe (e532d), with additional factors of lne; in
the shaded region@defined byuT2Tc(t)u!Tc(t)# we provide ane
expansion of coupling constants, which then become argumen
previously knownclassical, tricritical, crossover functions. Else
where, all observables can be obtained in an expansion in int
powers ofe. ForTÞ0, all observables are analytic as a function
t at t50; in the regiont,0, T.Tc(t), our results are obtained b
analytic continuation from thet.0 results. All properties of the
phase diagram are described by the continuum quantum field th
associated with the quantum-critical point, which is in its lowT
limit in regions I and III, and in its high-T limit in region II. The
condition determining boundary of region III is similar to that d
terminingTc to within constants of order unity that we are free
choose, and we have chosen region III to extend to both side
T5Tc(t). For more discussion on the regions see Sec. II A 2.
s

a

is

contained within universal quantum-critical crossover fun
tions, which we now briefly describe. We will consider th
behavior of the dynamic two-point susceptibilityx(k,v) (k
is a spatial momentum, andv is a frequency! obtained after
analytic continuation of the susceptibility,

x~k,ivn!5
1

ZE ddxE
0

1/T

dtei ~kx2vnt!^f~x,t!f~0,0!&,

~1.4!

which is evaluated at the Matsubara frequencyvn52npT.
We will consider the scaling behavior ofx for t.0 and
t,0 separately, and then discuss the relationship betw
the two cases.

~i! t.0. The susceptibilityx obeys the scaling form9

x~k,v!5AS \c

kBT
D 2S kBTD1

D h

C1S \ck

kBT
,

\v

kBT
,
D1

kBT
D , t.0,

~1.5!

where we have momentarily reinserted all factors of\, kB ,
and c, h is the usual field anomalous dimension of t
T50, (d11)-dimensional theory, andC1 is a fully univer-
sal, complex-valued, universal scaling function. Notice th
there are no arbitrary scale factors, andx is fully determined
by two parametersD1 andA, which are properties of the
T50 theory. The first of these,D1 , is the true energy gap
above the ground state, while the second,A, is the residue of
the lowest quasiparticle excitation; they obey

D1;tn, A;thn, t.0, ~1.6!

where n is the usual correlation length exponent of t
T50 theory~all Greek letter exponents in this paper refer
those ofT50 the quantum-critical point, and not to those t
finite-T phase transition!. We provide a computation of the
values of theT50 parametersD1 andA1 in Appendix B.

The factors in front ofC1 in Eq. ~1.5! have been chosen
so thatC1 is finite at D1 /kBT50. All scaling functions
defined in this paper will share this property.

We also emphasize that although the scaling ansatz~1.5!
contains dynamic information, its form and content are qu
different from the dynamic scaling hypotheses applied n
classical phase transitions.25 In these classical systems,
single diverging correlation lengthj is used to set the scal
for k andv; the analog of Eq.~1.5! is then a scaling function
of two argumentskj and vjzc, where zc is the classical
dynamic critical exponent. In contrast, the quantum cro
over result~1.5! is a function ofthreearguments, the extra
argument arising because the quantum-critical point has
relevant perturbations (T andt). Further, the identification of
universal scale factors, and indeed the conceptualizatio
the physics, is much more transparent whenT is used as the
primary energy setting the scale for other perturbations. O
in the immediate vicnity of the finite-T phase transition a
Tc(t), uT2Tc(t)u!Tc(t), does Eq.~1.5! collapse into a scal-
ing function of two arguments, as has been discussed
Refs. 9 and 26.

~ii ! t,0. Now theT50 ground state breaks a symmet
with

^fa&5N0da1 , T50, t,0; ~1.7!
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144 55SUBIR SACHDEV
hereN0;(2t)b is the condensate, which we have arbitrar
chosen to point in the a51 direction, and
b5(d211h)n/2 is the magnetization exponent of th
T50 theory. NowN0 can serve as the parameter which d
termined the field scale~replacingA), and we need an en
ergy scale which determines the deviation of the ground s
from the t50, T50 quantum-critical point. Forn51, there
is a gapD2 above the ground state which satisfies our
quirements; we have therefore9

x~k,v!5
N0
2~\c!d

D2
d211h~kBT!22h C2S \ck

kBT
,

\v

kBT
,
D2

kBT
D ,

t,0, n51. ~1.8!

Forn>2, there is no gap above the ground state, and we
instead the spin stiffnessrs;(2t)(d21)n as a measure of th
deviation from the quantum-critical point; in this case w
have the scaling form

xa~k,v!5
N0
2

rs
S \c

kBT
D 2S ~kBT!d21

~\c!d22rs
D h/~d21!

3C2aS \ck

kBT
,

\v

kBT
,
~\c!d22rs
~kBT!d21 D , t,0, n>2.

~1.9!

A computation of theT50 parametersN0, D2 , andrs is
provided in Appendix B. Thea dependence in Eq.~1.9!
accounts for the difference between fluctuations transv
and longitudinal to the condensate orientation. Again,C2 is
finite at D2 /kBT50, or atrs/T

d2150, and all subsequen
scaling functions will share this property. The finit
temperature phase transition atTc(t) is contained entirely
within the scaling functionC2 : This transition appears as
point of nonanalyticity ofC2 as a function ofD2 /T or
rs /T

d21. An immediate consequence is that the value
Tc can be determined precisely in terms of theT50 energy
scale; we found, in an expansion in powers ofe, that

Tc5
D2

kBAe
F 32p

1O~e,e~11e!/~12e!,e1/~2n!!G , n51,

~1.10!

and

Tc5
~\c!~d22!/~d21!rs

1/~d21!

kB
F S 3

2p2~n12! D
1/2

1O~e,e~11e!/~12e!,e1/~2n!!G , n>2. ~1.11

The various higher-order contributions are all universal,
arise from very different physical effects; we will discu
their origin later in the paper. In the upper-critical dimensi
(e50), these formulas are modified by replacinge by 1/ln:
So for n51, Tc;D2ln

1/2(1/D2), etc. For the casesn51,
d51 andn>3, d52 it is known that in factTc50; i.e.,
long-range order is present only atT50, and disappears a
any nonzeroT. For these cases, it is clear that the abo
results forTc , and other results obtained in thee expansion,
cannot be used in the region labeled III in Fig 1. Howev
-

te

-
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f

t

e
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the results of this papercan still be usefully applied to the
remainder of the phase diagram of Fig. 1.

Although we have used two separate scaling forms to
scribe the behavior fort,0 andt.0, there is a crucial con-
nection between them. Notice that there is no thermo
namic singularity att50 providedT.0. This implies that
the observablex(k,v) ~and indeed all other observable!
must beanalytic as a function of t at t50 as long as
T.0. This principle will serve as an extremely importa
constraint on the calculation in this paper; indeed, o
method is designed to ensure that analyticity holds at e
order. Further, our results in the regiont,0, T.Tc(t), were
obtained by a process of analytic continuation from t
t.0, T.0 region~see Fig. 1!. The ground state fort,0 has
a spontaneously broken symmetry, and hence cannot be
to access the symmetrict,0, T.Tc(t) region in perturba-
tion theory; instead it is more naturally accessed from
disordered side witht.0. A similar procedure of analytic
continuation in coupling constants was used recently in ex
determinations of quantum-critical scaling functions
d51.26

Before turning to a description of our method in Sec. I
we highlight one of our results. A particularly interestin
property of CQFT’s at finiteT is the expected thermal relax
ational behavior of their correlators in real time. This beha
ior cannot be characterized simply to a field theorist w
merely considers correlators ofS, defined as a CQFT in
imaginary time with a spacetime geometryRd3S1 ~the ten-
sor product of infinited-dimensional flat space with a circl
of circumference 1/T). In real frequency, the thermal relax
ational behavior is characterized by the fact th
limv→0 Imx(k,v)/v is expected to be finite, with the limit
ing value proportional to a relaxation constant. In Ref. 2
the quantity

GR
21[ ix~0,0!

]x21~0,v!

]v U
v50

~1.12!

was introduced as a convenient characterization of the re
ation rate. By Eq.~1.5!, GR must obey a scaling form given
by

GR5
kBT

\
CG1S D1

kBT
D , ~1.13!

for t.0, and similarly fort,0. In particular, in the high-T
limit of the CQFT Ref. 21~this is region II of Fig. 1!, GR is
(kBT/\) times CG1(0), which is expected to be a finite
universal number. Unfortunately, we shall find that the p
turbative expansion discussed in this paper cannot be use
obtain a systematic expansion forGR . A self-consistent ap-
proach, with damping of intermediate states, appears ne
sary and will not be discussed here. In the high-T limit, we
shall show that the non-self-consistent approach fails for
quencies of orderAeT/\ or smaller. To avoid this difficulty,
let us define an alternative characterization of the dampin
frequencies of orderkBT/\ by

GRT
21[2x~0,0! Im

x21~0,v!

v U
v5kBT/\

. ~1.14!
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55 145THEORY OF FINITE-TEMPERATURE CROSSOVERS . . .
This will obey a scaling form identical to that ofGR . We
found in the high-T limit that

kBT

\GRT
5e

3

~n18!p F181p216 Li2~e
21/2!G1O~e3/2!,

~1.15!

where Li2 is the dilogarithm function defined in Eq.~2.36!.
The result will be compared with an exact result forGRT for
d51, n51 in Sec. II B. Also in the exact result atd51,
n51 we find GRT /GT50.981 700 18 . . . in the high-T
limit, and we expect a similar ratio close to unity in all cas
in region II of Fig. 1.

The following subsection contains a description of o
approach. Readers not interested in the details of its app
tion to S can read Sec. I A and skip ahead to Sec. IV wh
we give our unified perspective of this and earlier work.

We will revert to setting\5kB5c51 in the remainder of
the paper.

A. Method

The origin of the approach we shall take here can
traced to early work by Luscher27 on the quantum O(n) non-
linears model in 111 dimensions. Subsequently, a relat
idea was employed by Brezin and Zinn-Justin28 and by Rud-
nick, Guo, and Jasnow29 in their study of finite-size scaling
crossover functions in systems which are finite in all, or
but one, dimensions~also referred to as thed→0 and
d→1 crossovers!. The quantum-critical crossovers a
clearly related, but now involved11→d. We shall show
here that the latter problem can be successfully analyze
essentially the same method as that used for the form
There are some new subtleties that arise in a limited reg
of the phase diagram, and we will discuss below how th
can be dealt with.

We will describe the method here for the special case
the actionS @Eq. ~1.1!# with d below its upper critical di-
mension, i.e.,d,3. The central idea is that at finiteT, it is
safe to integrate out all modes off(k,vn) with a non-zero
Matsubara frequencyvnÞ0 to derive an effective action fo
zero-frequency modesf(k,vn50). All modes being inte-
grated out are regulated in the infrared by thevn

2 term in
their propagator, and so the process is necessarily fre
infrared divergences; further, the renormalizations of
T50 theory also control the ultraviolet divergences at fin
T. To be specific, let us define

F~x![
T

AZ
E
0

1/T

dtf~x,t! ~1.16!

and its transform in momentum spaceF(k)
5*ddxeikxF(x). Then, fromS, we can deduce an effectiv
action for F(k) after completely integrating out th
f(k,vnÞ0) ~we have set the couplingu0 at the fixed point
of its b function—see Appendix B!:
s

r
a-
e

e

ll

by
r.
n
y

f

of
e

Seff5
1

T F12E ddk

~2p!d
C̃2~k!uF~k!u2

1
1

4!E ddk1d
dk2d

dk3
~2p!3d

C̃4~k1 ,k2 ,k3 ,2k12k2

2k3!F~k1!F~k2!F~k3!F~2k12k22k3!1••• G .
~1.17!

The couplingsC̃2, C̃4, . . . , arecomputed in a power serie
in e, with the coupling constants renormalized as in t
T50, (d11)-dimensional critical theory. This procedur
will remove all the ultraviolet divergences of the quantum
critical point. However, the ultraviolet divergences of th
finite-T, d-dimensionalf4 theory remain; fortunately thes
are very simple as thef4 theory issuperrenormalizablefor
d,4.30 In particular,d,3, ultraviolet divergences are ass
ciated only with one-loop ‘‘tadpole’’ graphs; so let us defin

C2~k!5C̃2~k!1S n12

6 D E ddk1
~2p!d

C̃4~k,2k,k1 ,2k1!

k1
2

1•••, ~1.18!

where the ellipsis refers to ‘‘tadpole’’ contributions from
higher-order vertices likeC̃6, C̃8, . . . . Similarly, there will
also be tadpole renormalizations ofC̃4 to C4 by higher-order
vertices, and so on. These new vertices,C2p , p integer, are
now free of all ultraviolet divergences~for 3<d,4 there is
a second classical renormalization at the two-loop le
which must be accounted for; we will ignore this complic
tion here and deal with it later in the paper!. They are also
automatically free of infrared divergences as we are o
integrating out modes with a finite frequency. Indeed, th
vertices must obey the scaling forms,

C2p~ki !5Td112p~d211h!S D1
h

A D pCQ1
~p! S kiT , D1

T D ,
~1.19!

for t.0, with theCQ1
(p) a set of quantum scaling functions

the subscriptQ emphasizes that these scaling functions
properties of theT50 quantum-critical point, and distin
guishes them from classical crossover functions we shall
later. Similar scaling results hold fort,0 and we will refrain
from explicitly displaying them. For our subsequent discu
sion it is useful to define a set of couplingsK, R, andU,
which can be obtained from theC2p , and which play an
important role in our analysis:

R[C2~0!, K[S 11
]C2~k!

]k2 Uk50D , U[C4~ki50!.

~1.20!

It is clear thatR, K, andU obey scaling forms that can b
easily deduced from Eq.~1.19!.

We also note that the couplingsR andC2p(ki) are guar-
anteed to be analytic as a function oft at t50; this is be-
cause only finite-frequency modes have been integrated
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146 55SUBIR SACHDEV
and their propagator 1/(k21vn
21t) is not singular att50 in

the infrared (k50) asvnÞ0. This analyticity will be of
great use to us later.

Assume, for the rest of this section, that we know t
CQ6

(p) functions ~we will provide explicit computations o
some of them later in the paper!. We are now faced with the
seemingly difficult problem of computing observables in t
F theory with the actionSeff . This is a theory in dimension
d close to 3~not d close to 4!, and one might naively assum
that this problem is intractable. We shall now argue that
fact, it is not. The argument is contained in the following tw
simple, but important, observations.

~1! Consider a perturbation theory ofSeff in which the
propagator is 1/(Kk21R), and we expand in the nonlinear
ties C2p(ki), p>2 in powers ofe. This expansion differs
from an ordinary expansion in powers ofe only in that the
massR and couplingK itself contain corrections in power
of e; alternatively one could also treatK21 as an interac-
tion, and work with the propagator 1/(k21R), but it is es-
sential to keep the massR in the propagator. Such a proce
dure is guaranteed to be finite in the ultraviolet. This follo
immediately from the statement that the renormalization
the T50 theory~which we carried out while obtainingSeff
from S) is sufficient to remove ultraviolet divergences ev
at nonzeroT. In other words, the momentum dependences
theC2p(ki) must be such that all ultraviolet divergences ca
cel out.

~2! The actionSeff is weakly coupled over the bulk of th
phase diagram in thet,T plane, and so the procedure in~1!
leads to accurate results for physical observables. Only in
regionuT2Tc(t)u!Tc(t) ~drawn shaded in Fig. 1! is a more
sophisticated analysis necessary, which will be descri
momentarily. To verify this claim, consider the values of t
low order couplings inSeff at t50, butT finite; we will find
later that

R;eT22h, K;T2h, U;eTe22h, ~1.21!

for t50. ~For the present purpose, we can neglect allC2p for
p.2 as they are all of ordere2.! A dimensionless measur
of the strength of nonlinearities inSeff is

TU

Kd/2R~42d!/2;e~12e!/2;AeS 12
e lne

2 D!1 for t50.

~1.22!

The above dimensionless ratio is simply that appearing in
familiar Ginzburg criterion.31 So a simple perturbative calcu
lation is adequate fort50. For t.0, the behavior of pertur-
bation theory can only improve as the massR becomes
larger, which decreases the value of the above dimension
ratio; as a result the perturbative calculation describes
crossover between the quantum-critical and quantu
disordered regimes of Fig. 1. Fort,0 the perturbation
theory is initially adequate, but eventually becomes unr
able in the regionuT2Tc(t)u!Tc(t).

As the above results contain some of the key points wh
allowed the computations of this paper, it is useful to reit
ate them. We describe the nature of our expansion, exclu
the shaded regionuT2Tc(t)u!Tc(t) of Fig. 1. The first step
is to obtain an expansion for the ‘mass’R of the vn50
mode: We outlined above a procedure which yields a se
n

f

n
-

he

d

e

ss
e
-

i-

h
-
ng

s

in integer powers ofe. Then, generate an expansion for t
physical observable of interest, temporarily treatingR as a
fixed constant independent ofe; this will again be a series in
integer powers ofe, but strong infrared fluctuations of th
vn50 mode lead to a singular dependence of the latter se
on R. Finally, insert the former series forR into the latter
series for the physical observable. In the quantum-disorde
region ~Fig. 1!, R is of order unity, and the final result re
mains a series in integer powers ofe. However, in the
quantum-critical region,R is of ordere @Eq. ~1.21!# and the
result, by Eq.~1.22!, is a series in integer powers ofAe, with
possibly a finite number of powers of lne multiplying the
terms. It is important to note that the final series in powers
Ae is obtained from the original series in powers ofe only
by a local rearrangement of terms; i.e., given all the terms
to a certain order in thee series, we can obtain all term
below a related order in theAe series.

Finally, let us turn our attention to the troublesome regi
uT2Tc(t)u!Tc(t). We expect this region to be dominate
by the classical fluctuations characteristic of the fini
temperature transition, and hence to be well described by
following actionSC , which is a truncated form ofSeff :

SC5
1

TE ddxFK2 ~¹F!21
R

2
F21

U

4!
F4G . ~1.23!

The couplings above were defined in Eq.~1.20!. We have
implicitly performed tadpole renormalizations where nec
sary to remove ultraviolet divergences of the classical theo
An immediate consequence of the superrenormalizability
the classicalSC is that all observables are universal functio
of the ‘‘bare’’ coupling constantsK, R, andU. So, for ex-
ample, we have for the static susceptibility

x~k,ivn50!5
1

T
^uF~k!u2&5

1

R
CCSKk2R ,

TU

Kd/2R~42d!/2D ,
~1.24!

whereCC is a universal crossover function with no arbitra
scale factors. In fact, the crossover functionCC has been
considered earlier in Ref. 32, where it was dubbed thetric-
ritical crossover functionfor entirely different physical rea-
sons ~we emphasize that this terminology is pure
accidental—we are not dealing with any tricritical poi
here!. The computation of tricritical crossover functions is
logically separate problem from those considered in this
per, and we shall have relatively little to say about them he
We shall simply treat them as known, previously compu
functions; for completeness, we tabulate some results
these functions in Appendix A. Notice that the arguments
the classical crossover functionCC in Eq. ~1.24! are them-
selves quantum-critical crossover functions, as follows fr
Eq. ~1.19! and ~1.20!. Indeed, inserting Eqs.~1.19! and
~1.20! into Eq.~1.24!, we get a scaling form completely con
sistent with Eq.~1.5!. The critical temperatureTc is deter-
mined by the conditionx(0,0)5`; in general, this is not
equivalent to the requirementR50 ~although this does turn
out to be the case at the one-loop level!, but is instead given
by the point where the scaling functionCC diverges. This
condition leads to equationTU/(Kd/2R(42d)/2)5const where
the constant is determined by the point whereCC diverges as
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a function of its second argument; it is the solution of th
equation which leads to theO(e (11e)/(12e)) corrections to
the result forTc reported in Eq.~1.10!.

To summarize, in the regionuT2Tc(t)u!Tc(t), the phys-
ics is described by universal crossover functionsC, which
are ‘‘crossover functions (CC) of crossover functions
(CQ).’’ The CQ functions are properties of the quantum
critical point, and it is the burden of this paper to compu
them; these functions then serve as arguments of known
sical, tricritical crossover functions (CC).

Finally, we note that ford just below 3, it is also neces
sary to include a couplingVF6 in S to get the correct infra-
red behavior; we have ignored this complication for simpl
ity; moreover, asV;e3 and this effect is present only at
rather high order.

The outline of the remainder of the paper is as follows.
Sec. II we will compute properties ofS for d,3. The dis-
cussion is divided into a one-loop computation of static o
servables in Sec. II A and a two-loop computation of d
namic observables in Sec. II B. Section III will present
general discussion of the properties of models above t
upper-critical dimension: the modifications necessary in
scaling forms and the explicit computation of crossov
functions. Finally Sec. IV will review the main results, di
cuss their relationship to previous works, and point out
rections for future work. A number of details of the calcul
s-

-

-
-

ir
e
r

i-

tions appear in the appendixes. The tricritical crosso
functions appearing in Eq.~1.24! are in Appendix A. In Ap-
pendix B we compute theT50 parameters that appear in th
scaling forms. Details of the finiteT two-loop computations
of various quantities are in Appendix C.

II. CROSSOVER FUNCTIONS OF S
BELOW THREE DIMENSIONS

A number of crossover functions for the modelS were
introduced in Sec. I. We give formal expressions, valid
two-loop order, for all of these quantities in Appendix C.
this section we will evaluate these expressions and show
they obey the required scaling forms order by order ine. We
will discuss the behavior for general values oft only to one-
loop order in Sec. II A. We will limit our explicit two-loop
results to a few important quantities at the critical coupli
t50; these will appear in Sec. II B.

The same basic trick will be repeatedly used to evalu
the frequency summations in Appendix C: We will alwa
subtract from the summation of a function ofvn , the inte-
gration over frequency of precisely the same function. T
resulting difference will always turn out to be strongly co
vergent as a function of momentum in alld. So, for example,
we have
e

the
T(
en

E ddq

~2p!d
1

en
21q21a2

2E de

2pE ddq

~2p!d
1

e21q21a2
5T(

en
E ddq

~2p!d
1

en
21q21a2

2E dd11p

~2p!d
1

p21a2

5E ddq

~2p!d
1

Aq21a2
1

eAq21a2/T21
. ~2.1!

Notice that the integrand on the right-hand side of the last equation falls off exponentially for largeq, and the integral is
therefore convergent for alld.

A. One-loop results

We will begin ~Sec. II A 1! by determining the coupling constantsR, K, andU of Scl which are the arguments of th
tricritical crossover functions. Subsequently, we will present results for observables ofS: the susceptibilityx ~Sec. II A 2! and
the response of the system to a field that couples to the conserved O(n) charge~Sec. II A 3!.

1. Coupling constants ofScl
We begin by using Eqs.~C7! and ~1.20! to obtain an expression forR, valid to one-loop order:

R5t01u0S n12

6 D F E ddq

~2p!d S T (
enÞ0

1

en
21q21t0

1
T

q2D 2E dd11p

~2p!d11

1

p2G . ~2.2!

We have setZ51 at this order, and will implicitly do so in the remainder of this section. We now apply the identity~2.1! and
perform the momentum integrals overp, expressed in terms of the renormalizedt using Eq.~1.3!. Finally we expressu0 is
terms of a renormalized couplingg defined by

g5m2eSd11

Z2

Z4
u0 , ~2.3!

where m is a renormalization momentum scale,Sd52/@G(d/2)(4p)d/2# is a phase space factor, and the values of
renormalization constants are tabulated in Eq.~B1!. This gives fort.0
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R5tS 11
n12

6e
gD1megS n12

12 DGS 22
e

2DGS 211
e

2D t12e/21gS n12

6 DT2S m

T D e

FdS t

T2D
5tS 11e

n12

2~n18!
ln

t

m2D1eT2S n12

n18DF3S t

T2D . ~2.4!

In the second equation, we have evaluated at the fixed-point valueg5g* @Eq. ~B2!#, and then expanded to ordere. The
functionFd is given by

Fd~y!5
1

Sd11
E ddk

~2p!d F 1

Ak21y

1

eAk21y21
2

1

k21y
1

1

k2G . ~2.5!

Let us also note here the values

Fd~0!5
~4p!1/2G„~d11!/2…G~d21!z~d21!

G~d/2!
, F3~0!5

2p2

3
. ~2.6!

It is now easy to see, using Eq.~B6! that the result~2.4! for R can be written in the scaling form

R5
T22hD1

h

A FD1
2

T2
1eS n12

n18DF3S D1
2

T2 D G . ~2.7!

This result is consistent with the scaling postulated in Eq.~1.19!. At this order, the exponenth50, and verifying the powers
of h in front requires a higher-order computation.

We now wish to extend this result forR to t,0 by analytic continuation from thet.0 result. First, we need to verify tha
the t.0 result forR is analytic att50. To do this, we first rewrite Eq.~2.4! in the form

R5tS 11e
n12

n18
ln
T

m D1eT2
n12

n18
G1S t

T2D , ~2.8!

where

G1~y!5
ylny

2
14E

0

`

k2dk
1

Ak21y

1

eAk21y21
12pAy. ~2.9!

The first term in Eq.~2.8! is clearly a smooth function oft; if we can now show thatG1(y) is a smooth function ofy near
y50, we will have established the analyticity ofR at t50. Performing an integration by parts of the integral in Eq.~2.9!,
followed by an elementary re-arrangement of terms, we can manipulate the result forG1(y) into the following form:

G1~y!5
ylny

2
12pAy24E

0

`

dkln@12e2Ak21y#

5
ylny

2
12pAy12E

0

`

dkS Ak21y2k2 lnFk21y

k2 G2
y

2Ak211
D 24E

0

`

dkS lnFk sinh~Ak21y/2!

Ak21y/2
G2

k

2
2

y

4Ak211
D .

~2.10!

The first integral can be done analytically, and we find that all the potentially singular terms cancel. Our final expres
G1(y), valid for y.0, is

G1~y!5
y

2
24E

0

`

dkS lnFk sinh~Ak21y/2!

Ak21y/2
G2

k

2
2

y

4Ak211
D . ~2.11!

It should now be evident that Eq.~2.11! is a smooth function ofy at y50; the integrand involves only even powers
Ak21y, and its integral is a smooth function ofy. Indeed, it is not difficult to explicitly extend the above result
z52y,0. Divide the integral into the regionsk,Az andk.Az; the integrand remains unchanged in the second region, w
in the first region the sinh function becomes a sin function—this gives us the functionG2(z) as the analytic continuation o
G1(y) to z52y,0:

G2~z!5
z

2
2zsinh21Az24E

0

Az
dklnFk sin~Az2k2/2!

Az2k2/2
G24E

Az

`

dkS lnFk sinh~Ak22z/2!

Ak22z/2
G2

k

2
1

z

4Ak211
D . ~2.12!
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We can now combine the above results to obtain an expression forR valid for both signs oft and which is smooth a
t50:

R5tS 11e
n12

n18
ln
T

m D1eT2
n12

n18
GS t

T2D , G~y![u~y!G1~y!1u~2y!G2~2y!. ~2.13!
,
ll

e
is
he

o

e

l
A plot of the functionG(y) is shown in Fig 2. As expected
the plot is smooth aty50. However, the alert reader wi
notice that there is in fact a logarithmic singularity inG
(R) at y522p (t524p2T2) where the argument of th
logarithm in Eq.~2.12! can first change sign. However, th
singularity is of no physical consequence as it occurs w
the system is already in the ordered phase~Fig. 1!, and the
above expressions can no longer be used; the transition t
ordered phase happens whent;2eT2. More precisely, we
see from the tricritical function in Appendix A that the valu
of Tc(t) is determined by the conditionR50; applying this
to Eq. ~2.12! and using Eqs.~B13!, ~B11!, and~B17! we get
n

the

the results~1.10!, ~1.11! for Tc . We will discuss the physica
significance of the limiting behavior ofR andG in various
regimes in Sec. II A 2.

Next, we turn to the computation ofU. First, we obtain
from Eqs.~C5! and ~1.20! the expression

U5u02u0
2S n18

6 DT (
enÞ0

E ddq

~2p!d
1

~en
21q21t0!

2 .

~2.14!

As in the computation ofR, we can setZ51, h50 in the
one-loop approximation. Now note that
T (
enÞ0

E ddq

~2p!d
1

~en
21q21t0!

2 5S T(
en

E ddq

~2p!d
1

~en
21q21t0!

2 2E dd11p

~2p!d11

1

~p21t0!
2D

2S TE ddq

~2p!d
1

~q21t0!
2 2E dd11p

~2p!d11

1

~p21t0!
2D

52T2e
d

dy S E ddq

~2p!d
1

Aq21y

1

eAk21y21
D 2T2eSd11S 2

1

e
1

p

Ay
1
lny11

2
1O~e!D ,

~2.15!

wherey[t0 /T
2. Using the definition of the functionG1 in Eq. ~2.11!, we get finally

T (
enÞ0

E ddq

~2p!d
1

~en
21q21t0!

2 5T2eSd11F1e 2G8S t0T2D1O~e!G . ~2.16!
er,

e

Note that we have analytically continuedG18 to G8 and ob-
tained an expression which is manifestly analytic att50.
Inserting Eq.~2.16! into Eq. ~2.14!, and expressingu0 and
t in terms of the renormalizedg @Eq. ~2.3!# andt @Eq. ~1.3!#,
this yields

U5megS 11
n18

6e
gD1S n18

6e D m2eg2

Te F2
1

e
1G8S t

T2D G .
~2.17!

Evaluating atg5g* @Eq. ~B2!# and expanding to ordere2,
we get finally
U5
6eTe

n18 F11eS 3~3n114!

~n18!2
2
1

2D1eG8S t

T2D G .
~2.18!

Note that them dependence has dropped out at this ord
and this result is consistent with the scaling forms~1.19! and
~1.20!.

Finally, it is clear that the couplingK51 at one loop.

2. Susceptibility

The one-loop susceptibility follows immediately from th
result ~C9!:

x21~k,ivn!5k21vn
21R2eS n12

n18D2pTAR. ~2.19!
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As R is analytic att50, and so is this result forx. It is also
clear that this result obeys the scaling forms~1.5!, ~1.8!, and
~1.9!, given that the result~2.7! for R obeys Eq.~1.19!.

The result~2.19! gives us a prediction for theT and t
dependence of the correlation lengthj:

j225R2eS n12

n18D2pTAR. ~2.20!

By examining the limiting behavior ofj, we can obtain a
physical interpretation of the regimes of the CQFT asso
ated with thet50, T50 quantum-critical point, as shown i
Fig. 1.

~I! T!D1 : low-T limit of CQFT, paramagnetic phase
From Eqs.~2.20! and ~2.7! we find

j225D1
2 1eS n12

n18DT~8pTD1!1/2e2D1 /T1•••.

~2.21!

So the correlation length and the physics are dominated
its t.0,T50 behavior, with exponentially small correction
due to a dilute number of thermally excited quasiparticle

~II ! T@utuzn: high-T limit of CQFT. In this case, the lead
ing behavior ofj from Eqs.~2.20! and ~2.7! is

j225eS n12

n18D2p2T2

3 F12S 6e~n12!

n18 D 1/2G . ~2.22!

The scale ofj, and indeed of all the physics, is now set
T. The ratioj22/T2 is a universal number, obtained abo
for small e. The reasons for the appearance of theAe terms
were discussed earlier in Sec. I A; as also noted there, no
that there were no such terms in region I. This series forj is
not useful as it stands, as it has the unphysical feature
changing sign for physically interesting values ofe andn.

As noted earlier, to this order ine, the phase boundar
T5Tc(t) in Fig. 1 is determined by the conditionR50 and
yields the values forTc given in Eqs.~1.10! and ~1.11! @the
order-e1/2n corrections follow from assuming the scalin
form ~2.7! and the fact thatF3 has an expansion in intege
powers ofe#. The results forx andR in this subsection are
not valid in the regionuT2Tc(t)u!Tc(t), where, instead, we
have to insert the results forR, K, andU in Sec. II A 1 into
the tricritical crossover functions of Appendix A. In the o
dered phase we have a second low-T limit of the CQFT
~region III of Fig. 1! where again the properties are dom
nated by scales set by thet,0, T50 ground state (rs for
n.1, andD2 for n51). A separate analysis with a spont
neously broken symmetry is necessary here; it can be e
performed by our methods, but we have not presented
this paper.

Let us now turn to dynamic properties. At this order, t
self-energy has no momentum or frequency dependence;
result the imaginary part of the susceptibility contains o
d functions at real frequencies:
i-

y

ce

of

ily
in

s a

Imx~k,v!5
p

2«~k!
@d„v2«~k!…2d„v1«~k!…#,

~2.23!

with «2(k)5k21j22. This is clearly an artifact of the one
loop result, as the spectral density is required on gen
grounds to be nonzero at all frequencies at any nonzero t
perature. The two-loop computation of the imaginary part
the susceptibility in Sec. II B will not suffer from this defec

3. Response to a field coupling to the conserved O„n… charge

The O(n)-symmetric action S possesses a set o
n(n21)/2 conserved Noether charges. In this subsection
will examine the susceptibilityxH associated with an exter
nal fieldH which couples to one these charges. This analy
is motivated primarily by recent work9 on thed52, O~3!
s model of two-dimensional quantum antiferromagne
where this susceptibility is the response to an ordinary u
form magnetic field. Here, we will complement the earli
1/n expansion results9 by the e expansion. It is also worth
noting here that what we have denoted here as the ordi
susceptibilityx(k,v) is the staggered susceptibility of th
quantum antiferromagnet.

Let us orient the fieldH such that it causes a precession
f in the 1-2 plane. The time derivative term in Eq.~1.1! is
then modified to

1

2 F ~]tf12 iHf2!
21~]tf21 iHf1!

21 (
a53

n

~]tfa!2G .
~2.24!

The susceptibilityxH is the second derivative of the fre
energy with respect to variations inH. We can evaluate this
using the method described in Sec. I A and Appendix C;
first order inu0 we obtain

FIG. 2. A plot of the universal scaling functionG(y) defined in
Eq. ~2.13!. Notice that it is smooth aty50. It is analytic for all real
y.22p.
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xH52T (
enÞ0

E ddq

~2p!d
q21t02en

2

~en
21q21t0!

2 12TE ddq

~2p!d
1

q21R
22u0S n12

6 D FTE ddq1
~2p!d S (

enÞ0

1

en
21q1

21t0
1

1

q1
21RD

2E dd11p

~2p!d11

1

p2GFT (
VnÞ0

E ddq2
~2p!d

q2
21t023Vn

2

~Vn
21q2

21t0!
3G22u0S n12

6 D FTE ddq1
~2p!d S 1

q1
21R

2
1

q1
2D G

3FTE ddq2
~2p!d

1

~q2
21R!2G . ~2.25!

Evaluating the frequency summations and the momentum integrals, expressing in terms of the dimensionless couplig @Eq.
~2.3!#, and expanding some of the terms to the needed order ine, we obtain from Eq.~2.25!

xH

Td21 5QdS t0T2D1
2G~12d/2!

~4p!d/2 S RT2D
d/221

1
g

2 S n12

6 D1gS n12

6 D S m

T D e

Qd8S t0T2D FF3S t0T2D22pS RT2D
1/2

2
t0
T2

1

e
1

t0
2T2

ln
t0
T2G ,
~2.26!
c
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where the functionFd(y) was defined in Eq.~2.5! and

Qd~y![E ddk

~2p!d
1

2sinh2~Ak21y/2!
2
2G~12d/2!

~4p!d/2
yd/221.

~2.27!

A number of important results now follow from Eqs.~2.26!
and ~2.27!; as the analysis is quite similar to that in Se
II A 1, we will omit the details.

~i! After expressing in terms of the renormalizedt by
t05t@11g(n12)/(6e)# @Eqs.~1.3! and ~B1!#, we find that
the poles ine cancel to orderg.

~ii ! The resulting expression forxH is then analytic as a
function of t at t50. This follows from the previously es
tablished analyticity ofR at t50, and the fact thatQd(y) is
analytic aty50. The result~2.26! can therefore be used bot
for t.0 andt,0.

~iii ! For t.0, expresst in terms of the true energy ga
D1 @using Eqs.~B6!#, and evaluate Eq.~2.26! at the fixed-
point coupling g5g* @Eq. ~B2!#. All dependence on the
renormalization scalem disappears, andxH then satisfies the
scaling form9,14

xH5Td21CHS D1

T D , ~2.28!

whereCH is a universal function, easily obtainable from E
~2.26!. A similar result holds fort,0, where the renormal
ized energy scale is now the spin stiffnessrs , related tot by
Eqs.~B11! and ~B17!.

We will be a little more explicit at the critical coupling
t50. First, we have

Qd~0!5
4~d21!G~d21!z~d21!

~4p!d/2G~d/2!
, Qd8~0!5

1

4p2

1O~e!. ~2.29!

Using these results, Eqs.~2.6! and ~2.4!, we get from Eq.
~2.26!
.

xH

Td21 5
1

3
2AeS n12

6~n18! D
1/2

1eS 2~n12!

3~n18!
10.310 311 256 . . . D

1O~e3/2! ~2.30!

at t50. At the physical value for two-dimensional antiferro
magnets,n53, e51, the successive terms in Eq.~2.30! os-
cillate in sign, and do not become smaller—so a direct eva
ation does not yield a useful numerical estimate.

B. Two-loop results

All computations in this subsection will be limited to th
critical couplingt50.

Two-loop results for the values of the static quantiti
R, x21(0,0) and]x21(k,0)/]k2uk50 are presented in Ap-
pendix C. Our main purpose in obtaining the results is t
they provide an explicit demonstration of the consistency
the method proposed in this paper: All ultraviolet and infr
red divergences cancel as required, and the results take
form of a systematic series in powers ofAe, along with a
finite number of factors of ln(e).

In this subsection we will limit our discussion to dynam
observables, in particular those related to Imx(k,v). Two-
loop contributions make an important qualitative differen
in that thed-function peaks in Eq.~2.23! are broadened due
to dissipative thermal effects.

We begin with the expression~C9!, retaining only the
terms dependent upon the external frequency, setting
couplingu0 to its fixed-point value, and keeping terms up
formal ordere2:

x21~k,ivn!5Zvn
22e2

2~n12!

~n18!2
T2

S4
2 (

en ,Vn

E d3q1
~2p!3

d3q2
~2p!3

3
1

@q1
21s̃~en!#@q2

21s̃~Vn!#

3
1

~k2q12q2!
21s̃~vn2en2Vn!

1 terms independent ofvn , ~2.31!
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where at the critical couplingt50 @compare Eq.~C10!#

s̃~en!5en
21Rden ,0

. ~2.32!

Notice that the finite-frequency propagators in Eq.~2.31!
have only their bare mass which vanishes at the critical c
pling t50, while the zero-frequency propagator has
fluctuation-induced mass of ordereT2. Clearly, this distinc-
tion is a consequence of our approach which treats the z
frequency modes in a manner distinct from the fini
frequency modes. However, the distinction is unimportan
an expansion for physical quantities as a series inAe
~modulo logarithms ofe), for the finite-frequency mode
have a minimum value ofvn

254pT2, which overwhelms
any mass term of ordereT2 we might consider adding to
their propagator. In other words, Eq.~2.31! provides the
leading frequency-dependent contribution tox21(vn) in an
expansion inAe for all physically allowed values ofvn .

We are interested here in the value of Imx(k,v) for real
frequenciesv. In principle, this can be obtained by analyt
continuation from the values of the susceptibility at the M
subara frequencies. However—and this is a key point—th
is no guarantee that the analytically continued result will a
be a systematic series inAe, valid for all values ofv. In fact,
it is not difficult to see that the analytically continued res
is valid only forv@AeT. This condition can be traced to th
ambiguity in the mass term for the finite-frequency propa
tors discussed in the previous paragraph; while this amb
ity is unimportant at the Matsubara frequencies, a sim
estimate shows that it strongly modifies Imx(k,v) for
v;AeT. As a result, we are only able to obtain here s
u-

ro-
-
n

-
re
o

t

-
u-
le

-

tematic results for Imx(k,v) for v@AeT. The e depen-
dence of the very important low-frequency limitv→0 for
finite T remains an open problem. Similar difficulties we
also encountered earlier in the 1/N expansion9 of the same
problem, where the expansion broke down forv;T. Here,
we are able to explore the regionAeT!v!T, and in par-
ticular have systematic results forv;T.

It appears worthwhile to discuss further the reasons
the failure of the directe expansion in the low-frequenc
regime. The physical properties of the system are quite
ferent between the frequency rangesv@T ~where quantum
fluctuations dominate! and v!T ~where classical, therma
fluctuations dominate!. Our strategy to treat differently the
vn50 andvnÞ0 modes is, in a sense, an attempt to ac
modate this distinction as best as we can along the imagin
frequency axis, where the allowed values of the frequenc
are quantized in integer multiples of 2pT. For thermody-
namic and static quantities, this somewhat crude accomo
tion works. However, for dynamic, dissipative quantities,
is not good enough. It seems clear that a study of thereal
time dynamics of using real frequencies in the rangev!T is
necessary. Such an analysis will, however, not be prese
in this paper.

In the remainder of the section we will restrict our atte
tion to v@AeT. Under these conditions we can drop th
massR even from the zero-frequency propagators wh
computing the imaginary part~all infrared divergences con
trolled by a finiteR occur only in the real part!. Evaluating
the frequency summation in Eq.~2.31!, analytically continu-
ing to real frequencies, and taking the imaginary part,
obtain atk50
e

for-
Imx21~k50,v.0!52e2
p~n12!

~n18!2
1

S4
2E d3q1

~2p!3
d3q2

~2p!3 F3$n~ uq11q2u!@11n~q1!1n~q2!#2n~q1!n~q2!%

4uq11q2uq1q2

3d~v1uq11q2u2q12q2!1
11~3/2!@n~q1!1n~q2!#@11n~ uq11q2!#

4uq11q2uq1q2
d~v2uq11q2u2q12q2!G ,

v@AeT, ~2.33!

with Imx21(k,v,0)52 Imx21(k,2v), and wheren(x)51/(ex/T21) is the Bose function. A similar result can also b
obtained forkÞ0 but we will refrain from displaying it; we will limit ourselves to analyzing the simplerk50 result. The
angular integrals in Eq.~2.33! can be performed and we obtain then

Imx21~0,v!52e2
2p~n12!

~n18!2 F3E
v/2

`

dq1E
v2

`

dq2$n~q11q22v!@11n~q1!1n~q2!#2n~q1!n~q2!%

1E
0

v/2

dq1E
v22q1

v2
dq2$11 3

2 @n~q1!1n~q2!#@11n~q11q22v!#%G , v@AeT. ~2.34!

Somewhat unexpectedly, all of the integrals in Eq.~2.34! can also be performed analytically; after a lengthy, but straight
ward, computation we obtained a final result which had a surprisingly simple form:

Imx21~0,v!52e2
2p~n12!

~n18!2 Fv2

8
1p2T216T2 Li 2~e

2v/2T!G , v@AeT, ~2.35!

where Li2(x) is the dilogarithm function,



at

(

le,
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Li2~x!52E
0

xdy

y
ln~12y!. ~2.36!

For largev we have from Eq.~2.35!

Imx21~0,uvu→`!5
phv2

2
sgn~v!, ~2.37!

whereh5e2(n12)/(2(n18)2) is the field anomalous dimension; this is precisely the result expected9 at this order from
scaling. For smallv, the result~2.35! taken at face value gives us

Imx21~0,v→0!52e2
2p~n12!

~n18!2
$2p2T2 sgn~v!13vT@ ln~ uvu/2T!21#%. ~2.38!

This singular behavior at smallv is clearly an artifact of taking Eq.~2.35! beyond its regime of validity; we expect instead th
Imx21(0,v);v for smallv, but have no direct method here for estimating its coefficient.
One measure of the strength of the dissipation computed above is the value of Imx21(0,v5T), where our expansion is

expected to be reliable. This is characterized by the damping rateGRT defined in Eq.~1.14!. From Eqs.~2.35! and~2.19! we
have to leading order ine

T

GRT
5e

3

~n18!p F181p216 Li2~e
21/2!G513.770 249

e

n18
. ~2.39!

It is interesting to compare this value with the exact result for the one-dimensional transverse-field Ising modeln51,
e52), for which we get21

T

GRT
5

1

2p2 S G~1/16!

G~15/16! D
2UGS 15162

i

4p D U4sin~p/8!sinh~1/2!52.560 527 . . . , exact value forn51, e52,

T

GRT
53.06 . . . ,e expansion~2.39! at n51, e52 ~2.40!

~theG functions on the right-hand side should not be confused with the damping rateGRT). The agreement is quite reasonab
even fore as large as 2.

It is interesting to compare the ratio of relaxation rates atv5T @GR , defined in Eq.~1.12!# with that atv50 (GRT) for the
n51, d51 case, where we have results for both. We obtain21

GRT

GR
5

p2

2sin2~p/16!sinh~1/2! S G~15/16!

G~1/16! D 2UGS 15162
i

4p D U24

50.981 700 183 338 266 . . . . ~2.41!
ha

a
i
i

ar
n
e
e
a

is

c-

l

n

Notice that the two rates are almost exactly equal, as
been conjectured earlier ford52, n53 in Ref. 9. We sus-
pect that the near equality is quite general, and soGRT is
always a good estimate forGT in the high-T limit ~region II
of Fig. 1!.

III. MODELS ABOVE THEIR UPPER-CRITICAL
DIMENSION

The computations now follow the same basic strategy
that used for systems below their upper-critical dimension
Sec. II. The main difference is that the expansion is now
terms of the bare value of the irrelevant nonlinearityu0,
rather than its universal fixed-point value. Further, there
no nontrivial renormalizations, and the renormalization co
stantsZ, Z1, Z2, andZ4 can all be set equal to unity. Th
results now will have some explicit, nonuniversal, cutoff d
pendence which cannot be removed by a simple renorm
ization: This is because theT50 quantum-critical point is
d

s
n
n

e
-

-
l-

above its upper-critical dimension, and the field theory
therefore nonrenormalizable.

We will analyze a class of models with the general effe
tive actionSg of the form

Sg5
T

2(vn

E ddk

~2p!d
uf~k,vn!u2@M ~vn!1k21t0#

1
u0
4!E0

1/T

dtE ddxf4~x,t!, ~3.1!

where we have the usual Fourier-transformed field

f~k,vn!5E
0

1/T

dtE ddxf~x,t!ei ~kx2vnt!. ~3.2!

Different choices forM (q,vn) describe a variety of physica
situations.

~a! M (vn)5vn
2 . This obviously corresponds to the actio

S of a quantum rotor (n>2) or transverse-field Ising
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(n51) model which we have already studied in Sec. II.
has dynamic exponentz51 and upper-critical dimension
d53.

~b! M (vn)52 iDvn. Now Sg describes a dilute Bos
gas,4–7 with D a constant~analogous to the velocityc for
S) related to the mass of the bosons. The dynamic crit
exponent isz52, and the upper-critical dimension isd52.

~c! M (vn)5Duvnu. In this case,Sg describes spin fluc-
tuations in the vicinity of the onset of spin-density wa
order in a Fermi liquid.1 Unlike cases~I! and ~II !, theT50
dynamic susceptibility now does not have a quasipart
pole in the paramagnetic phases, but instead has a cu
scribing the particle-hole continuum. The dynamic critic
exponent isz52 and the upper-critical dimension isd52.
Finally, it must be noted that in this caseSg is only appli-
cable in the paramagnetic~or Fermi liquid! phase;16 a sepa-
rate action is needed within the magnetically ordered ph

Note that all of the above choices forM share the prop-
ertyM (0)50. Also in all three cases the correlation leng
exponentn51/2, and the couplingu0 is irrelevant at the
u050 quantum-critical point with scaling dimension2uu ;
for the models above we haveuu5d1z24, a relationship
which is not always valid.

Another model of interest is the quantum-critical po
describing the onset of ferromagnetism in a Fermi liquid.1 It
has recently been pointed out33 that the effective action now
contains nonanalytic dependences on the momentumk
(;kd21 in clean systems and;kd22 in random systems!
which are present only atT50. This singular behavior is
possible because gapless fermion modes are being integ
out. It is now clearly necessary to also account for theT
dependence arising from the elimination of the critical fer
ion models. This should be possible using the general m
ods of this paper, but this issue shall not be addressed in
paper.

Returning to models~a!–~c! above, we perform a pertur
bation theory inu as described in Sec. I A and II. The ge
eralization of Eq.~2.2! to linear order inu0 is now

R5t01u0S n12

6 D E ddq

~2p!d S T (
enÞ0

1

M ~en!1q21t0
1

T

q2

2E de

2p

1

M ~e!1q2D . ~3.3!

The susceptibility, defined in Eq.~1.4!, is obtained fromR
by generalizing Eq.~2.19! to

x21~k,ivn!5k21M ~vn!1R

2u0TS n12

6 D 2G„~42d!/2…

~d22!~4p!d/2
R~d22!/2. ~3.4!

We have assumed above and will continue to assume be
that 2,d,4. The correlation lengthj, is given at this order
by j25x(0,0), as in Sec. II A 2. To apply the analog of E
~2.1!, it is convenient to separateR into the following form:

R5t01u0S n12

6 D @R11R21R3#, ~3.5!
t

al

e
de-
l

e.

ted

-
h-
is

w

with

R15E ddq

~2p!d S T(en 1

M ~en!1q21t0

2E de

2p

1

M ~e!1q21t0
D ,

R252TE ddq

~2p!d S 1

q21t0
2
1

q2D ,
R35E ddq

~2p!d
E de

2p S 1

M ~e!1q21t0
2

1

M ~e!1q2D .
~3.6!

The integral inR1 is ultraviolet convergent in alld in models
~a! and ~b!, and is convergent ford,4 in model ~c!. The
integral inR2 is ultraviolet convergent ford,4. All of the
ultraviolet divergences have been isolated inR3. For all
models~a!–~c! this divergence can be separated by a sin
subtraction which is a linear functiont0; we writeR3 as

R35E ddq

~2p!d
E de

2p S 1

M ~e!1q21t0
2

1

M ~e!1q2

1
t0

@M ~e!1q2#2D2E
0

L ddq

~2p!d
E de

2p

t0
@M ~e!1q2#2

.

~3.7!

The last integral is a cutoff- (L-! dependent term which ha
the simplifying feature of being a linear~and therefore ana
lytic! function of t0. The first integral is now ultraviolet con
vergent, but is a more complicated function oft0. In other
models additional subtractions involving higher powers
t0 may be necessary at this stage.

Carrying out all the frequency integrals and summatio
in Eqs.~3.6! and ~3.7! for ~along with the momentum! inte-
gration of the last term in Eq.~3.7!, we find that in all three
modelsR takes the form

R5t0~12u0c1L
uu!1u0c2T

~11uun!/znYS c3 t0
T1/znD ,

~3.8!

where c1, c2, and c3 are constants, andY is a universal
scaling function given byR11R21R3 but with the last term
in Eq. ~3.7! omitted. By examining the limiting behavior o
Eqs. ~3.4! and ~3.8! we can delineate the different physic
regimes as shown in Fig. 3.6,10,19

~I! T!(t0 /u0)
zn/(11uun): low-T limit of CQFT, paramag-

netic phase. In this regime we are dominated by thet.0
ground state, with givenj given to leading order by its
T50 value. The subleading temperature-dependent cor
tions are, however, different depending upon whether
argument of the scaling functionY(y) is small or large.
These subregimes are therefore the following.

~Ia! T!t0
zn . The nature of the corrections depends up

the behavior ofY(y→`), which can vary considerably from
model to model. In models~a! and~b! the t0.0 ground state
has a gap, and so the leading correction will be exponenti
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small in temperature. Model~c! is a Fermi liquid fort0.0,
and has power-law corrections inT which will be described
in more detail below.

~Ib! t0
zn!T!t0

zn/(11uun) .
Now theT-dependent corrections involveY(0), which is

always a pure number; so we have

j22~T!5j22~T50!1u0c2T
~11uun!/znY~0!1•••.

~3.9!

~II ! T@ut0uzn/(11uun): high-T limit of CQFT. NowT is the
most important energy scale and allt0-dependent correction
can be neglected. The correlation length still obeys Eq.~3.9!
but with the second term now being larger.

The transition to the ordered state occurs, as before
R50. To leading order inu0, Tc is given by Eq.~3.8! to be
Tc5@ ut0u/„u0c2Y(0)…#zn/(11uun).

In the remaining presentation we specialize to model~c!;
the properties of models~a! and~b! will be quite similar. The
upper-critical dimension isd52, and we assume we ar
above it. For this case, the explicit result forR is

R5t0S 12
u0L

d22

D S n12

6 D Sd
p~d22! D

1
u0
D

~TD!d/2S n12

6 DYS t0
DTD , ~3.10!

whereY is initially obtained as

Y~y!5
1

pE ddq

~2p!d F lnS q22p D2
2p

q21y
2cS q21y

2p D1
p1y

q2 G ,
~3.11!

FIG. 3. As in Fig. 1, but for the case where the quantum-criti
point is above its upper-critical dimension. Now properties are c
trolled by the value of the couplingu0, associated with the leas
irrelevant operator involving quantum-mechanical interactions;
denote its scaling dimension as2uu (uu.0). The crossover
boundaries on either side of region II, and the phase transition
T5Tc(t), now scale asT;(utu/u0)zn/(11uun). The boundary be-
tween regions Ia and Ib scales asT;tzn. The expansion is now in
powers of the bare couplingu0, and classical tricritical crossove
functions are needed in the shaded region whereR!(Tu0)

2/(42d).
For more discussion on the regions see the discussion below
~3.8!.
at

wherec is the digamma function; it can be verified that th
integral overq in Eq. ~3.11! is convergent for 2,d,4. Now
we use the identityc(z11)5c(z)11/z to simplify Eq.
~3.11! to ~see Fig. 4!

Y~y!5
1

pE ddq

~2p!d F lnS q22p D2cS 11
q21y

2p D1
p1y

q2 G .
~3.12!

In this form, it is manifestly clear thatY(y) is analytic as a
function ofy at y50, and so from Eq.~3.10!, R is analytic at
t050. Indeed the first singularity of Eq.~3.12! is at
y522p, and Eq.~3.12! can be used for ally.22p. This
allows us to access the region witht0,0, but T.Tc(t0).
The singularity aty522p is of no physical consequence, a
it is well within the ordered phase. Recall that a similar ph
nomenon occurred in our earlier analysis ofS for d,3 in
Sec. II A 1.

By evaluating the largey behavior ofY(y), we can de-
termine from Eq.~3.4! theT-dependent corrections in regim
Ia. We find

j22~T!5j22~T50!1
u0D

t0
~42d!/2

~n12!G„~42d!/2…

36~4p!d/2
T2.

~3.13!

As noted earlier, theT-dependent correction is a power-la
characteristic of a Fermi liquid.

IV. CONCLUSIONS

This paper has provided a general strategy computatio
finite-temperature universal crossover functions n
quantum-critical points. The strategy can be broken do
into steps, each step containing distinct physical effects;
separation is an important advantage of our method.
steps are the following.

~i! Renormalize theT50 CQFT to obtain a well-defined

l
-

e

e

q.

FIG. 4. A plot of the universal scaling functionY(y), defined in
Eq. ~3.12!, for d53. Notice that it is smooth aty50. It is analytic
for all real y.22p.
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quantum theory whose ground state, excited states, and
tering amplitudes between them are known. In principle, t
information completely specifies the nonzero-T properties,
and no further renormalizations should be necessary.

~ii ! Use the information in~i! to integrate out all degree
of freedom with a finite Matsubara frequency, to derive
fective action~which could be quite complicated! for the
zero-frequency mode.

~iii ! Analyze the effective action by an appropriate tec
nique of classical statistical mechanics.

We have applied this method in this paper to a relativis
n-componentf4 theory below its upper-critical dimension
and to a class of models above their upper-critical dim
sion.

We will now comment on the relationship of our results
some earlier work.

The early work on quantum-critical points1,2,5 studied
only the quantum-to-classical crossover in the shaded re
of Figs. 1 and 3. The crossovers in the remainder of
phase diagram, and their universal properties, were miss

Rasoltet al. studied the quantum-to-classical crossov
in the dilute Bose gas ind53. In the present language, the
are the crossovers near theT50 quantum-critical point at
chemical potentialm50. They described the physics i
terms of the Gaussian-Heisenberg crossover off4 field
theory ind dimensions. This is closely related, but not ide
tical, to our description in terms of tricritical functions, as t
latter are the universal limit of the former whe
u0!L42d,32 whereL is a momentum cutoff. Our approac
properly identifies all the nonuniversal cutoff dependence
due to theT50 quantum theory@in R3 in Eq. ~3.6!#, and
shows that the finite-temperature corrections are unive
@the scaling functionY in Eq. ~3.8!#. Below the upper-
critical dimension, there are no nonuniversal cutoff dep
dences, and the use of tricritical crossovers is essential.

Another popular approach to the study of finit
temperature crossovers has been the momentum-shell r
malization group~RG!, in which the RG equations areT
dependent andT is itself scale dependent.1,7,8,10,12 This
method has been quite useful in identifying qualitative fe
tures of the crossovers in static and thermodynamic qua
ties. However, quantitative crossover functions have b
quite difficult to obtain. We believe this is not merely a tec
nical difficulty, but an intrinsic problem with the physica
basis of this approach. The dynamic consequences of q
tum and thermal fluctuations are physically quite distin
and it appears quite unsound to interpolate between them
defining a scale-dependent temperature. It is quite clear
such a method will not correctly describe the thermal dis
pative dynamics@see the remarks in Sec. II B, in the par
graph before that containing Eq.~2.33!, on the subtleties of
thev!T region apply to such an approach too#. Instead, our
point of view is that the RG flows are more properly cons
ered as properties of theT50 theory, and allow one to de
fine its eigenstates andS matrices. The finite-T physics is
then completely determined by these properties.

O’Connor and Stephens22 have used an idea similar t
that in the momentum-shell RG, but in the framework of t
field-theoretic RG. They achieve this by defining some u
usual renormalization conditions which seem designed
yield b functions which are temperature dependent. T
at-
s

-

-

c

-

on
e
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s

-

s

al
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or-

-
ti-
n
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n-
,
by
at
i-

-

-
to
e

physical meaning or mathematical justification of the
renormalization conditions is not clear to us, and our c
tiques in the previous paragraph apply here too. We also n
that their results are not systematic expansion in some c
trol parameter~many of the terms containe to all orders!,
and are not naturally expressed in the terms of renormal
T50 energy scales which expose the full universality of t
physics.

Large-n expansions have also been used to study fin
temperature properties of quantum critical points.9,34 They
have the advantage of being uniformly valid over the en
phase diagram. Their most extensive application has bee
d52,9 whereTc(t)50 for largen. However,Tc is nonzero
for d.2, and a large-n computation then gives results con
sistent with those of this paper.

We now turn to discussing some open problems and
rections for future research.

The major gap in existing results is a quantitative a
systematic theory for the low-frequency dynamics. This is
experimentally important question, as the damping rate
rectly determines NMR relaxation rates in two-dimension
quantum antiferromagnets.9 Our present approach fails fo
v,AeT, but it is possible that a systematic analysis of
self-consistent approach, withe a control parameter, can b
performed.

The present paper has avoided discussion of logarith
corrections in special dimensions, either due tod being the
upper-critical dimension of the quantum-critical point or b
cause of the logarithmic corrections that appear in wea
coupled classical theories ind52. We made this choice to
streamline our discussion, but it should not be too difficult
extend our results to include these cases.

Finally, we have already noted that there should be in
esting finite-T crossovers in nearly ferromagnetic Fermi li
uids, as some nonanalyticq dependences in the effectiv
action have recently been pointed out.33
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APPENDIX A: CLASSICAL TRICRITICAL
CROSSOVER FUNCTIONS

In this section we will tabulate results on the classic
tricritical crossover functions needed in the regi
uT2Tc(t)u!Tc(t). We will confine our attention to the
crossover functionCC(q,v), appearing in Eq.~1.24!, for the
static susceptibility. In the weak-coupling regionv!1, we
can easily expand in a power series in integer powers ofv:

CC
21~q,v !5q2112S n12

6 D 2G„~42d!/2…

~d22!~4p!d/2
v1O~v2!.

~A1!
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In this region the tricritical crossovers connect smoothly w
our e expansion results in the region outsid
uT2Tc(t)u!Tc(t); the equivalent of Eq.~A1! was already
used in Eqs.~2.19! and ~3.4!.

Within uT2Tc(t)u!Tc(t), v becomes large, and alterna
tive perturbative expansions are needed to obtain tricrit
crossovers. We will discuss two such methods here.

The first method is the expansion in 42d. The reader
may be bothered by our simultaneous use of an expansio
e[32d in the analysis ofS in the main part of the paper
However, the two expansions occur in separate calculat
and compute entirely different crossover functions. They
combined only in the final result, in which the results of o
appear as arguments of the other. So there is no incon
tency, and the procedure is entirely systematic. The resul
CC can be read off from earlier results;32 to leading order in
42d we have

CC
21~q,v !5q21F11

~n18!v
48p2~42d!G

2~n12!/~n18!

.

~A2!

When combined with Eq.~1.24!, we see that the critica
point is atR50; this will change at higher orders in 42d,
when we expect a critical valueR;@TU/Kd/2#2/(42d).

The functionCC can also be obtained in a large-n expan-
sion, with d now arbitrary. Taking the large-n limit of Eq.
~1.23! while keepingnv fixed, a straightforward calculation
gives to leading order

CC
21~q,v !5q21P~v !, ~A3!

whereP(v) is determined by the solution of the nonline
equation

P~v !1nv
G„~42d!/2…

3~d22!~4p!d/2
@P~v !#~d22!/251. ~A4!

Finally, it is easily checked that Eqs.~A1!, ~A2!, and~A3!
all agree with each other in their mutually overlapping
gimes of validity.

APPENDIX B: COMPUTATIONS FOR S AT T50

We consider properties of the modelS @Eq. ~1.1!# at
T50 andd,3, in an expansion in powers ofe532d. We
will compute the renormalizedT50 parameters which char
acterize the ground state, and appear as arguments o
quantum-critical scaling functions. The computations
standard,23,24 and we will be quite brief.

The renormalization constantsZ, Z4 ~and Z2) to the
needed order ing in the minimal subtraction scheme are

Z512
n12

144e
g2, Z2511

n12

6e
g, Z4511

n18

6e
g.

~B1!

The fixed point on theb function is atg5g* with

g*5
6e

n18 F11e
2012n2n2

2~n18!2 G . ~B2!

We consider the casest.0 andt,0 separately.
al

in

ns
e

is-
or

-

the
e

1. t>0

At T50, all properties are ‘‘relativistically’’ invariant,
and are most conveniently expressed in terms of a Euclid
momentum p[(v,k). The renormalized susceptibilityx
takes the form

x21~p!5p21t2S~p2!, ~B3!

whereS is the self-energy. The quasiparticle pole occurs
p252D1

2 which is the solution ofD1
2 5t2S(2D1

2 ). The
residue at this pole,A, is given by

A5S 12
]S

]p2 Up252D
1
2 D 21

. ~B4!

To leading order ing, we can now easily obtain by the usu
methods

D1
2 5tS 11

n12

6e
gD1

n12

6

me

Sd11
gE dd11p

~2p!d11

3S 1

p21t
2

1

p2D . ~B5!

Evaluating this atg5g* we obtain

D1
2 5m2~ t/m2!2n, ~B6!

where n51/21e(n12)/4(n18) is the correlation length
exponent, and there is no correction to the prefactor at o
e.

To obtain the leading contribution toA we have to go to
orderg2, where we obtain

A511
n12

144e
g21

n12

18 S meg

Sd11
D 2 ]

]p2E dd11p1
~2p!d11

dd11p2
~2p!d11

3S 1

~p1
21D1

2 !~p2
21D1

2 !@~p1p11p2!
21D1

2 # DU
p252D

1
2

.

The integral can be performed by transforming to the us
parametric representation, which yields

A511
n12

144e
g22

n12

18
g2S m

D1
D 2e G2~22e/2!G~e!

4

3E
0

1

dxE
0

1

dy
~12y!y2e/2xe/2~12x!e/2

@12x~12x!~12y!#e . ~B8!

Evaluating the integral as a power series ine, we find that
the poles ine cancel. Finally, replacingg→g* , we find

A5S D1

m D hS 110.282 361 514 6
n12

~n18!2
e2D , ~B9!

where the exponenth5(n12)e2/2(n18)2.

2. t<0

First we determine the value ofN05^f&. Ordinary bare
perturbation theory gives
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N05A6ut0u
u0

F12
u0
4ut0u

E dd11p

~2p!d11 S 1

p212ut0u
2

1

p2D G .
~B10!

Reexpressing in terms of the renormalizedt and g, and
evaluating atg5g* , we find ~we can ignore the wave func
tion renormalizationZ at this order!

N05m12e/2An18

2e S 2utu
m2 D b

, ~B11!

where the exponentb51/223e/2(n18).
To get the energy scale measuring deviation from critic

ity, we consider the casesn51 andn>2 separately.

a. n51

Bare perturbation theory tells us thatx(p) is given by

x21~p!5p21t01
u0N0

2

2
2
u0
2N0

2

2 E dd11p1
~2p!d11

3
1

@~p1p1!
212ut0u#~p1

212ut0u!

1
u0
2 E dd11p1

~2p!d11 S 1

p1
212ut0u

2
1

p1
2D . ~B12!

Using Eq.~B10!, reexpressing in terms of the renormaliz
t and g, and evaluating atg5g* , we find ~again ignoring
Z at this order! the energy gap D2 by solving
x21(p252D2

2 )50:

D2
2 5m2S 11

pA323

6
e D S 2utu

m2 D 2n

. ~B13!

b. n>2

In this case we will use the stiffnessrs as a measure o
deviation from criticality. We compute the transverse s
ceptibility ~measured in a direction orthogonal to the cond
sate! in bare perturbation theory:
l-

-
-

x'
21~p!5p21t01

u0N0
2

6
2
u0
2N0

2

9 E dd11p1
~2p!d11

3
1

~p1p1!
2~p1

212ut0u!

1
u0
6 E dd11p1

~2p!d11 S 1

p1
212ut0u

2
1

p1
2D . ~B14!

Again, we use Eq.~B10!, reexpress in terms of the renorma
ized t andg, and evaluate atg5g* , to obtain,

x'
21~p!5p21

2eutu
n18 F S 11

2utu
p2 D lnS 11

p2

2utu D21G .
~B15!

In the regionp2!utu, the above result takes the simple for

x'
21~p!5p2S 11

e

2~n18! D . ~B16!

We can therefore identify

N0
2

rs
5S 12

e

2~n18! D S 2utu
m2 D hn

. ~B17!

3. Universal ratios

For completeness, we list here the universal ratios that
be constructed out of thet.0 andt,0 results. Forn51, we
can take the ratios of the gapsD2 andD1 ,

D2

D1
52nS 11

pA323

12
e D . ~B18!

The analog of this ratio forn>2 is

rs
D1
d21 52~d21!nS n18

2e D S 11
e

2~n18! D . ~B19!

A second set of ratios emerges from the ratios of the fi
scale. Now we have forn51

N0
2

D2
d21A5

n18

2e S 12
pA323

6
e D ~B20!

and forn>2

N0
2

rsA
512

e

2~n18!
. ~B21!
APPENDIX C: COMPUTATIONS FOR S FOR T>0

This appendix will present formal results for the systemS @Eq. ~1.1# to orderu0
2 at nonzeroT. In Sec. I A, we outlined how

to compute these using a two-step process:~i! obtain an effective actionSeff @~Eq. ~1.17!# for thevn50 mode;~ii ! compute the
correlations of observables underSeff .

First, for future use, let us obtain the value of the mass subtractionm0c
2 Consider the susceptibility of the theory inSeff , but

with bare massm0
2; to orderu0

2, this is given in bare perturbation theory atT50 by

1

Z
x21~p!5p21m0

21u0S n12

6 D E dd11p1
~2p!d11

1

p1
21m0

2 2u0
2S n12

6 D 2S E dd11p1
~2p!d11

1

p1
21m0

2D S E dd11p2
~2p!d11

1

~p2
21m0

2!2D
2u0

2S n12

18 D E dd11p1
~2p!d11

dd11p2
~2p!d11

1

~p1
21m0

2!~p2
21m0

2!@~p2p12p2!
21m0

2#
. ~C1!

The critical point is determined by the valuem05m0c at whichx21(p50)50 atT50. Solving Eq.~C1! for this condition
order by order inu0 we obtain
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m0c
2 52u0S n12

6 D E dd11p

~2p!d11

1

p2
1u0

2S n12

18 D E dd11p1
~2p!d11

dd11p2
~2p!d11

1

p1
2p2

2~p11p2!
2 . ~C2!

In subsequent computations, in all propagators carrying a nonzero frequency, we will insert the mass

m0
25m0c

2 1t0 , ~C3!

with m0c
2 given by Eq.~C2!, and expand in powers ofu0: All nonzero frequency propagators in the resulting expression

therefore have masst0.
Let us now obtain the couplings in the effective actionSeff for thevn50 mode to orderu0

2. By ordinary perturbation theory
in the finite-frequency modes we obtain

C̃2~k!5Zk21Zt01u0S n12

6 D FT (
enÞ0

E ddq

~2p!d
1

en
21q21t0

2E dd11p

~2p!d11

1

p2G2u0
2S n12

6 D 2FT (
enÞ0

E ddq1
~2p!d

1

en
21q1

21t0

2E dd11p

~2p!d11

1

p2G S T (
VnÞ0

E ddq2
~2p!d

1

~Vn
21q2

21t0!
2D 2u0

2S n12

18 D FT2 (
enÞ0,VnÞ0,en1VnÞ0

E ddq1
~2p!d

ddq2
~2p!d

3
1

~en
21q1

21t0!~Vn
21q2

21t0!

1

~en1Vn!
21~k2q12q2!

21t0
2E dd11p1

~2p!d11

dd11p2
~2p!d11

1

p1
2p2

2~p11p2!
2G . ~C4!

We have implicitly assumed above thatZ511O(g2) and only writtenZ where it is needed for the order-g2 result; we will
continue to do this in the remainder of the appendix. In a similar manner, we can obtain the value ofC̃4:

C̃4~k1 ,k2 ,k3 ,2k12k22k3!5u02u0
2S n18

6 DT (
enÞ0

E ddq

~2p!d
Symk

1

~en
21q21t0!@en

21~k11k22q!21t0#
, ~C5!

where the symbol Symk denotes that the expression following it has to be symmetrized among the momentak1, k2, k3,
k452k12k22k3. All other couplings inSeff are zero at orderu0

2.
We now perform the renormalizations of the superrenormalizable classical theory to obtainC2 andC4. First, to order

u0
2, it is easy to see thatC45C̃4. For C̃2, in addition to the tadpole renormalization in Eq.~1.18! there is a two-loop
renormalization that has to be included ford close to 3:

C2~k!5C̃2~k!1S n12

6 D E ddk1
~2p!d

C̃4~k,2k,k1 ,2k1!

k1
2

2S n12

18 D E ddk1
~2p!d

ddk2
~2p!d

C̃4~k,k1 ,k2 ,2k2k12k2!C̃4~2k,2k1 ,2k2 ,k1k11k12!

~k1
21T2!~k2

21T2!@~k1k11k2!
21T2#

. ~C6!

This, in fact, completes the set of renormalizations, and there are no new terms that have to be accounted for at high
in u0 in the superrenormalizable classical theory. To avoid an infrared divergence ind53, we have performed the two-loo
renormalization above at an arbitrarily chosen Pauli-Villars mass equal toT. Our results for the coupling constants w
therefore depend upon this choice of renormalization scheme, but all physical observables will be independent of it.
ing Eqs.~C4! and ~C6! we get

C2~k!5Zk21Zt01u0S n12

6 D FT(
en

E ddq

~2p!d
1

q21s~en!
2E dd11p

~2p!d11

1

p2G2u0
2S n12

6 D 2
3FT(

en
E ddq1

~2p!d
1

q1
21s~en!

2E dd11p

~2p!d11

1

p2G S T (
VnÞ0

E ddq2
~2p!d

1

~Vn
21q2

21t0!
2D 2u0

2S n12

18 D
3FT2 (

en ,Vn

E ddq1
~2p!d

ddq2
~2p!d

1

@q1
21s~en!#@q2

21s~Vn!#@~k2q12q2!
21s~en1Vn!#

2E dd11p1
~2p!d11

dd11p2
~2p!d11

1

p1
2p2

2~p11p2!
2G2u0

2S n12

18 DT2E ddq1
~2p!d

ddq2
~2p!d

3F 1

~q1
21T2!~q2

21T2!@~k2q12q2!
21T2#

2
1

q1
2q2

2~k2q12q2!
2G ~C7!

where we have defined
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s~en![en
21t0~12den,0

!. ~C8!

The values of the couplingsR, K, andU now follow directly from Eq.~1.20! and the results~C5! and ~C7! above.
Let us now apply the above procedure to obtain the perturbative result for the dynamic susceptibilityx(k,ivn) at finite

T. As discussed in Sec. I A, this result will be valid everywhere in the phase diagram of Fig. 1, except in the shaded
uT2Tc(t)u!Tc(t). The simplest way to proceed is to introduce an external source term coupling to the fieldf and then to
proceed in the two-step procedure noted at the beginning of this appendix. We omit the details and state the final r

x21~k,ivn!5Zk21Zvn
21R2u0S n12

6 DTE ddq

~2p!d
R

q2~q21R!
1u0

2S n12

6 D 2FTE ddq1
~2p!d

R

q1
2~q1

21R!G
3S T(

Vn

E ddq2
~2p!d

1

@q2
21s̃~Vn!#

2D 2u0
2S n12

18 DT2 (
en ,Vn

E ddq1
~2p!d

ddq2
~2p!d

3F 1

@q1
21s̃~en!#@q2

21s̃~Vn!#@~k2q12q2!
21s̃~vn2en2Vn!#

2
1

@q1
21s~en!#@q2

21s~Vn!#@~q11q2!
21s~en1Vn!#

G1u0
2S n12

18 DT2E ddq1
~2p!d

ddq2
~2p!d

3F 1

~q1
21T2!~q2

21T2!@~q11q2!
21T2#

2
1

q1
2q2

2~q11q2!
2G , ~C9!

where

s̃~en![en
21Rden ,0

1t0~12den ,0
!. ~C10!

Notice that in Eq.~C9! we do not expand out theu0-dependent expression forR given in Eq.~2.2!, but instead treatR as
variable formally independent ofu0; this is required by the method of Sec. I A.

Equations~C7! and ~C9! are the main results of this appendix, and will be used in the body of the paper.
In the following subsections of this appendix, we will evaluate the formal results above to obtain explicit two

expressions for some quantities att50. Our main purpose in doing this is to demonstrate the consistency of our approa
explicitly displaying the cancellation of all ultraviolet and infrared divergences and the collapse of the results into the
forms of Sec. I.

1. Evaluation of R

As noted above, we will restrict our results to the critical couplingt50. We begin with Eq.~C7! and the definition~1.20!.
Explicitly evaluating out the one-loop contributions in terms of the functions introduced in Sec. II A 1@and identity~2.16!#,
and expressed in terms of the couplingg using Eq.~2.3!, we find to orderg2

R5gT2S m

T D eS n12

6 D S 11
n18

6e
gDFd~0!2g2T2S m

T D 2eS n12

6 D 2S 1e 2G8~0! DFd~0!2u0
2S n12

18 D
3FT2 (

en ,Vn

E ddq1
~2p!d

ddq2
~2p!d

1

~en
21q1

2!~Vn
21q2

2!@~en1Vn!
21~q11q2!

2#
2E dd11p1

~2p!d11

dd11p2
~2p!d11

1

p1
2p2

2~p11p2!
2G

2u0
2S n12

18 DT2E ddq1
~2p!d

ddq2
~2p!d F 1

~q1
21T2!~q2

21T2!@~q11q2!
21T2#

2
1

q1
2q2

2~q11q2!
2G . ~C11!

Notice that the above expression has poles ine multiplying the thermal functionFd(0). Consistency requires that these pol
must cancel divergences coming out of the two-loop frequency summation left unevaluated in Eq.~C11!. This is indeed what
happens. We can see this by adding and subtracting the following expression to Eq.~C11!:

g2m2eS n12

24 D S 1

Sd11
E ddq1

~2p!d
1

q1

1

eq1 /T21D S 1

Sd11
E ddq2

~2p!d
1

~q2
21T2!3/2D 5g2T2S m

T D 2eS n12

24 DFd~0!2G~22e/2!G~e/2!.

~C12!

We absorb the left-hand side of Eq.~C12! into the unevaluated integrals in Eq.~C11!. The right-hand side of Eq.~C12! has
poles ine which precisely cancel the poles in Eq.~C11!. Settingg5g* @Eq. ~B2!# and expanding in powers ofe, one finds
that them dependence of Eq.~C11! also disappears; in this manner we obtain
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R5
~n12!eT2

n18 F11S n12

n18
G8~0!2

n228n268

2~n18!2 D e GFd~0!2
2~n12!e2T2

~n18!2
I 1 , ~C13!

where the numberI arises from the frequency summations in Eq.~C11! combined with Eq.~C12!; evaluating these summa
tions we find

I 15
3

8p2E d3q1d
3q2Fn~q1!@11n~q2!1n~ uq11q2u!#2n~q2!n~ uq11q2u!

q1q2uq11q2u~q21uq11q2u2q1!

1
n~q2!@11n~q1!1n~ uq11q2u!#2n~q1!n~ uq11q2u!

q1q2uq11q2u~q11uq11q2u2q2!
1

n~q1!1n~q2!n~ uq11q2u!
q1q2uq11q2u~q11q21uq11q2u!

1
n~q2!1n~q1!n~ uq11q2u!

q1q2uq11q2u~q11q21uq11q2u!
2
n~q1!

q1

1

~q2
211!3/2

2
n~q2!

q2

1

~q1
211!3/2

1
8

3~q1
211!~q2

211!@~q11q2!
211#

2
8

3q1
2q2

2~q11q2!
2G , ~C14!

wheren(q)[1/(eq21) is the Bose function at unit temperature. It can be checked by a straightforward asymptotic a
that the combined integrals in Eq.~C14! are free of both ultraviolet and infrared divergences; we evaluated the inte
numerically and found

I 1'215.2. ~C15!

We also quote the values of the other constants in Eq.~C13!:

G8~0!52.453 808 582 07 . . . , Fd~0!5
2p2

3
2

p2~112ln222g!112z8~2!

3
e1O~e2!, ~C16!

whereg50.577 216 . . . isEuler’s constant, andz(s) is the Reimann zeta function.

2. Evaluation of x„0,0…

We can obtain an expression for the static susceptibility,x(0,0), att50 directly from Eq.~C9!

x21~0,0!5R2u0S n12

6 DTE ddq

~2p!d
R

q2~q21R!
1u0

2S n12

6 D 2FTE ddq1
~2p!d

R

q1
2~q1

21R!GFTE ddq2
~2p!d S (

VnÞ0

1

~Vn
21q2

2!2

1
1

~q2
21R!2D G13u0

2S n12

18 DT2 (
VnÞ0

E ddq1
~2p!d

ddq2
~2p!d

R

q1
2~q1

21R!~Vn
21q2

2!@Vn
21~q11q2!

2#

2u0
2S n12

18 DT2E ddq1
~2p!d

ddq2
~2p!d F 1

~q1
21R!~q2

21R!@~q11q2!
21R#

2
1

~q1
21T2!~q2

21T2!@~q11q2!
21T2#G .

~C17!

Expressing this in terms ofg using Eq.~2.3!, and rearranging terms a bit, we obtain

x21~0,0!5R2gmeTS n12

6 D S 11
n18

6e
gD F 1

Sd11
E ddq1

~2p!d
R

q1
2~q1

21R!G
3F12gmeTS n18

6 D 1

Sd11
E ddq2

~2p!d S (
VnÞ0

1

~Vn
21q2

2!2
1

1

~q2
21R!2D G1g2m2eT2S n12

18 D ~ I 21I 3!, ~C18!

where

I 25
3

Sd11
2 (

VnÞ0
E ddq1

~2p!d
ddq2

~2p!d
R

q1
2~q1

21R!~Vn
21q2

2! S 1

Vn
21~q11q2!

2 2
1

Vn
21q2

2D ~C19!

and

I 352
1

Sd11
2 E ddq1

~2p!d
ddq2

~2p!d F 1

~q1
21R!~q2

21R!@~q11q2!
21R#

2
1

~q1
21T2!~q2

21T2!@~q11q2!
21T2#G . ~C20!

Let us now evaluate some of the integrals in Eq.~C18! to the needed accuracy ine. First, we have
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1

Sd11
E ddq1

~2p!d
R

q1
2~q1

21R!
52pR~12e!/2S 11

122ln2

2
e1••• D , 1

Sd11
E ddq1

~2p!d
1

~q1
21R!2

5pR2~11e!/2,

1

Sd11
E ddq1

~2p!d (
VnÞ0

1

~Vn
21q1

2!2
5T212eS 1e 2G8~0! D . ~C21!

where the last equation is related to Eq.~2.16!. The integrals over momenta in Eq.~C19! can be performed exactly ind53
~which is all we need! and give

I 2512p2 (
VnÞ0

F lnS 11
AR
2uVnu

D 2
AR
2uVnu

G . ~C22!

Now notice thatR;eT2!T2. In this limit we can get the leading result forI 2 simply by expanding Eq.~C22! to leading order
in R; this leads to

I 252
3R

4T2(n51

`
1

n2
52

p2R

8T2
. ~C23!

The integral in Eq.~C20! can also be evaluated and we find

I 352p2ln~R/T2!. ~C24!

We are now ready to assemble all these results into Eq.~C18!. Expanding Eq.~C18! in powers ofg to orderg2 one finds,
as expected, that all the poles ine cancel. Settingg5g* @Eq. ~B2!# and expanding in powers ofe ~while keepingR fixed!, one
finds that all them dependence disappears and the resulting expression takes the form

x21~0,0!5R2eS n12

n18D2pTARF11eS 2012n2n2

2~n18!2
1
122ln2

2
2
1

2
ln
R

T2
1G8~0! D G1e2S n12

n18D2p2T2S 11
2

n18
ln
R

T2D .
~C25!

We have retained all terms, which, after inserting Eq.~C13!, are of ordere5/2 or larger. The three-loop corrections, of ord
u0
3, contain a contribution likee3T/AR;e5/2, and so Eq.~C25! does not contain all terms of ordere5/2; it does, however,
include all terms of ordere2lne or smaller.

3. Evaluation of x21
„k,0…/k2zk50

From Eq.~C9! we have, att50,

]x21~k,0!

]k2 U
k50

512
n12

144e
g22

n12

18 S megT

Sd11
D 2 ]

]k2E ddq1
~2p!d

ddq2
~2p!d

3S (
en ,Vn

1

@q1
21s̃~en!#@q2

21s̃~Vn!#@~k2q12q2!
21s̃~vn1Vn!#

D U
k50

, ~C26!

wheres̃(en) is defined in Eq.~C10! with t050. Now add and subtract the following integral from the above:

I 45
n12

18 S meg

Sd11
D 2 ]

]k2E dd11p1
~2p!d11

dd11p2
~2p!d11

1

~p1
21T2!~p2

21T2!@~k2p12p2!
21T2# U

k50

5g2S n12

18 D F2
1

8e
1
1

4
ln
T

m
1I 51O~e!G , ~C27!

with the constantI 550.226 575 603 22 . . . . Thepoles ine then cancel, and the remainder of Eq.~C26! can be evaluated a
e50 andg5g* . Let us now define the momentum integral

X~a1 ,a2 ,a3![
1

S4
2

]

]k2E d3q1
~2p!3

d3q2
~2p!3

1

~q1
21a1!~q2

21a2!@~k2q12q2!
21a3#

U
k50

52pE
0

1

dxE
0

1

dy
~12y!Ayx~12x!

a1~12x!y1a2x~12x!~12y!1a3xy
, ~C28!

where in the second equation we have transformed to the usual parametric representation. Then we can write Eq.~C26! in the
form
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]x21~k,0!

]k2 U
k50

512h ln
T

m
2e2

2~n12!

~n18!2 F I 51T2 (
en ,Vn

X~ s̃~en!,s̃~Vn!,s̃„en1Vn!…

2E de

2p

dV

2p
X„e21T2,V21T2,~e1V!21T2…G . ~C29!

It is now not difficult to show that the combination of the summation and integration within the square brackets in Eq~C29!
is free of both ultraviolet and infrared divergences. In fact, this combination is a dimensionless quantity which is a f
only of the dimensionless ratioR/T2. Now we know from Eq.~C13! thatR/T2!1, and in this limit, the term in the squar
brackets in Eq.~C29! is dominated by the single term in the summation withen5Vn50; we have therefore
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512h ln
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m
2e2
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5S Tm D 2hF11e2
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