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Low-field magnetic study on the LiNi;_,O system
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A series of polycrystalline LNi;_,O is prepared by a solid-state route foranging from 0.1 to 0.5. The
Rietveld profile refinement of x-ray powder-diffraction data shows that the samplesx®ith3 apparently
possess two types of atomic arrangement in the cationic plane in a direction perpendicular to tR&libic
direction of the parent cubic lattice of NiO. Low-field linear and nonlinear ac susceptibility and dc magneti-
zation measurements show the importance of the ordering of cations in the magnetic properties. The history
dependence of dc magnetization, field and frequency dependence of linear and nonlinear ac susceptibility as
well as the divergence of nonlinear ac susceptibility allow us to infer a spin-glass-like phase in the samples
with x=0.3 and 0.35[S0163-18287)03718-1

[. INTRODUCTION was shown that the degree of cation ordering is sensitive to
the annealing rate during sample preparafidi systematic
The LiNi; _,O system retains the cubic rocksalt structurestudy made recently on Li-Ni-O in a wide composition range
of the parent compound, NiO up to a critical composition,shows that two different solid solutions are present in the
beyond which it shows a transition to hexagonal symmetrysystem® One is the substituted solid solution with formula
The structural properties are well described in theunit LiyNi; _,O, where both Li and Ni are randomly distrib-
literature!~® The magnetic structure is interpreted in a vari- uted in the cationic sites. Second is the ordered solid solu-
ety of ways, ranging from ferrimagnetid, ferromagnetié  tion, Li,Ni,_,,0,, having preferred occupation of the two
enhanced antiferromagnetishsuperparamagnétand spin  cations in alternate planes. This is usually referred to as
glass? Interestingly, most magnetic and transport propertyLiNiO,. However, stoichiometric LiNiQis very difficult to
results are not compatible with spectroscopy restftand  prepare and there is a small Li deficiency, due to Ni atoms
this is another subject matter of controversy. occupying Li siteg:®
The common assumption regarding the interpretation of Spectroscopy results, on the other hand, suggest that the
magnetic and transport properties is that the Li substitutiomole lies primarily on oxygen @ rather than the Ni 8
in NiO changes the charge state of the cation froi"No  band®'° It was shown using oxygeK« edge absorption
Ni®*. The hole, thus created, can conduct and the systempectroscopy that the extra holes introduced by Li doping
shows semiconducting behavior with a band gdR,  have about 70% O (2 character.
~0.2 eV (Ref. 11 (the parent compound NiO, when pure  The aim of the present study is to understand the nature of
and stoichiometric, is an antiferromagne®~M) insulator  the disordered magnetic phases in the system Li-Ni-O and its
with a band gap of the order of 5 @VIhe magnetic study on correlation to cationic order considering all types of cationic
Li-doped NiO was initiated by Goodenough, Wickham, andinteractions proposed earlier on a similar system. We have
Croft.! Their dc magnetization measurement has shown thgtrepared samples with a wide composition range, adopting
the system LiNi;_,O remains antiferromagnetic fox  similar heat-treatment procedure, to find out the systematic
=<0.3. A ferrimagnetic phase along with a rhombohedral dis4in the cationic arrangement with composition and to identify
tortion of the lattice was observed fae0.3. They assumed the particular arrangement responsible for the resulting mag-
the partial ordering of Li and Ni ions in an alternate set ofnetic properties. For the magnetic study we have concen-
planes which couple antiparallel to one another. Later, thérated on the samples with= 0.3 andx=0.35 composition.
system LiNiGQ was considered to be a potential candidate fo'We have found that these two samples show frequefty (
a spin-half two-dimensional2D) trigonal lattice antiferro- and field ) dependent sharp peaks in linear and nonlinear
magnet resulting in a quantum liquid ground stft&here  ac susceptibility(ac-y) at around 200 K. This is similar to
are reports supporting this suggestioGontrary to this, the other metastable magnetic systems with macroscopic time
system was shown to behave as a weakly coupled 2D Isingcales->'* Around this temperature range earlier studies
ferromagnet via 90° Ni-O-Ni coupling in LiNi©® In some  have shown a ferrimagneti€ or superparamagnetic phase,
cases, 90° indirect exchange coupling giving rise to ferrofor a similar composition. To our knowledge one of the most
magnetic clustering, resulted in a superparamagnetic phasmportant measurements of low field, linear, and nonlinear
as concluded from dc magnetic susceptibility and ESRac-y measurements has not been done in the above-
measurements.Spin-glass behavior was also observed inmentioned system which has given enough of an indication,
some of the samples witk=0.5 composition, at relatively both theoretically and experimentdilyo show a variety of
lower temperatures~9 K). X-ray and neutron diffraction magnetic order including the spin-glass phase. We have cho-
with Rietveld refinement analysis has shown that there arsen the low-field ac and dc techniques so that if there is a
always some Ni atoms occupying sites in the Li layers andpin-glass-like phase, it does not become smeared by the
this profoundly affects the magnetic behavioEurther, it  application of high magnetic fields. We have tried to concen-
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trate on the nonlinear ag- since the theory and ' - ; .
experiment$17in the spin-glass systems have shown a criti- ~ 1°[ (a)
cal behavior in nonlinear ag-rather than linear ag- Our 14+
observations give evidence for a spin-glass-like phase in the — ., [
system and we try to justify our results on the basis of pos-

sible exchange interactions.
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black as the starting material. Using NiO green as the start- . , . , . . .

Il. SAMPLE PREPARATION AND CHARACTERIZATION

(003)

Samples are prepared by the solid-state route using
stoichiometric mixtures of NiO black and JGO;. We have
realized that it is easier to form the compound using NiO

Intensity (arb. units

™

ing material, however, requires prolonged heat treatments 0 20 40 60 80 100
(HT), especially on the higher doping side, to form the de- 26

sired composition. Prolonged HT often result in uncontrolled 5 : : : :

Li deficiency in the samples.The mixture is intimately ]

grounded and pelletized under a pressaré0’ Pa. Heat 4 (b)

treatments are given in pellet form, in the temperature range
varying from 700 (for x<0.35 to 900 °C (for x=0.4).
Samples withx<<0.35 are heated for periods up to 24 h in
alumina boats. Samples wiir>0.35 are given intermediate
grindings between HT extending up to 48 h. At the end of
HT the samples are allowed to cool slowly to room tempera-
ture.

X-ray-diffraction (XRD) measurements are made using
Rigaku Rotoflex RTC 300 RC powder diffractometer with
Cu Ka radiation. The patterns are collected in the angular
range of 10°-90° at the interval of 0.01°. X-ray data %or
=0.1, 0.2, 0.3, 0.35, 0.4, and 0.5 samples are analyzed by
Rietveld profile refinement method using the modified ver-
sion of the profile refinement program by Youegal® The _ ] o
program acquires a least-squares fit between observed and F!C: 1. (@ The observedopen circle fitted (solid line) and
calculated intensities by adjusting the physical parameterd® difference(lower curve XRD patterns for the sample witk
like cell constants, temperature factor, atomic COOI’dinateﬁ,ZOSS' Inset shows the observétlosed C.'rde}s and f!tted(sol!d
composition as well as instrumental parameters. Peak profilé”e) (003 peak.(b) The Ob.serveqo'o.en circley and fitted (solid
function for fitting is chosen as a pseudo-Voigt function. Wellne) XRD patterns along with their difference curve for the sample

. : . ith x=0.5.
have obtained the best fit for our samples considering thtvavIt x=05

following structural patterns: Our Rietveld analysis shows that this indeed is the case
(1) Samples withx<<0.3 are fitted to a cubic rocksalt for some of our samples. Figuréal shows the observed and
structure(space groug-m3m) with cationic site(0,0,0 (for  fitted intensities along with their difference curve for the
Li and Ni) and anionic sit¢0,0, 1/2. This phase corresponds sample withx=0.35. The occurrence of the ordered phase is
to the formula unit LiNi, _,O. indicated by the presence €803 and certain other super-
(2) Samples withk=0.3 are fitted to hexagonal symmetry |attice reflections. The inset of Fig(d shows the observed
(R3m). The best fit is obtained by considering two cationicand the fitted intensity of003 peak. In Fig. 1b) we have
arrangements for all the samples witk=0.3. This appar- plotted the observed and calculated patterns for a sample
ently results in the following two phases in the same strucwith x=0.5. Here we can see that the relative intensity of
ture. (003 superlattice reflection increases as the percentage of
Phase A: In this phase, both Li and Ni share the sameordered phase increases in the sample witt0.5, as com-
cationic site(0,0,0 and the anioni¢oxygen site is(0,0,1/2. pared to that of the sample with=0.35. The fraction of the
This will be referred to as the random phdss Li replaces ordered phase in the=0.5 sample, though large, is still
Ni randomly. This corresponds to formula unit Ni; _,O. about 82% as listed in Table I. Since the sample with
Phase B: Here the first cationic site i§0,0,0 for Ni, =0.5 has the largest fraction of ordered phase, all the reflec-
second cationic sit€0,0,1/2 for Li or Ni, and anionic site tions pertaining to ordered phase are clearly seen in Fig.
(0,0,2) with z=1/4. This will be referred to as the ordered 1(b).
phase, usually quoted as LiNj@vith doubledc axis® This Compositionx=0.3 is around the critical compositibn
corresponds to the formula unit4Ni,_,,0O,. This phase is for which hexagonal splitting of the peaks as well as appear-
in accordance with the perfect ordering of Li and Ni in anance of peaks like thé€03) peak are observed in the XRD
alternate set of planes as is described in the literature. Evaiata. Since samples with thkxe=0.3 composition are around
in this ordered phase there can be some Ni atoms occupyirtpe critical concentration, it is possible to make two samples
Li sites? by slightly different preparation conditions, in such a way
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TABLE I. Refined parameters and various agreement factors as obtained from Rietveld amalysis, anda,,, vy, refer to lattice
parametersin A) and cell volume for cubic and hexagonal unit cell, respectively. The % indicates the calculated mass percentage of the
ordered or the random phase. Agreement facRs(R pattern, R, (R-weighted pattern andRg, (R expected are defined in Ref. 18.

Cubic fitting
Random phase Hex fitting
Random phase Ordered phase

X ac Ve ap Ch Uh % ap Ch Up % Rp Ry Rey
0.1 4.16271) 72.113) 488 6.21 2.82
0.2 4.15942) 71.961) 471 5.92 279
0.3 2.91583) 7.15137) 52.723) 100 595 7.70 3.58
0.3 2.91072) 7.14117) 52.403) 81.83 2.902@7) 14.22631) 103.775) 18.17 6.14 7.70 3.89
0.35 2.90961) 7.12633) 52.251) 63.23 2.9092) 14.24423) 104.41) 36.74 4.74 6.08 2.88
0.4 2.90773) 7.12211) 52.152) 27.52 2.891®) 14.235%4) 103.068) 72.48 4.43 5.67 4.73
0.5 2.90272) 7.08261) 51.681) 18.08 2.8936?) 14.24285) 103.284) 81.92 4.80 6.41 4.77

that in one batch, the ordered phase does not develop. Thiss$siring the voltage across a standard resistor connected in
indicated by the absence of the peak owing to (B3 series with the primary coil. Samples are in the form of rect-
reflection as well as the splitting in the peaks at higher angleangular pellets of approximately>x73x 2 mn? dimension.
corresponding to the ordered phase. However, the sample
shows the splitting due to the rhombohedral distortion in the
random phase. This sample is indicated by*0aBd the re- ] o )
fined parameters are given in Table I. The otixer0.3 L_ovy-ﬂeld dc magnetlzatlon_mea_lsurements are made using
sample(indicated by 0.3 in Table)Ishows a smal(003 an indigenously d_eve_loped vibrating sgmple magnetometer.
reflection and splitting at higher angles corresponding to arf "€ &rrangement is similar to that described by Fohetere _
ordered phase of about 18%. a Iou_d_speaker is used as the vibrating system and a lock-in
Table | shows that in the random phase lattice pf:lrameteI%'”nP“f'er as the detection Syste(Stanford_ Research Sys-
and cell volume show a systematic decrease with an increadgMs model SR LIA 53D The sample is vibrated in a uni-
in Li concentration, as expected. However, the refined latticdorm dc field produced by a copper solenoid and induced
parameters of the ordered phases are slightly less than ti@ltage is detected by a pair of pickup coils. The cryostat and
random phase for any composition because of the preferef€Mperature measurement system is S|m_|Iar to tha_t described
tial ordering of the cations. The lack of a systematic in thefor an acx setup. This setup is also calibrated with,@g
ordered phase indicates that this phase is Li deficient anﬁnij4 GdO;.  Sensitivity of the setup is better than
some of the Li sites are occupied by Ni. 10" " emu in the measured field range.

B. dc magnetization measurements

Ill. EXPERIMENTAL DETAILS IV. RESULTS AND DISCUSSION

In ac-susceptibility measurements, the magnetization

can be expandélwith respect to an applied magnetic field
Low-field acyy measurements are made using a homeh as

made ac-susceptibility bridge. The reference sine wave of a

Stanford Research System lock-in amplifielA ), model SR m=mg+ x1h+ xo2h?+ xsh3+--- (1)

850, drives the primary coil and the response of an oppo-

sitely wound pair of secondaries is picked up by the samavhere x; is the linear susceptibility ang,,xs... are the
LIA. Real and imaginary parts of the induced voltage as wellnonlinear susceptibilities. The magnetizatiorhas an inver-

as its higher harmonics, if induced magnetization is nonlinsion symmetry with respect to the sign bfthus x,= x4

ear, can be simultaneously picked up by this LIA. The=---0 in the absence of any superimposed dc magnetic
sample and a platinum resistance thermometer are attach@eld. Here it should be noted that when there is a spontane-
to a sapphire rod that goes inside a double walled glass cryus magnetization or internal field in the system, one may
ostat. The coil system remains in thé\, bath whereas the observey,, x4, etc. due to the breaking of the inversion
temperature is regulated inside an evacuated glass cryostaymmetry even by the earth’s magnetic field.

Temperature is controlled with an accuracy of 50 mK, using Figure 2 shows the temperature variation of the real
a homemade temperature controller and with an accuracy of1(r) and imaginaryy,(i) parts of the first harmonic ag-

10 mK using a LakeShore temperature controller modefor the x=0.3 sample. We observe a sharp peak in both
DRC-93CA. The bridge is fully automated and calibratedx,(r) and (i) around 210 K having a peak width of about
using high-purity paramagnetic salts;,;©¢ and GdgO;. The 2% of the temperature of the peaky, and a broad hump-
estimated sensitivity of this system is of the order oflike structure at the lower temperature region is observed in
~10 " emu. The magnitude and the phase of the applieck1(r) but (i) practically remains zero for this temperature
magnetic field is derived from the primary current by mea-range. Similar behavior is also observedyir(r) and x4(i)

A. ac susceptibility measurements
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FIG. 2. x4(r) (circles andy4(i) (triangles plotted against tem-
perature for the sample with=0.3. Inset shows thg,(r) plotted
against temperature for=0.3* sample in which ordered phase did
not develop(as indicated by 0:3in Table ).

for the sample withx=0.35. Earlier studies have predicted a
ferrimagneti¢'’ and a superparamagneticlfkeansition for a
similar composition around the temperature range where we
have observed the sharp peaks in bptfr) andy,(i). First

we consider the broad humplike structureyif(r) observed
below the sharp peak in the lower temperature region. The
x1(i) practically remains zero in this temperature range in-
dicating that there is no magnetic loss or there is no opening
of the M-H loop. Although, strong nonlinearity develops
just around the transition as indicated by the presence of
second and third harmonics of gcin Figs. 3a) and 3b).
There is no signature of spontaneous magnetizdtisrindi- -6
cated by the absence gf) below the sharp peak, neither in 198 208 218

the earth’s magnetic field nor in the superimposed dc field. T(K)

There is no detectable signature of nonlineaf@ipsence of

X3) in t,h's temperature range. Similar behavior IS also ob- py 5 (@ | x2h| plotted against temperature in a superimposed
served in the samples with=0.35. These observations rule ¢ fieiq and in zerdapplied dc field (5 times y,h) for the sample
out the possibility of the low-temperature phase being a feryij, x=0.3. (b) y4(r) (triangles and xs(i) (circles, plotted

rimagnetic one. _ against temperature, for the sample with 0.3.
As we have seen from the structural analysis, both the

samples withx=0.3 and 0.35 possess a random phase asample. Here we mention that we reprepared all the compo-
well as an ordered phase. Since there are no detectable haitions fromx=0.1 tox=0.5, following the same prepara-
monics and very a small opening of tMe-H loop, the low-  tion method. We could reproduce all the results. Though
temperature phase may be the antiferromagnetic response thiere was a variation of a few Kelvin in magnetigin some

the random phase. To check this point we measured@t- of the samples, that can be attributed to a slight difference in
the x=0.3 sample where the ordered phase could not dethe ratio of ordered to random phase in the samples.

velop (shown as 0.8in Table I). Indeed, we do not find any The sharp rise and fall of gg- is observed in thex
sharp peak as is observed in the other 0.3 sartflz 2), =0.3 sample where the ordered phase starts building up
having 18% of the ordered phase. In the*0sampley,(r) (Table ). To ascertain the magnetic phase we have measured
is quite broad resembling a polycrystalline antiferromagnethe acy over a wide range of frequencies for a fixed ac field
as shown in the inset of Fig. 2. One can note that the peand a wide range of fields for a fixed frequency for the
width is about 150 K and though the paramagnetic tail of thissamples withx=0.3 and 0.35. We find that the field or fre-
and the other 0.3 sample coincide, the maximum change iquency variations affect both the magnitude and temperature
the susceptibility is quite small as compared to the other 0.®f the susceptibility peak but do not have any significant

(107> emu 0e*/mol)

X3h
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FIG. 4. Frequency dependence pf(r) for the sample withx
=0.35. Inset shows the frequency dependenceyi) for the

sample withx=0.3 measured at 13, 330, and 730 Hz.

effect on it above the transition region. Figure 4 shows the
frequency dependence gf(r), around the transition for the
sample withx=0.35. The inset of Fig. 4 shows the fre-
guency dependence gf; (i) for the other samplex=0.3).
We observe that the peaks yi(r) shift to high temperature
and decrease in magnitude with the increase in the fre
guency. On the other hand, the peaksyif(i) increase in
magnitude but shift to high temperature with the increase
frequency. Figure 5 shows the shift in the peak of the
x1(r) with the measuring ac field. The inset of Fig. 5 shows
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FIG. 5. Field dependence gfi(r), plotted against temperature
for the sample witlx=0.35. Inset showg ™ vs field at 13 and

133 Hz for the sample witlx=0.35.
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FIG. 6. x1(r) in a superimposed dc field and zero dc field for
the sample withk=0.35.

the change in the peak value of the real partafr)
(IxT®(r))) with the field. These features are typical signa-
tures of systems with macroscopic relaxation times like spin
glasses or superparamagn€ts! A superparamagnetic sys-
tem is expected to show a shift in over a wide temperature
range, much above the blocking temperature, with the
change in field and frequené§Whereas in a spin glass, all
ir;the curves merge above the transitioif as depicted in Figs.
4 and 5. We have seen that in our case, the sharp features in
ac-y are suppressed by the application of a small superim-
posed dc field of the order of 20 Oe, but does not have any
noticeable effect at as high temperatures as shown in Fig. 6.
It should be noted that a superimposed dc field is expected to
suppress the ag-over a wide temperature range above the
blocking temperature for a superparamadher a cluster
glass?! On the contrary a spin glass does not show any such
effect

A superparamagnet shows a broad negatiyespanning
over the whole temperature range much beyond the blocking
temperaturé*'” as compared to a spin glass that shows a
sharp negativey; only around the transition, similar to what
is observed in Fig. ®). Theoreticallyl,5 the linear suscepti-
bility of a spin-glass shows a cusp whereas the nonlinear
susceptibilities are expected to diverge in the limit of
h—0, andf—0. Though it is difficult to measure the diver-
gence experimentally, the criticality o is already found in
some spin glassés:®We have plotted the magnitude of the
peak value ofys (|x5]) as a function of applied field and
frequency in Figs. @ and 7b). From Figs. 7a) and 7b)
one can conclude that the nonlinear susceptibility will di-
verge in the limit ofh—0 andf—0. One can find out from
the inset of Fig. 5 that the linear term also shows a rise but it
is much slower than that of the nonlinear term. We would
like to mention thatys also shows similar behavior for our
samples. Higher harmonics would not show a divergence for
a ferromagnetic or ferrimagnetic system in these limits. On
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FIG. 8. Field-cooled(FC) and zero-field-cooledZFC) dc-y
(b) plotted against temperature for the sample with0.35. Inset
shows the FC dgy measured at 4, 20, and 40 Oe.

Reimers, Li, and Dahfi.They have prepared the=0.5
sample by different techniques. Samples are formed in the
ordered phase (LiNi¢) where some Ni atoms essentially
occupy Li layers. They have found that the rise in FCydc-
increases with the increase in the percentage of Ni occupying
the Li layer and the steepest rise is found in a sample where
maximum percentage of Nimore than 10%occupy Li lay-
ers. In our case with 30 and 35 % of Li doping, interlayer
Ni-O-Ni interaction is expected to be large which is probably
responsible for the removal of the degeneracy in the FC
state.
- Now we discuss the various magnetic interactions in the
Li-Ni-O system.
ol (a) 180° N#*-O-Ni?" interaction which is an antiferro-
0 300 600 900 1200 magnetic superexchange interaction, as in pure NiO.
f (Hz) (b) 180° NP*-O-Ni®" interaction, again antiferromag-
netic. Here one assumes thafNhas gone to a N charge
FIG. 7. (@ |x™™] vs applied ac field for the sample with state dl_Je to Li doping although the amount of Nimay not _
=0.35 measured at 13 and 133 Hz. Inset shows the same for tH€ €quivalent to the dopant as some of the holes can remain
sample withx=0.3 at 73 Hz. (b) |xT®] vs frequency for the ~With oxygen itself, as suggested by spectroscopy experi-

sample withx=0.35 measured in 1 and 2.3 Oe. ments. . . .
(c) Ni?"-O-Ni*" interaction can be both AFM and FM.

the contrary, a ferro or ferrimagnetic system will approachThe nature and sign of this interaction depend upon the de-
linearity with decreasing field. Even anisotropy-driven sys-gree of distortion in the systefras well as the low- or high-
tems or domain-wall dynami€sare not expected to show spin state of Ni*. However, it is a matter of controversy
such a response of nonlinear susceptibility, apart from hawvhether the crystalline field is large enough to break Hund’s
ing other major differences than our observations. third rule*?® since a larger crystalline field makes the low-
Figure 8 shows the field-cooleFC) and zero-field- spin state of Ni" more probablé. This interaction may de-
cooled (ZFC) dc magnetization curves for th&=0.35 pend on the distance between cations which can be randomly
sample. There is a bifurcation of FC and ZFC curves, awarying depending on Li site.
expected in spin-glass-like systems. We observe that the dc (d) In the ordered phase with alternate layers of Li and Ni,
susceptibility(dc-y) for all the fields overlap above the tran- the nearest-neighbor low spin Nj can couple through 90°
sition. Unlike our results a significant field dependence inNi-O-Ni interaction resulting in ferromagnetic ordering
dc-y is found in superparamagné&tand in cluster glass&s  within the plané* It is worth mentioning here that even in
much above the transition temperature. The FC curves ithe perfectly ordered phase there can be some Ni atoms oc-
Fig. 8 show an uplift and similar behavior is also observedcupying Li sites and there can be much stronger 180° inter-
for the x=0.5 samples, at much lower temperatures, bylayer coupling.
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(e) Considering Ni* to be in the low-spin state, the dia- two types of phase®rdered and randomThe proportion of
magnetic Li" ions group with low spin Ni" to form po- these two phases depends on composition and heat treatment.
larons, and if Nt polarons induce local Jahn-Teller distor- (i) The acy shows a broad hump followed by a sharp
tions, the crystalline field of the neighboring Niions will peak at higher temperature for the samples with0.3 and
also be affected. This can induce a high-spid™Nid®), ion ~ 0.35. The hump at lower temperature is attributed to the
to go into a low-spin $=0) state by splitting of thee random phase and the sharp peak seems to originate from the
doublet?® The magnetic coupling of such an ion with its ordered phase in the samples.

neighbor can be spin independent or unpredictable. (iii) The nature of field, frequency, and superimposed dc
(f) High-spin NF*-O-Ni?" interaction when the “hole” field dependence of this sharp peak inyaes well as the

lies with oxygen. This can also be ferromagnetic. field and history dependence of gcallows us to conclude
(g) The direct Ni-Ni exchange interaction is supposed tothe presence of a spin-glass-like phase in the sample.

be very small in this system. (iv) The evidence for a divergence j makes the exis-

Since this system can have disorder as well as magnettence of a spin-glass-like phase more viable in this system.
interactions varying in sign and strength, there can be a pos- (v) We have shown that our observations cannot be ex-
sible competition in exchange coupling. Since the spin-glassplained considering the presence of conventional ferrimag-
like features appear ir=0.3 andx=0.35 samples in which netic, ferromagnetic, superparamagnetic, or cluster glass
an ordered phase has formed, we focus on the ordered stryghases in the samples. It is even more difficult to reconcile
ture where Li goes on preferential sites. Here, there would beur observations with other systems showing field and fre-
a Ni+Li layer in between two Ni layergonly the stoichio- quency dependence.
metric x=0.5 sample will have alternate layers of Ni and (vi) We have listed all possible exchange interactions in
Li). If the Li atom replaces Ni, making some of the adjacentthe system. We propose that the substitution introduces dis-
Ni>™ become Ni™ states, it can induce local Jahn-Teller order in the planes and the intraplane along with the inter-
distortion resulting in a low-spin state of Ni (S=0).2°  plane interaction introduces frustration in the lattice.

Here some of the in-plane interaction can remain ferromag-
netic but interplane Ni-O-Ni interaction can be both FM and
AFM giving rise to a frustration in the lattice. ACKNOWLEDGMENTS
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