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Influence of defects on the order-disorder phase transition of a Si„001… surface

Yoshimichi Nakamura, Hiroshi Kawai, and Masatoshi Nakayama*
Department of Physics, Faculty of Science, Kyushu University, Ropponmatsu, Fukuoka 810, Japan

~Received 15 July 1996!

We study the influence of surface defects on the order-disorder phase transition of a Si~001! surface using
Monte Carlo~MC! simulations based on the asymmetric-dimer model. The transition becomes broad in the
system with a low density of the type-C defect. The temperature dependence of the long-range-order parameter
~LOP!, local-order parameter, and the intensity of the low-energy electron diffraction~LEED! peak is inves-
tigated. In order to analyze the local ordering from the scanning-tunneling-microscopy~STM! image quanti-
tatively, the fraction of the site of the asymmetric image, called ‘‘mesoscopic ordering index’’~MOI!, is
introduced. The critical temperatures, defined as the middle point of the transition region of the LOP, the MOI,
and the LEED intensity, are almost the same. The experimental temperature dependence of the LEED peak is
explained by a combined effect of the defects and the coherence length. The present study offers an answer to
the question what actually corresponds to the transitions observed in LEED and STM experiments.
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I. INTRODUCTION

A reconstruction based on the formation of the dimers
been widely accepted on Si~001! surface. Earlier
calculations1 predicted that an asymmetric dimer is mo
stable than a symmetric one. Recent first-princip
calculations2–4 have shown that the ground state of t
Si~001! surface is thec(432) structure with the asymmetri
dimers. The structure turns into a disordered state throug
order-disorder phase transition.2–4

Early low-energy electron diffraction~LEED! experi-
ments at room temperature5 showed that Si~001! surface is
reconstructed to a (231) structure. Precise measurement
the LEED patterns was performed by Tabata, Aruga,
Murata.6 They observed the quarter-order spots character
to thec(432) structure at low temperature. They found th
as the temperature increases, the LEED intensity of
quarter-order spot drops in the transition region 150–250
The full width at half maximum of the quarter-order spot
constant at low temperature but begins to increase at a
200 K, which is almost the middle point of the transitio
region. It has been confirmed that the transition from
c(432) to the (231) structure at about 200 K is an orde
disorder transition with respect to the arrangement of
asymmetric dimers.

In scanning-tunneling-microscopy~STM! images ob-
served by Hamers, Tromp, and Demuth,7 symmetric-
appearing images exhibiting the (231) structure are seen i
most part of the surface at room temperature except n
defects or step edges. In the first low-temperature STM
ages by Wolkow,8 the asymmetric images of thec(432)
structure are seen to a large extent~60–80% of the surface!,
while a large area of symmetric-appearing images still
mains in a region of low defect density. Tochihar
Amakusa, and Iwatsuki9 observed by low-temperature STM
a broad single domain of thec(432) structure with the
asymmetric images. STM images have been used only q
tatively to detect the change of the ordering of a local reg
in the study of the phase transition. The critical temperat
550163-1829/97/55~16!/10549~12!/$10.00
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for the transition of the surface has not been determined f
the STM experiments.

Inoueet al.2–4 have studied the order-disorder phase tra
sition on Si~001! surface by using Monte Carlo~MC! simu-
lations based on the asymmetric-dimer model. In their cal
lation, the real system is mapped onto an Ising spin sys
by assuming that the two possible orientations of the as
metric dimer correspond to the two degrees of freedom o
Ising spin. The values of the coupling constants are deri
from results of their first-principles total-energy calcul
tions.2–4 They found that the structural phase transition o
curs at about 320 K in the defect-free system. A qualitat
discrepancy is seen between the theoretical result2–4 and the
experimental one6 in the sharpness of the phase transitio
The transition range is found to be broad in the experime
while very narrow in the MC simulation. They found that th
phase transition is much affected by a small amount
model defects. The broad transition region observed exp
mentally has been attributed to the presence of defects on
real surface. However, the temperature dependence of
LEED intensity is not reproduced well in their calcula
tions.2–4 They did not analyze STM images.

In the present paper we investigate how the LEED int
sity and STM images change with temperature on the b
of MC simulation. We perform MC simulations in the sy
tem with a low density of the type-C defect10 that is actually
seen on the real surface.9 We examine the temperature d
pendence of the long-range-order parameter~LOP! and the
local-order parameter defined in the MC simulation. We p
pose the fraction of the site of the asymmetric image, ca
‘‘mesoscopic ordering index~MOI!,’’ to describe the change
of the ordering of a local region. We see that the tempera
dependence of the MOI gives the change of the ordering
terms of STM images quantitatively. We examine in det
the temperature dependence of the LEED intensity. We t
into account the effect of the coherence length of the incid
electron beam. We estimate the critical temperature from
middle point of the transition region of the LOP, the MO
and the LEED intensity, and results are compared. We
10 549 © 1997 The American Physical Society
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10 550 55NAKAMURA, KAWAI, AND NAKAYAMA
that the experimental temperature dependence of the LE
peak6 is explained as a combined effect of the defects and
coherence length.

II. MODEL AND METHOD

First we consider the model of the defect free surface. O
calculations are based on the asymmetric-dimer mode
which each dimer buckles with respect to the surface
lines up the row~Fig. 1!. The tilting angle is assumed to tak
only two valuesu0 and 2u0 . This model is adequate t
describe the arrangements of the dimers and the flip-flop
tions. The model is described by the Ising spin Hamiltoni

H5V(
i , j

Si , jSi , j111H(
i , j

Si , jSi11,j

1D(
i , j

Si , j~Si11,j211Si11,j11!, ~1!

whereSi , j561 corresponds to the angle6u0 at the site
( i , j ) defined in Fig. 2. The coupling constants are illustra
in Fig. 2. The values are determined from the first-princip
energy calculations by Inoue and co-workers,2–4

V551.9 meV, H526.6 meV, D523.6 meV.
~2!

FIG. 1. Top view of the Si~001! surface structure. Open, shade
and black circles denote the surface-, second-, and third-laye
oms, respectively. Larger and smaller open circles correspond to
up- and down-atom of each dimer, respectively.b5a/& ~a is the
bulk lattice constant!. The ratiod/b ~50.34! is determined by the
first-principles calculation~Refs. 2–4!.

FIG. 2. Arrangement of asymmetric dimers represented by Is
spins. The two neighboring open arrows represent defect spin
the type-C defect. The values of the coupling constants are give
the text.
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The ground state of the Hamiltonian is the asymmetricc(4
32) structure.

Inoue and co-workers2–4 have studied influence of defec
on the structural phase transition on Si~001! using model
defects in MC simulations based on the Ising spin model
their calculations, the defect is assumed to be of single
type. The two spins next to the defect along the dimer r
are fixed in either parallel or antiparallel to each other.

As we see in the actual STM images,9 the type-C defect
influences the ordering of the nearby dimers. The STM i
age of the type-C defect is two neighboring protrusions
one side of the dimer row. The defect plays the role of
phase shifter.9 Recently, the ground state of the type-C defe
has been investigated by first-principles ener
calculations.11,12 According to their result, an atom is miss
ing in the second surface layer and the two neighboring
oms on the first layer indeed protrude. The up atom and
down atom of the dimer are practically at about the sa
position as those of the perfectc(432) structure. Therefore
we represent the defect by a fixed pair of parallel spi13

(Si , j5Si , j11561) as shown in Fig. 2. The coupling of th
defect spin to the neighboring rows is assumed to be
same as the host~Fig. 2!. The coupling constant of the defec
spin to the nearest neighbor along the dimer row is define
G. In our previous simulations,13 we successfully repro-
duced the influence of the isolated type-C defect observed
STM both at low and at high temperature.9

In the present study, we perform MC simulation for
system with the type-C defects of a low density to study
effect on the order-disorder transition. We perform Mon
Carlo ~MC! simulations on the system of N
540 ~dimer rows!3400~dimers!, employing periodic bound-
ary conditions. The Metropolis algorithm is used for upd
ing spin configuration. At each temperature, a number of
first MC steps are required to ensure equilibration. Then
following MC steps are used to calculate thermodynam
averages.

We define the local-order parameter for thec(432)
structure as follows:

P~ i , j !5~21! i1 j^Si , j&, ~3!

where the bracketŝ•••& denote the average over MC step
There are two domains of thec(432) structure. The site
( i , j ) is defined to belong to the~6! phase when
(21)i1 jSi , j561. The probability that the site (i , j ) belongs
to the ~6! phaseP6( i , j ) is expressed as follows:

P1~ i , j !5
11P~ i , j !

2
,

P2~ i , j !512P1~ i , j !. ~4!

The LOP for thec(432) structure is defined as

^c&5(
i , j

P~ i , j !/N, ~5!

whereN is total number of the spins (N5Ni3Nj ).
STM images are approximated by the superposition of

image from the up-atom in each dimer at site (i , j ). When
the site (i , j ) belongs to the~6! phase, the coordinate of th
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55 10 551INFLUENCE OF DEFECTS ON THE ORDER-DISORDER . . .
up-atom is (x,y)5@2ib6(21)i1 jd, jb# on the surface, as
shown in Fig. 1. In view of the calculated local density
states,14 we approximate STM images by superposition
the image due to contribution from the dangling-bond orb
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of the up-atom.13 Assuming that the image from the up ato
is represented by a two-dimensional Gaussian function w
the extents, we can get the intensityI (x,y) in terms of
P( i , j ),
I ~x,y!5
1

ps2 (
i , j

FP1~ i , j !expS 2
$x2@2ib1~21!~ i1 j !d#%21~y2 jb !2

s2 D 1P2~ i , j !

3expS 2
$x2@2ib2~21!~ i1 j !d#%21~y2 jb !2

s2 D G . ~6!
en-

MC
evia-

em-

ram-
We calculate the LEED intensity based on kinemati
theory from the MC simulations. Since the interaction tim
of the incident electron with the surface is much shorter th
that of the flip-flop motion, the intensity is calculated f
each snapshot and the average is taken thereafter. The L
intensity depends on both the long-range and short-range
der. The intensity remains finite even in the disorde
phase, because a small area of thec(432) structure is
formed locally and temporally. Another point is that in re
experiments each electron interacts with a finite area wh
the coherence of the electron wave is kept. The cohere
length, the linear dimension of the area, is typically 100–2
Å. In the previous LEED calculations from the MC simul
tions by Inoueet al.,2–4 the incident wave is assumed to b
coherent over the total rectangular area employed in
simulation~about 150 Å32000 Å!. To study the effect of the
coherence length, we calculate the LEED intensity by ass
ing that the coherence is kept over squares of several
The coherence length is represented by the side of
square, which is denoted by 20bm ~m51, 2, 3 and 4!, where
b5a/& ~a is the bulk lattice constant!. m51, 2, 3, and 4
corresponds to about 80, 160, 240, and 320 Å, respectiv
For eachm, the LEED intensity is given by a moving ave
age of the contributions from all the square regions. T
LEED intensity for~3/4, 1/2! spot with coherence lengthm is
proportional to the quantity

I5
1

m2 K K U(i , j Si , jexp@ i ~3i1 j !p#U2L
MC

L
moving AVR

,

~7!

where the sum is over the square region ofm. ^•••&MC and
^•••&moving AVR denote the average over the MC steps and
moving average over the squares, respectively. We call
dependence of the LEED intensity on the coherence len
m as ‘‘m dependence.’’

III. RESULTS

We assumeG540 meV.13 The defect density is assume
to be 1% and the defects are distributed randomly~referred
to as 1% type-C defect case!. At each temperature, the firs
10421.53105 MC steps are required to reach the equil
l
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rium state. The following 10423.03105 MC steps are used
to calculate thermodynamic averages.

A. Long-range-order parameter „LOP…

We show in Fig. 3 the result of the temperature dep
dence of the long-range-order parameter~LOP!. At each
temperature the mean value is estimated from the total
steps for the thermodynamic average and the standard d
tion is shown as the error bar in the figure.

Figure 3~a! shows the result of the defect-free system.^C&
fluctuates around zero at high temperature. When the t

FIG. 3. Temperature dependence of the long-range-order pa
eter ~LOP!. ~a! The defect-free system.~b! The 1% type-C defect
case.
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FIG. 4. Contour map of the local-order parameterP( i , j ) atT5400 K for the 1% type-C defect case. Lines are drawn for the interpola
values ofP( i , j ) with the interval 0.1. As an example, the position of one of the type-C defects@a pair of the defect spins at~5,160! and~5,
161!# is indicated by an arrow. The squares of coherence lengthm51 are shown by the rectangles of 20~dimers!310~dimer rows! in the
figure.

FIG. 5. Contour map of the local-order parameterP( i , j ) atT5300 K for the 1% type-C defect case. Lines are drawn for the interpola
values ofP( i , j ) with the interval 0.1. The squares of coherence lengthm51 are shown by the rectangles of 20~dimers!310~dimer rows! in
the figure.

FIG. 6. Contour map of the local-order parameterP( i , j ) atT5290 K for the 1% type-C defect case. Lines are drawn for the interpola
values ofP( i , j ) with the interval 0.1. The squares of coherence lengthm51 are shown by the rectangles of 20~dimers!310~dimer rows! in
the figure.
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FIG. 7. Contour map of the local-order parameterP( i , j ) atT5280 K for the 1% type-C defect case. Lines are drawn for the interpol
values ofP( i , j ) with the interval 0.1. The squares of coherence lengthm51 are shown by the rectangles of 20~dimers!310~dimer rows! in
the figure.
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perature is lowered through 320–310 K, the absolute va
of ^C& increases rapidly to almost unity. The structu
changes into the orderedc(432) structure. We define the
critical temperatureTC(LOP) as the middle point of the tran
sition region of the LOP. From Fig. 3~a!, TC(LOP) is deter-
mined to be about 320 K, which is almost the same as
previous theoretical result.2–4

Figure 3~b! shows the result of the 1% type-C defect ca
^C& is reduced to be about 40% at low temperature. T
transition region becomes broad and shifts to lower side
compared with that of the defect-free system. These feat
are similar to the result of the system with 1% defects
Inoue and co-workers.2–4 From Fig. 3~b!, the critical tem-
peratureTC(LOP) is determined to be about 290 K.

B. Contour map of the local-order parameter and STM image

There are two domains for thec(432) structure. At finite
temperature the direction of the spin fluctuates between
e

e

.
e
s
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y

he

two directions. We call that a particular site belongs to~1!
or ~2! region on the average in accordance with the sign
the local-order parameterP( i , j ) defined by Eq.~3!. The con-
tour maps ofP( i , j ) are shown forT5400 K ~Fig. 4!, 300 K
~Fig. 5!, 290 K ~Fig. 6!, 280 K ~Fig. 7!, and 230 K~Fig. 8!.
In these figures the~1! and ~2! domains are shown in red
and blue, respectively. STM images can be calculated
proximately in terms ofP( i , j ) by Eq.~6!.13 Calculated STM
images are practically asymmetric whenuP( i , j )u>0.3. Thus
the regions can be classified as follows:~a! ~1! asymmetric
@P( i , j )>0.3; high red#, ~b! symmetric@uP( i , j )u,0.3; faint
red or blue#, ~c! ~2! asymmetric@P( i , j )<20.3; high blue#.
In the symmetric region, spins are fluctuating frequently
the domain boundary moves rapidly from one snapshot to
other.

At high temperature, the system is in disordered ph
and P( i , j ) takes small values in most part of the syste
@Fig. 4 (T5400 K)#. P( i , j ) takes large magnitude only in
ted
FIG. 8. Contour map of the local-order parameterP( i , j ) atT5230 K for the 1% type-C defect case. Lines are drawn for the interpola
values ofP( i , j ) with the interval 0.1. The squares of coherence lengthm51 are shown by the rectangles of 20~dimers!310~dimer rows! in
the figure.
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10 554 55NAKAMURA, KAWAI, AND NAKAYAMA
the vicinity of each defect. When we calculate the STM i
age, we see that each defect induces the asymmetric im
on both the sides with almost equal length but oppo
phase. This is what has been observed in room tempera
experiment9 as a characteristic feature of the type-C defe

The influence of the defects becomes longer as the t
perature decreases. Each defect competes or cooperate
nearby defects according to their mutual configurations@Fig.
5 ~T5300 K!, Fig. 6 ~T5290 K!, Fig. 7 ~T5280 K!#. At
T5230 K, the system is divided into several patches of
mains with large magnitude ofP( i , j ) ~Fig. 8!. The structure
of the domains vary from one local region to the oth
Asymmetric regions of both the phases coexist in the reg
of 1< i<40, 1< j<80 ~referred to as ‘‘zoneA’’ enclosed by
the bold lines in Fig. 8!. A single domain of~2! phase domi-
nates almost completely over the region of 1< i<40, 181
< j<260 ~referred to as ‘‘zoneB’’ enclosed by the bold
lines in Fig. 8!. P( i , j ) takes small values locally on only on
side of most of the type-C defects in the zoneB. Few num-
bers of the symmetric-appearing images of the dimers ar
be seen there when we calculate STM images. This featu
essentially the same as that of the low-temperature STM
age observed by Tochihara, Amakusa, and Iwatsuki~Fig. 2
in Ref. 9!. We see in Fig. 8 that a single domain of~1! phase
dominates over the region of 1< i<20, 340< j<60 ~referred
to as ‘‘zoneC’’ !.

There are a few numbers of wide regions with rather l
defect densities whereP( i , j ) takes small values, e.g., th
region of 25< i<35, 220< j<380 ~referred to as ‘‘zone
D ’’ ! and that of 35< i<40, 20< j<120 ~referred to as
‘‘zone E’’ ! in Fig. 8. In these regions the influence of th
defects is much wider than the simple sum of the isola
defects. Several tens of the symmetric-appearing image
the dimers are to be seen there when we calculate STM
age. However, the nature of the large symmetric region
different between zoneD andE. In zoneE the large sym-
metric region is seen between the two domains of oppo
phase in zoneA. In zoneD, on the other hand, the larg
symmetric region is surrounded by a single domain. The
ter feature is essentially the same as that of the lo
temperature STM image observed by Wolkow~Fig. 2 in Ref.
8!. In our previous paper,13 we found that in a particula
configuration of four type-C defects, the influence of the d
fects is much wider than the simple sum of the isolated
fects. We find that such effects indeed appear when the
fects are distributed randomly with a low defect densi
When the temperature further decreases, spins in zoneD and
E will be fixed to form the ground state, which might hav
an inhomogeneous structure within the region. Therefore,
total system will be divided into the~1!- and the ~2!-
asymmetric regions at 0 K.

We have seen completely different influence of the type
defects between zoneB andD surrounded by a single do
main in accordance with the configuration of the defects
each zone. This implies that different features of the lo
temperature STM image by Tochihara, Amakusa, a
Iwatsuki9 and by Wolkow8 can be observed on the sam
surface.

C. Mesoscopic ordering index

STM images have been used only qualitatively to det
the change of the ordering of a local region in the study
-
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the phase transition. Each dimer reveals asymmetric
symmetric-appearing in actual STM image. It is difficult
derive the value ofP( i , j ) directly from the STM image. We
introduce the fraction of the asymmetric images of ea
phase,Q1 andQ2 , as a measure to describe the ordering
a mesoscopic scale. We call (Q1 ,Q2) a mesoscopic order
ing index ~MOI!. The MOI can be obtained from the ob
served STM image by simply counting the number of t
asymmetric dimers. In the present MC simulation, we kn
that the asymmetric images of~1! and~2! phase correspond
to P( i , j )>0.3 andP( i , j )<20.3, respectively.13 Q1 and
Q2 represent the ordering in a local region on a coa
grained scale. We calculate the temperature dependenc
Q1 andQ2 to illustrate its effectiveness in the quantitativ
analysis of the ordering from the STM image.

We show in Fig. 9 the temperature dependence ofQ2 ,
Q1 , andQ11Q2 . In the case of the defect-free syste
@Fig. 9~a!#, Q1 , Q2 , andQ11Q2 are almost zero at high
temperature. When we calculate STM images,
symmetric-appearing images are to be seen all over the
tem. As the temperature decreases below 320 K, onlyQ2

increases to be almost 1. When we calculate STM imag
the single domain of thec(432) structure@~2! phase# with
asymmetric-appearing images is to be seen in almost all
system. We define for the general case the critical temp
tureTC(Q1) andTC(Q2) as the middle point of the transi
tion region ofQ1 andQ2 . From Fig. 9~a!, only TC(Q2) is

FIG. 9. Temperature dependence ofQ2 , Q1 , andQ11Q2 .
~a! The defect-free system.~b! The 1% type-C defect case.
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55 10 555INFLUENCE OF DEFECTS ON THE ORDER-DISORDER . . .
determined to be about 310–320 K, which is almost the sa
value as theTC(LOP) for the defect-free system.

In the 1% type-C defect case@Fig. 9~b!#, the MOI takes a
small but finite value even at high temperature, whereQ1

and Q2 are almost the same. This fact indicates that
asymmetric regions are the simple sum of the contributi
from individual defects at high temperature. As we see in
previous calculation,13 each defect induces the asymmet
images on both the sides with equal length but oppo
phase. As the temperature decreases below 340 K,Q2 is
slightly larger thanQ1 . The difference is ascribed to a
interference effect of the neighboring defects, which happ
to be slightly in favor for the~2!-asymmetric region for the
present configuration of the defects.

When the temperature goes down through the transi
temperature for the defect-free system~310–320 K!, the dif-
ference is enlarged, which indicates the onset of the ph
transition in local regions.Q2 increases rapidly, whileQ1

tends to saturate around the value 0.22. The temperature
pendence ofQ12Q2 practically corresponds to that of th
LOP @Fig. 3~b!#. Looking into the contour map ofP( i , j ) at
300 K ~Fig. 5!, 290 K ~Fig. 6!, and 280 K~Fig. 7!, we notice
that a wide region of either sign grows in the area that c
tains very few defects. The sign of such region is fixed by
configuration of nearby defects. When the effects of
nearby defects are competing, the region remains to be s
metric due to the fluctuating motion of the domain bounda
As the temperature goes down, the order in the~2!-
asymmetric region becomes stronger and converts ne
symmetric regions into a~2!-asymmetric region~230 K,
Fig. 8!. The conversion will occur at different temperatur
depending on the configuration of the defects. Thus the M
grows gradually as the temperature decreases. From
9~b!, TC(Q2) is determined to be about 290 K, which
almost the same asTC(LOP) for the 1% type-C defect case
TC(Q1), on the other hand, cannot be clearly determin
from Fig. 9~b!.

D. LEED intensity

First, we show the dependence of the peak value of
quarter-order spot on the coherence length, them depen-
dence, in the defect-free case in Fig. 10~a!. In the very high
temperature wherêC&50 and the short-range order als
vanishes, the intensity is of the order 1 and does not dep
onm. The intensity gradually increases with the decrease
the temperature because of the development of the sh
range order. When the temperature is lowered through
K, the intensity increases sharply for eachm. The increase is
sharper for larger values ofm. The reason is that, when^C&
is not equal to zero, the intensity is almost scaled by
factor ^C2&N ~N is the number of spins in the coherent r
gion and proportional tom2!. We define the critical tempera
ture TC(LEED) as the middle point of the transition regio
of the LEED intensity. From Fig. 10~a!, TC(LEED) is deter-
mined to be about 320 K for allm. This is almost the same
value of theTC(LOP) and theTC(Q2) for the defect-free
system.

Next, we show the temperature dependence of the p
value of the quarter-order spot in the 1% type-C defect c
in Fig. 10~b!. It shows a much smoother temperature dep
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dence for eachm as compared with the defect-free case. T
transition region becomes broad and shifts to a lower s
The intensity gradually increases with the decrease of
temperature, and is much reduced as compared with
defect-free case for eachm. This corresponds to the suppre
sion of the long-range order by the defects. We find that
transition is seen clearer for larger values ofm as well as for
the defect-free case. From Fig. 10~b!, TC(LEED) is deter-
mined to be about 290 K for allm. This value is almost the
same to theTC(LOP) and theTC(Q2) for the 1% type-C
defect case.

We compare the result with that of the experiment6 in Fig.
11. From the experimental data,TC(LEED) is determined to
be about 200 K. The temperature dependence of the LE
intensity obtained from the MC simulation gets closer to t
experimental result for smaller values ofm. When the result
fromm51 is shifted to the low temperature side by about
K, it agrees well with the experimental result.

IV. DISCUSSION

The present system is an example of random tw
dimensional Ising system. According to the rigorous theo
of statistical mechanics,15,16 long-range magnetic order is de
stroyed by a random magnetic field of nonvanishing stren
if the dimension of the system is less than or equal to two
the present model, we assume that the direction of each

FIG. 10. Temperature dependence of the LEED intensity fo
quarter-order spot of thec(432) structure. The intensity is normal
ized by that withm54 at 240 K for the defect free system.~a! The
defect-free system.~b! The 1% type-C defect case.
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fect spin is fixed. This corresponds to the application of
random magnetic field of infinite strength. Therefore, t
long-range order must vanish in the strict sense of the w
In the present MC simulation we obtained finite values of
LOP. The reason is of course the finite size of the sys
employed in the simulation. We have a finite number of d
fects that take a particular configuration. Since the emplo
configuration favors the~2!-asymmetric region over the
~1!-asymmetric region, the LOP takes finite values of ne
tive sign. If we look into the subzone of the present syste
we notice that the contribution of zoneB to the LOP takes a
large negative value and dominates the value of the t
system. The contribution of zoneC is positive. The contri-
bution of zoneA is almost zero. In a larger system, th
contributions from the subzones likeB andC cancel each
other out and the LOP tends to zero in the thermodyna
limit. This is what the rigorous theory predicts. Thus t
present result does not contradict to the rigorous theory.
note that the real surface should be considered to be a fi
system, as it is divided into terraces by the step structur

In the present simulation, a diffuse transition has be
observed in the temperature dependence of the LOP,
MOI, and the LEED intensity. From combined analysis
the contour map of the local-order parameter and the M
we find that the ordering proceeds in two stages:~i! growth
of asymmetric region around each defect and~ii ! growth of
asymmetric region of mesoscopic size. As we have see
the contour map at low temperature~Fig. 8!, subsystems of
different features, i.e., zoneA,B,..., andE appear at the
same temperature. This implies that the local phase trans
occurs in each region at different temperatures dependin
the configuration of the defects.

To see this point we compare, for example, the variati
of the contour maps between zoneA and B. Local defect
densities in zoneA andB are about 0.94 and 1.03%, respe
tively. Completely different behaviors are seen betwe
them. As the temperature decreases, asymmetric region
both signs grow in zoneA ~400–280 K, Figs. 4–7!. Asym-
metric regions coexist with those of opposite sign and sy
metric regions at 230 K in zoneA ~Fig. 8!. In zoneB, on the

FIG. 11. Temperature dependence of the LEED intensity fo
quarter-order spot of thec(432) structure obtained from the MC
simulation~the 1% type-C defect case! and the experiment@Ref. 6#.
The experimental data are corrected by the Debye-Waller fac
The intensity from the MC simulation is normalized at 230 K. T
intensity from the experiment is normalized at 150 K.
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other hand, the~2!-asymmetric region becomes stronger a
converts nearby symmetric regions into the~2! region as
shown in the contour maps at 400–230 K~Figs. 4–8!. Wide
symmetric regions are hardly seen in zoneB at 230 K ~Fig.
8!.

We show the temperature dependence of the LOP of z
A andB in Fig. 12~a! and~b!, respectively. As the tempera
ture decreases, the LOP of zoneA fluctuates around zero
Such a feature is kept as the temperature is lowered to 23
On the other hand, the LOP in zoneB gradually increases in
magnitude as the temperature approachesTC ~LOP! from
above. When the temperature is lowered throughTC ~LOP!,
the magnitude increases rapidly, and remains about20.8 at
230 K. It should be noted that the local defect densities in
two zones are almost the same. This implies that configu
tions of the type-C defects in each zone have strong in
ences on the ordering.

We show the temperature dependence ofQ1 , Q2 , and
Q11Q2 of zoneA andB in Fig. 13~a! and~b!, respectively.
In zoneA, Q1 andQ2 are almost equal at high temperatur
As the temperature decreases below 340 K, onlyQ1 in-
creases rapidly. This fact indicates that the growth of
~1!-asymmetric region of mesoscopic size is seen at firs
zoneA. The ~1!-asymmetric region predominates over t
~2!-asymmetric region for 280 K,T,330 K. Q2 , on the
other hand, increases rapidly when the temperature g
down through 300 K, which indicates the onset of the grow

a

r.

FIG. 12. Temperature dependence of the long-range-order
rameter~LOP! of subzones for the 1% type-C defect case.~a! Zone
A. ~b! ZoneB.
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of the ~2!-asymmetric region of mesoscopic size in zo
A. The value ofQ2 approaches that ofQ1 and at last be-
comes slightly larger than that ofQ1 below 250 K. From
Fig. 13~a!, the critical temperatureTC(Q1) is determined to
be about 330 K andTC(Q2) about 280 K. Thus the transi
tion of ~6!-asymmetric region is seen clearly from the te
perature dependence of the MOI of zoneA, though the tran-
sition is not seen clearly from that of the LOP. This is
example of effectiveness of the MOI in the quantitati
analysis of the transition of subsystem.

Next, we show results of zoneB in Fig. 13~b!. Q1 and
Q2 are almost the same at high temperature.Q1 gradually
approaches zero as the temperature is lowered down to
K, which indicates that the growth of the~1!-asymmetric
region of mesoscopic size is not seen in zoneB. On the other
hand,Q2 increases rapidly when the temperature is lowe
through 350 K, which indicates the onset of the growth
~2!-asymmetric region of mesoscopic size in zoneB. The
~2!-asymmetric region dominates almost completely o
zoneB at low temperatures. From Fig. 13~b!, the critical
temperatureTC(Q2) is determined to be about 310 K.
should be noted that the transition temperature of the~2!-
asymmetric region differs between zoneA ~280 K! and zone
B ~310 K!.

We show them dependence of the local LEED intensi
of zoneA andB in Fig. 14~a! and~b!, respectively. The two
zones are significantly different from each other in the te

FIG. 13. Temperature dependence ofQ2 , Q1 , andQ11Q2

of subzones for the 1% type-C defect case.~a! ZoneA. ~b! Zone
B.
-

30

d
f

r

-

perature dependence of the LOP and that of the contour m
The temperature dependence of the local LEED intensity
zoneB @Fig. 14~b!# is almost the same for eachm as that of
the total system shown in Fig. 10~b!. The intensity is severa
times larger than the average over the total system.

In zoneA @Fig. 14~a!#, the temperature dependence of t
local LEED intensity is completely different from that of th
total system@Fig. 10~b!#. The phase transition is not see
clearly form>3. Looking into the contour map of zoneA at
low temperature~Fig. 8!, we see domain structures o
smaller size as compared with zoneB. The transition of each
asymmetric region in zoneA has been shown by the MO
@Fig. 13~a!#. The formation of mesoscopic ordering in zon
A is not clearly observed in LEED with large coheren
length. The local intensity of zoneA is about a tenth smalle
than that of zoneB for m>3. Therefore, contribution to the
total LEED intensity from zoneA is very small form>3.
We find that the phase transition is seen only form<2 in
zoneA @Fig. 14~a!#. The intensities of zoneA @Fig. 14~a!#, of
zoneB @Fig. 14~b!#, and of the total system@Fig. 10~b!# are
almost equal form51. This shows that we can hardly dis
tinguish among the regions with different types of conto
maps, e.g., zoneA andB, as long as the surface is observ
in LEED with short coherence length.

We examine in detail the temperature dependence of
LOP, the MOI and the LEED intensity for local squares

FIG. 14. Temperature dependence of the local LEED inten
of subzones for the 1% type-C defect case. The intensity is norm
ized by that withm54 at 240 K for the defect-free system.~a!
ZoneA. ~b! ZoneB.
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m51 of the present system. We show, for example, res
of the local region of 21< i<30, 41< j<60 ~referred to as
‘‘zone F ’’ ! and that of 1< i<10, 61< j<80 ~referred to as
‘‘zone G’’ ! in Figs. 15 and 16, respectively. In zoneF, the
magnitude of the LOP increases rapidly when the temp
ture is lowered through 290 K@Fig. 15~a!#. The temperature
dependence of the LEED intensity shows broad transi
region at around 280 K@Fig. 15~b!# in almost the same way
as the total system@Fig. 10~b!#. Q2 increases rapidly when
the temperature is lowered through 290 K with the transit
region much narrower than that of the total system. In zo
G, the LOP fluctuates around zero as the temperature
creases@Fig. 16~a!#. The LEED intensity takes very sma
value in the region 400–230 K@Fig. 16~b!#. The temperature
dependence of the LOP and the LEED intensity is mu

FIG. 15. Temperature dependence of each physical quantit
zoneF for the 1% type-C defect case.~a! LOP. ~b! Local LEED
intensity.~c! Q2 , Q1 , andQ11Q2 .
ts

a-

n

n
e
e-

h

different from those of zoneF @Fig. 15~a!, ~b!#.Q1 increases
abruptly when the temperature is lowered through 340
@Fig. 16~c!#. Q2 increases in the region 330–250 K to catc
up with Q1 @Fig. 16~c!#. It should be noted that in zoneG
the transition is clearly seen only by the temperature dep
dence of the MOI.

The behaviors of the LOP, the MOI, and the LEED inten
sity of zoneG andF are very similar to those of zoneA and
B, respectively. Both zoneFandG, having the reduced size,
are included in zoneA. Thus we see that as we reduce th
scale of the observation, we can see how the multidom
zone is composed of the subzones of the single and multi
main types. Abrupt change in the temperature dependenc
the MOI indicates the local ordering. The transition becom
sharper with the reduction of the zone scale. However, t

of FIG. 16. Temperature dependence of each physical quantity
zoneG for the 1% type-C defect case.~a! LOP. ~b! Local LEED
intensity.~c! Q2 , Q1 , andQ11Q2 .
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55 10 559INFLUENCE OF DEFECTS ON THE ORDER-DISORDER . . .
transition temperature differs from one zone to the other
flecting the effect of the configuration of the defects and
ordering of the regions surrounding the zone. We ded
from the above analysis that we can regard a system of
larged size as an assembly of the multidomain zones
larger size.

We performed MC simulation for another system of
3500 dimers that has the same concentration~1%! but dif-
ferent configuration of the type-C defects compared to
system of the main simulation referred so far. The cont
map of the local-order parameter at lower temperatures h
feature common to those of Figs. 5–8: the system is divi
into three kinds of the mesoscopic regions, namely~1!-
asymmetric, symmetric, and~2!-asymmetric regions. The
sizes of the regions are about the same as the main sim
tion. Only the fraction of the area of the region is differe
from the main simulation in accordance with the configu
tion of the defects. Thus we conclude that the size of
system of the present simulation is large enough to show
essential feature of the structure of the local ordering. Val
of the physical quantities depend rather on the configura
of the defects than on the size of the system so long as
mesoscopic regions are formed.

We also performed MC simulation for the system of
3400 dimers with the defect density of 2%. We see ag
that the three kinds of the mesoscopic regions are form
The sizes of the regions are about the same as the sy
with 1% of defects. The LOP and the LEED intensity a
much reduced at low temperatures as compared with the
type-C defect case. The transition of these physical quant
are more diffuse. We find that when the temperature dep
dence of the LEED intensity with coherence lengthm53 is
shifted to the lower side by about 80 K, it agrees well w
the experimental result.6 A larger coherence length is re
quired to reproduce the experimental temperature dep
dence for the system of larger density of the defect. Th
information about coherence length is necessary for ana
of the phase transition in terms of LEED. The middle po
of the transition temperature region is little affected by
creasing the defect density from 1 to 2%. As for the MO
Q11Q2 becomes larger than that of the 1% type-C def
case at high temperature. At low temperature,Q11Q2 is
almost the same as that of the 1% type-C defect case, w
uQ12Q2u becomes smaller than that of the 1% type-C d
fect case. The transition becomes more diffuse as well as
of the LOP and the LEED intensity.

V. CONCLUSIONS

We performed MC simulation to show how the LEE
intensity and STM images change with temperature
Si~001! surface with defects and what is observed in LEE
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or STM on the surface. We introduced a low density~of 1%
order! of the type-C defect, which is actually seen on the r
surface. The order-disorder phase transition is much in
enced by the defects. Compared with the defect-free sys
the magnitude of the long-range-order parameter~LOP! is
reduced at low temperatures and the temperature depend
of the LOP shows broad transition region. Formations
local domains at low temperatures are much influenced
the configurations of defects. It was clearly shown that d
ferent features of the low-temperature STM image
Wolkow8 and by Tochihara, Amakusa, and Iwatsuki9 can be
observed on the same surface.

In the present study we proposed the fraction of the site
the asymmetric image, called ‘‘mesoscopic ordering ind
~MOI!,’’ as a measure to describe the ordering of mesosco
scale and showed its effectiveness in the quantitative an
sis of the ordering from the STM image. As compared w
the defect-free system, the temperature dependence o
MOI shows broad transition region. The local ordering
detected by an abrupt change in the temperature depend
of the local MOI. The transition becomes sharper with t
reduction of the size of the region. The transition tempe
ture differs from one local region to the other. This gives t
reason why the transition of the total system with the defe
of a low density becomes broad.

The temperature dependence of the LEED intensity sh
broad transition region. The transition is seen more clea
for larger values of the coherence length of the incident e
tron beam. The dependence of the local LEED intensity
the coherence length is also investigated. Each local reg
begins to contribute to the total LEED intensity when t
scale of the local ordering becomes larger than that of
coherence length. Therefore, we can get information ab
the scale of the local ordering from the dependence of
LEED intensity on the coherence length. Information abo
coherence length is thus necessary for analysis of the p
transition in terms of LEED. The experimental temperatu
dependence of the LEED peak6 is explained as a combine
effect of the defects and the coherence length.

The critical temperatures defined as the middle point
the transition region of the LOP, the MOI, and the LEE
intensity are almost equal in the defect-free system and in
1% type-C defect case. The present study offers an answ
the question what actually corresponds to the transitions
served in LEED and STM experiments.
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