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In this paper we present measured energy and angular distributions for Na1 scattering from Cu~001! with
incident energies ranging from 10 to 100 eV. Excellent agreement with the measured spectra over the full
range of incident energies is achieved with simulations using a scattering potential that consists of two parts,
both of which we discuss in detail in this paper. The first is a sum of Hartree-Fock~Na-Cu!1 pair potentials
where the sum runs over the surface atoms nearest the scattering ion. To this we add an attractive potential that
approaches the classical image potential far from the surface, but saturates close to the surface. From these
spectra we extract detailed information about the scattering dynamics, such as the scattering trajectories,
energy transfer to the surface, and particle trapping. For energies below 100 eV we find that the scattering is
particularly sensitive to the attractive term in the potential. In particular, as the incident energy is reduced the
scattered angular distributions broaden, the fractional energy transfer to the surface increases, and trapping of
the ions by the surface is observed. This sensitivity enables us to put bounds on the depth of the attractive well
in the potential. According to the simulations there is a minimum in the trapping probability at incident
energies between 15 and 30 eV. Furthermore, they indicate that the trajectories that lead to trapping at energies
below and above the minimum differ markedly, particularly in the energy transfer in the initial collision with
the surface.@S0163-1829~96!02836-6#

I. INTRODUCTION

An understanding of the collision dynamics of hyperther-
mal energy ions~energies ranging from a few eV to a few
hundred eV! with surfaces is important for many technologi-
cal applications including reactive ion-beam etching and
both ion-assisted and direct ion-beam deposition1,2 of thin
films. Trapping and energy transfer are among the funda-
mental collision processes that are important in these appli-
cations. The attractive part of the ion-surface interaction po-
tential makes trapping possible and plays an increasingly
important role in determining the energy transfer as the inci-
dent kinetic energyE0 is reduced below 100 eV. This sensi-
tivity to the attractive interaction begins at relatively high
incident energies because the depth of the attractive well for
species that chemisorb~e.g., alkalis on metals! is typically on
the order of 1–3 eV. For recent reviews of scattering at hy-
perthermal energies see Refs. 3 and 4.

A detailed understanding of scattering dynamics at hyper-
thermal energies and the influence of the attractive well on
these dynamics can be obtained by comparing measured ion
scattering distributions to classical trajectory simulations. Al-
kali ion scattering from metal surfaces is an ideal model
system for such studies. The noble-gas electronic structure of
singly ionized alkalis simplifies the construction of the inter-
action potential used in the simulations and the relatively
well understood charge transfer behavior simplifies the inter-
pretation of the energy spectra.

In this paper we present a detailed study, using both ex-
periments and simulations, of the scattering dynamics and
interaction potential for hyperthermal~10–100 eV! Na1

scattering from Cu~001!. We present measured energy- and
angle-resolved scattering distributions and compare them

with simulations using a model potential consisting of a sum
of Hartree-Fock pair potentials with an additional attractive
term to account for the interaction of the ion with its induced
image charge in the surface. The potential is discussed in
detail in Sec. IV and in the Appendix, but we note here that
the only free parameters are in the attractive term.

The simulated distributions are in excellent agreement
with measurements over the entire range of incident ener-
gies. We have found that for the Na1/Cu~001! system, both
the energy and angular distributions of the scattered ions are
very sensitive to the attractive interaction and that the sensi-
tivity increases as the incident energy is decreased. In par-
ticular, as the incident energy is reduced the scattered angu-
lar distributions broaden and the fractional energy transfer to
the surface increases. These changes in the scattering distri-
butions are due to the acceleration of the ion towards the
surface and the resulting trajectory bending. When the attrac-
tive interaction is not included in the scattering potential, the
simulations are in poor agreement with the measured scatter-
ing distributions. Although the scattering is relatively insen-
sitive to the details of the potential near the minimum, these
results put some constraints on the depth of the attractive
well in the potential. ForE0<15 eV features have been
observed in the measured and simulated scattering distribu-
tions that indicate that some of the in-plane scattered ion flux
is trapped in the attractive well. From the simulations, a de-
tailed understanding of how the attractive well influences the
scattering and trapping dynamics has been obtained.

The paper is organized as follows. In Sec. II we describe
our apparatus and experimental technique. The simulations
and the model potential are discussed in Secs. III and IV. In
Sec. V we present measured energy spectra, compare them
with simulations, and then use the simulations to identify the
trajectories that correspond to the peaks in the spectra. The
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quality of the model for the interaction potential and the
importance of the attractive well are demonstrated in Sec.
VI, where the measured energy and angular distributions are
compared with simulations for a range of incident energies.
In Sec. VII the results are discussed in more detail and in
Sec. VIII the results are summarized. The repulsive term in
the potential is discussed in detail in the Appendix.

II. EXPERIMENTAL TECHNIQUES

The beam line and apparatus have been described in detail
elsewhere,5–7 so we will mention only the important details
here. In these experiments Na1 with incident energies rang-
ing from 10 to 100 eV has been scattered from a Cu~001!
surface along thê100& azimuth at an incident angle of 45°
from the surface normal~see Fig. 1!. The in-plane scattered
Na1 flux is energy analyzed at final anglesu f ranging from
6° to 90° from the surface normal@see Fig. 1~b!#. Scattering
angles closer to 180° backscattering cannot be accessed due
to geometrical constraints in the chamber.

The beam line is capable of transporting well-collimated,

mass-selected, monoenergetic ion beams to the sample posi-
tion with incident energies ranging from 5 eV to 10 keV. The
source has an inherent energy spread of,0.3 eV full width
at half maximum~FWHM!. Typical beam characteristics at
100 eV are a 0.7 nA beam current in a 1-mm~FWHM! spot
with a half-angular divergence of,0.6°. At 10 eV beam
currents of 0.15 nA in a 2-mm spot are typical.

The scattered ion flux is energy analyzed using a hemi-
spherical electrostatic analyzer with an energy resolution
DE/E of 0.016 and an effective angular acceptance of
<60.5°. After passing through the exit aperture of the ana-
lyzer, the ions are accelerated by 2400 V into a channeltron
operated in pulse counting mode. This analyzer is also used
to measure the incident beam energy. The accuracy of the
energy measurements is limited by the uncertainty in the
contact potential differences between the ion source, the
sample, and the detector. We estimate that these contact po-
tential differences result in uncertainties in the measured en-
ergies of less than60.5 eV. This estimation is based on
measurements of the beam energy by several different meth-
ods. The conclusions reached in this paper are not affected
by uncertainties in the absolute energy measurements of this
magnitude.

We have found that the electrostatic analyzer will not pass
ions with energies less than about 1.5 eV. It has been deter-
mined experimentally that this cutoff is not due to stray
fields in the chamber. We have also verified that it is not due
to alkali dosing or patch fields on the surface of the analyzer
spheres. The cutoff limits the minimum measurable energy,
but does not influence our conclusions.

The sample is cleaned by sputtering with 1000 eV Ar1 at
'10 mA/cm2 followed by annealing to 600 °C for 2 min.
The surface order and cleanliness are monitored using low-
energy electron diffraction~LEED! and Auger electron spec-
troscopy. The sample is clean within Auger detection limits
and well ordered according to LEED. The pressure in the
chamber during an experiment is typically in the high 10211

Torr range.
All the data presented in this work are taken at sample

temperaturesTs between 121 and 141 K. The sample is
cooled using a liquid-nitrogen reservoir attached to the
sample holder with a copper braid. The sample temperature
is monitored with a Chromel-Alumel thermocouple. Sample
cooling is necessary in order to clearly resolve the energy-
loss peaks in the energy spectra. The peak broadening, which
is due to thermal vibrations of the surface atoms, has a larger
fractional effect on the spectra for low incident energies
(E0). In fact, the peaks cannot be resolved at room tempera-
ture for E0<15 eV, whereas they are easily resolved at
Ts5140 K. We have verified experimentally that, while the
widths of the peaks are very sensitive to the sample tempera-
ture, the mean peak energies do not change. We discuss the
temperature dependence of this peak broadening
elsewhere.8,9

In order to ensure the accuracy of the measured energies
and angles of the scattered ions a multistage alignment pro-
cedure is used.10 The rotation axes of the sample and detec-
tor and the central axis of the beam line are aligned optically
to within 0.25 mm using a He-Ne laser in conjunction with
alignment apertures. The sample azimuth and tilt and the
incident scattering angle (u i) are all aligned to within 0.5°

FIG. 1. ~a! Schematic top view of the first and second layers of
the Cu~001! surface. The spacing between the atomic planes is
1.805 Å. ~b! Scattering geometry. The incident Na1 beam is scat-
tered along thê100& azimuth atu i545° for incident energiesE0
ranging from 10 to 100 eV. The in-plane scattered flux is energy
analyzed as a function of final angle (u f ).
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using a combination of LEED and keV ion scattering. Before
each data set the alignment of the beam, sample, and detector
is further refined using hyperthermal energy ion scattering.

For a given incident beam energy many sequential scat-
tering spectra were taken without cleaning the sample. The
effects of beam drift, sample dosing, and sample damage
during such a data set were monitored by periodically taking
reference spectra at a fixed scattering geometry and checking
the beam current at the sample position using a Faraday cup.
The mean peak energies in the reference spectra were un-
changed during a data set, but the beam dosing reduced the
scattering intensity~by up to 60% for some data sets! and
slightly broadened the peaks. The intensity drop can be at-
tributed to an increase in the neutralization probability of the
scattered Na1 caused by the reduction of the surface work
function by trapped sodium.11

III. SIMULATIONS

At hyperthermal energies the incident ion interacts simul-
taneously with several surface atoms, resulting in complex
scattering trajectories. Computer simulations are therefore
necessary to interpret the results. Since the de Broglie wave-
length of a 10-eV Na atom is 0.019 Å, even at the lowest
energies in this study a classical description of the trajectory
is appropriate. The trajectory calculations are performed with
the computer codeSAFARI, which has been described in de-
tail elsewhere.12 In SAFARI the trajectories are determined by
integrating Hamilton’s equations of motion. The ion interacts
with the surface atoms through an interaction potential that is
discussed in detail in Sec. IV.

In our simulations the energy loss of the scattering ion is
due solely to momentum transfer to the recoiling surface
atoms. We have not included losses to electronic
excitations.13–18 In order to test whether this is justified we
have run some simulations where an additional frictional
force on the ion was included to account for electronically
inelastic losses.10,13 This force, or stopping power, has been
calculated using effective-medium theory16,19 for an atom
moving slowly ~v ion!v f , where v f is the Fermi velocity!
through a homogeneous electron gas. According to the simu-
lations, for typical trajectories atu i5u f545° that do not
penetrate the first layer, the additional energy transfer due to
these electronically inelastic losses is<0.03 eV forE0510
eV and<0.1 eV forE05100 eV. These are much smaller
than the energy loss due to momentum transfer to the recoil-
ing surface atoms atu i5u f545°, which is >5.3 eV for
E0510 eV and>36 eV forE05100 eV~see Fig. 4!. Other
more sophisticated models typically predict that the energy
loss to electron-hole pair formation is less than a few tenths
of an eV for ions interacting with metals at the velocities
used in this study.14,15,17,18We therefore feel that we are
justified in omitting losses to electronically inelastic pro-
cesses from the present simulations.

The surface dynamics in the simulations are modeled by
treating the surface atoms as though they are connected to
their nearest neighbors by harmonic springs. The spring con-
stant was determined by fitting to bulk phonon dispersion
curves. The inclusion of these interatomic surface forces in-
creases the effective mass of the surface atoms. This effect,
however, is quite small: AtE0520.3 eV theenergy loss is

decreased by only 0.02 eV when the nearest-neighbor forces
are included.

Thermal motions of the surface atoms can also be in-
cluded in the simulations. In this work, simulations were
performed for both ‘‘vibration-free’’ surfaces, where the sur-
face atoms are not initially vibrating about their equilibrium
positions ~i.e., no zero point or thermal motion! and for
‘‘finite-Ts’’ surfaces, where thermal displacements and mo-
menta of the surface atoms are included. We have verified
that when thermal motions are included in the simulations
the peaks in the energy spectra are broadened, but the mean
peak energies do not change significantly. Therefore we have
used vibration-free surfaces in those simulations in which
only the mean peak energy is of interest, since these simula-
tions take considerably less computer time than the finite-Ts
simulations. The experimentally observed peaks tend to be
broader than those predicted by the finite-Ts simulations. All
the simulations presented in this paper used vibration-free
surfaces unless otherwise noted.

IV. INTERACTION POTENTIAL

The ion-surface interaction potential that describes hyper-
thermal energy alkali ion scattering from metal surfaces has
been the focus of several recent studies. In order to provide
some perspective on our work on this potential, we begin this
section by briefly reviewing the results of some of these
other studies. Since the energy and angular distributions of
the scattered ions are very sensitive to the interaction poten-
tial, models for the potential can be tested by comparing
measured scattering distributions to simulations in which the
interaction potential is varied. Typically in these efforts the
ion-surface interaction potential is constructed as a sum of
repulsive pair potentials with, in some cases, an additional
attractive term included to account for the image interaction.

Most of the work to date has concentrated on the repul-
sive part of the interaction potential. In several studies, for
E0512–100 eV alkali scattering from W~110!,20–23Kleyn
and co-workers modeled the interaction potential as a sum of
repulsive Born-Mayer pair potentials with an additional im-
agelike attractive term. They concluded that the scattering
was sensitive to the form of the repulsive pair potentials, that
the sum-of-pair potentials approximation broke down for tra-
jectories that probed the hollow site, and that the attractive
well in the interaction potential was not important even at
incident energies belowE0535 eV. The best-fit potential in
this work contained five adjustable parameters and repro-
duced the data well for 25 eV<E0<45 eV, but there were
discrepancies outside this energy range. In a later study they
compared their data to simulations using a sum of Hartree-
Fock-Slater~HFS! pair potentials with no free parameters
and again found that the sum of pair potentials approxima-
tion failed to reproduce the scattering from trajectories that
probed the hollow site. They concluded that this was due to
insufficient repulsion in the hollow site by comparing the
sum of pairs to a more accurate cluster calculation.24 Subse-
quently they studied Na and K scattering at normal incidence
from Ag~111! at incident energies ranging from 10 to 100 eV
and found that they could reproduce many features of the
measured scattering distributions using an interaction poten-
tial with no fitting parameters.25 They used a purely repulsive
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potential constructed from a sum of HFS pair potentials and
found that, in this case, the sum of pair potentials approxi-
mation did not break down. They attributed the discrepancies
between the data and simulations at the lowest incident en-
ergies~E0<35 eV! to the influence of the attractive image
interaction, which was not included in the simulations.

Over the past few years we have made detailed studies of
the potential for 50–400 eV alkali ion scattering from
Cu~001! ~Ref. 26! and Cu~110! ~Refs. 13, 27, and 28! using
the classical trajectory simulation codeSAFARI.12 In these
studies the repulsive part of the potential was modeled as a
sum of Hartree-Fock~HF! pair potentials.13 The simulations
using the HF pairs were in excellent agreement with the data,
whereas simulations using the universal Ziegler-Biersack-
Littmark pair potential29 were not, demonstrating the sensi-
tivity of the scattering to the repulsive part of the potential.
In addition, we concluded, in contrast to the previous studies
described above, that including an additional attractive term
to account for the image interaction significantly improved
the agreement between the simulated and measured scatter-
ing distributions at these incident energies. However, the
scattering was not sensitive enough to the attractive interac-
tion to allow a detailed characterization of the attractive well
because the incident energyE0 was large compared to the
well depth.

In this paper we make a detailed comparison of measured
and simulated scattered ion distributions for 10–100 eV Na1

scattering from Cu~001!, with an emphasis toward under-
standing how the attractive interaction influences the scatter-
ing and trapping dynamics. Hulpke previously recognized
the importance of the attractive well in his study of the en-
ergy loss of 2–20 eV Li1 scattering from W~110!,30 in which
he used a square well to account for the image interaction.
The importance of the attractive well has also been noted in
other studies for hyperthermal alkali31 and reactive ion32,33

scattering from metal surfaces.
Below we discuss both the attractive and repulsive parts

of the total interaction potential used in the current studies. A
detailed discussion of the calculation of the repulsive term
can be found in the Appendix. As we demonstrate in this
paper, simulated scattering distributions using this total po-
tential are in excellent agreement with the data for 10
eV<E0<100 eV Na1 scattering from Cu~001!. The only
significant difference between this potential and that deter-
mined in our previous work at 50 eV<E0<400 eV is the
parametrization of the attractive term~see below!. Therefore,
since the scattering behavior is not sensitive to the details of
the attractive well forE0.100 eV, the potential described in
this work should also be valid up toE05400 eV.

The ion interacts with the surface atoms through an inter-
action potential that consists of two parts. The first part is
constructed from a sum of repulsive pair potentials and the
second is a long-range attractive term to account for the in-
teraction of the ion with its image charge in the metal. The
details of both parts of the interaction potential are very im-
portant in determining the scattered trajectories and energy
transfer.

Here we note some of the important features of the poten-
tial, concentrating the discussion on the attractive term. The
repulsive~Na-Cu!1 pair potential, which is calculated using
Hartree-Fock is summed over the six or more surface atoms

nearest the scattering ion at each point in its trajectory~see
the Appendix for details!. An attractive term is added to the
sum of pair potentials to form the total potential used in the
simulations. The attractive term, which has also been used in
previous studies,13,20–22,28,31,34is of the form

Vattr~z!5H 2e2/A16~z2z0!
21e4/Vmin

2 if z.z0

2Vmin if z<z0 ,
~1!

wherez is the perpendicular distance from the top plane of
atoms andz0 is the maximum value ofz for which
Vattr52Vmin . This form reduces to the 1/4z classical image
potential far from the surface and saturates near the surface
to the value2Vmin . The values ofVmin andz0 are the only
adjustable parameters in the total potential. Note that the
parameterVmin is not the well depthD in the total potential
~see Fig. 2!. In general,D<Vmin , with D approachingVmin
asz0 is increased.

In our previous work, at 100 eV and higher energies, we
found that the potential including this form forVattr gave
very good agreement with measured energy spectra when
Vmin was chosen to be 3 eV andz0 was set equal to 0
Å.13,27,28In this paper we have exploited the enhanced sen-
sitivity of the scattering to the attractive potential atE0<100
eV to refine our parametrization of the attractive well. Al-
though there is a range of parametrizations of our model
potential that reproduce our experiments, the agreement is
particularly good forVmin52.6 eV andz050.8 Å ~see Sec.
VI !. We refer to the potential constructed with this param-
etrization as ‘‘the total potential.’’

The parameterz0 plays a role similar to that of an image
plane. Assuming a jellium surface with the electron density
of copper, the position of the image plane is located 1.7 Å
from the surface.35 However, there have been recent theoreti-
cal results that indicate the image plane may be closer to the
surface than the jellium result.36,37When the jellium value of
the image plane position is used forz0 in our model poten-
tial, the agreement between simulation and data is accept-
able, but not as good as the agreement for the total potential.

The total potential is shown in Fig. 2 as a function of
distancez from the surface above a top-layer atom. The re-

FIG. 2. Repulsive potential, constructed from a sum of Hartree-
Fock~Na-Cu!1 pair potentials; the attractive term to account for the
image potential; and the total potential~Vmin52.6 eV andz050.8
Å! are plotted as a function of distancez from the surface, directly
above a top layer atom. Simulations using this parametrization
~Vmin andz0! of the attractive term are in excellent agreement with
all the data.

54 8865ENERGY TRANSFER, TRAPPING, AND THE . . .



pulsive and the attractive terms are plotted separately. This
total potential features an attractive well with a depth of 1.5
eV located 2.5 Å from the surface for the on-top site~Fig. 2!
and an attractive well with a depth of 1.7 eV located at 2.05
Å for the hollow site@above the second-layer atom; see Fig.
1~a!#. Although the scattering distributions are very sensitive
to the presence of the attractive term, our data are consistent
with a range of parametrizations of the potential~i.e., a range
of Vmin and z0! and therefore the scattering is somewhat
insensitive to the details of the shape and depth of the attrac-
tive well. For example, parametrizations with well depths at
the on-top site ranging from 1.3 to 2.6 eV are in agreement
with the data~see Sec. VII C for further discussion!.

V. ENERGY SPECTRA AND TRAJECTORY ANALYSIS

In hyperthermal energy ion-surface scattering there are
generally several peaks that correspond to different trajectory
types in an energy spectrum at a fixed scattering geometry.
The determination of the trajectories from comparisons of
SAFARI simulations and measured energy spectra is illus-
trated in Fig. 3. In Fig. 3~a! a measured energy spectrum is
compared to a simulated one for Na1 at E0520.3 eV and a

90° specular scattering geometry, i.e.,u i5u f545° @see Fig.
1~b!#. The surface temperature wasTs5123 K. The scattered
intensity is plotted as a function of the reduced energyE/E0
of the scattered particles, whereE0 is the incident beam en-
ergy andE is the scattered ion energy. The intensity of the
measured energy spectrum is multiplied by 1/E to correct for
the transmission function of the detector and facilitate com-
parison to the simulation. The simulated energy spectrum
was generated from aTs5130 K SAFARI simulation using
the total potential. The detector in the simulation was circu-
lar with a 3° half angular acceptance and an energy resolu-
tion of 0.4 eV. The angular acceptance and the energy reso-
lution of the simulated detector are larger than those of the
experimental detector. This reduces the computer time and
increases the peak widths in the simulations. The mean en-
ergies of the peaks and the relative peak intensities are not
significantly influenced by the enlarged detector used in the
simulation.

The agreement between the data and simulation is excel-
lent. In particular, the mean energies of the peaks are repro-
duced well by the simulation. According to the simulation,
the three peaks in the energy spectrum correspond to four
different types of scattering trajectories. Typical examples of
these trajectories, taken from a vibration free simulation, are
shown from both side and top views in Figs. 3~b! and 3~c!,
respectively. There are two chainlike trajectories involving
atoms only along top-layer chains in the^100& azimuth: qua-
sisingle scattering, where momentum transfer is primarily to
one surface atom, and quasidouble scattering, where momen-
tum transfer is to two adjacent atoms along the chain. These
are trajectories 1 and 2, respectively, in Figs. 3~b! and 3~c!.
The other two trajectory types are zigzag collisions involving
momentum transfer to atoms in adjacent^100& chains. A
double zigzag trajectory and triple zigzag trajectory are
shown as trajectories 3 and 4, respectively. An energy analy-
sis of the trajectories26 indicates that the lowest peak in the
corresponding energy spectrum is composed of chainlike
quasisingle~QS! scattering~E/E050.35, trajectory 1!, the
middle peak of double zigzag~DZZ! scattering~E/E050.49,
trajectory 3!, and the highest-energy peak of chainlike quasi-
double~QD! scattering~E/E050.59, trajectory 2! and triple
zigzag ~TZZ! scattering~E/E050.59, trajectory 4!. Recall
that the only energy-loss mechanism included in the simula-
tions is momentum transfer to the recoiling surface atoms.

When the same scattering geometry is used, this same
three peak structure is observed for 10 eV<E0<100 eV.
This is demonstrated in Fig. 4, where energy spectra corre-
sponding to differentE0 are offset vertically and the maxi-
mum peak heights are normalized. Simulations indicate that
the trajectory assignments for the peaks atE0520.3 eV hold
throughout this energy range with only two exceptions. At
E05100.6 eV the triple zigzag peak appears as a high-
energy shoulder on the double zigzag peak and the quasis-
ingle peak atE059.7 eV appears as a low-energy shoulder
on the double zigzag peak. The relative peak heights, the
value ofE/E0 for each peak, and the fractional widths of the
peaks all change as a function ofE0 . Although these trends
are discussed in detail in Sec. VII, we describe here how the
attractive term in the potential influences the trajectories and

FIG. 3. ~a! Measured and simulated energy spectra are com-
pared forE0520.3 eV and the 90° specular scattering geometry.
The total potential shown in Fig. 2 is used in the simulation and
thermal vibrations are included. The data have been corrected for
the detector transmission function~see the text!. ~b! Side view of
the types of trajectories that contribute to the simulated energy
spectrum. Trajectory 1~quasisingle, QS! contributes to the lowest-
energy peak, trajectory 3~double zigzag, DZZ! to the middle en-
ergy peak, and trajectories 2~quasidouble, QD! and 4~triple zigzag,
TZZ! to the highest-energy peak. Top layer atoms are indicated by
circles and circles with crosses in adjacent^100& chains.~c! Top
view of these trajectories.
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the fractional energy loss, as this is a central point in this
paper.

The increase in the fractional energy loss with decreasing
E0 can be understood by considering energy transfer in a
pure binary collision and comparing it with the energy trans-
fer in a quasisingle collision between Na1 and a Cu surface.
In a pure binary collision between a projectile of massmp
and a stationary target atom of massmt , the ratio of the
projectile’s scattered energy to its incident energy can be
expressed asE/E05k~uTSA ,m!, where m5mp/mt and
uTSA5180°2u i2u f is the total scattering angle38 ~see Fig.
1!. The kinematic factork~uTSA ,m! is derived from energy
and momentum conservation and is given by

E/E05k~uTSA ,m!

5S m

11m D 2FcosuTSA1A 1

m22sin2uTSAG2. ~2!

This result is valid for elastic collisions in which the projec-
tile and target interact only through a central force that van-
ishes at large separations. Note that Eq.~2! implies that in
this case the fractional energy transfer

DE/E0512k~uTSA ,m! ~3!

to the target atom is independent of bothE0 and the details
of the potential.

In Fig. 4 the predicted value ofE/E050.47 from Eq.~2!
for Na1 scattering from Cu through an angleuTSA590° is
indicated by the dashed line. The measured fractional final
energies of the QS peaks, however, are not independent of

E0 , but vary fromE/E0'0.2 forE059.7 eV toE/E050.45
for E05100.6 eV. As is discussed in the paragraphs that
follow, a qualitative understanding of this trend can be ob-
tained by considering how to modify Eqs.~2! and ~3! to
account for the image interaction between the ion and the
conduction electrons in the metal. This image interaction
produces an attractive force that depends on the distancez
from the surface and therefore violates one of the require-
ments necessary for the validity of Eqs.~2! and~3!, namely,
that the potential depend only on the projectile-target atom
relative coordinates. This additional force modifies the tra-
jectories, introducing anE0 dependence to the fractional en-
ergy transfer.

The image force accelerates the ion towards the surface.
As a result, in the near surface region the precollision inci-
dent energy is increased and trajectory bending results in a
larger total scattering angle during the collision. These tra-
jectory modifications result in an increased fractional energy
transfer to the surface that becomes more pronounced as the
incident energy is reduced. The trajectory bending is illus-
trated in Fig. 5, which shows simulated QS trajectories in the
near surface region forE0510 and 100 eV under the same
scattering conditions as in Fig. 4. AsymptoticallyuTSA590°
for both trajectories, but in the near-surface region the scat-
tering angle is increased due to trajectory bending by the
attractive force, particularly atE0510 eV.

Here we give a simple model, based on a modification of
the pure binary collision picture, that accounts for the influ-
ence of the attractive potential on the trajectory. A more
complete discussion of the energy dependence of the frac-
tional energy transfer, including the influence of simulta-
neous interaction with multiple surface atoms, can be found
in Sec. VII. In the simple model, Eq.~3! is modified to
account for the case when the ion is preaccelerated towards
the surface atom, subsequently scatters in a pure binary col-
lision, and then decelerates after the collision. For simplicity,
we assume that the attractive and repulsive forces act se-
quentially in this analysis. The validity of this assumption is
discussed in Sec. VII C. If the asymptotic values of the inci-
dent energy, final energy, and total scattering angle areE0 ,
E, anduTSA , then in the near surface region they are given

FIG. 4. Measured energy spectra are compared for the 90°
specular scattering geometry. Spectra corresponding to differentE0
ranging from 9.7 to 100.6 eV are offset vertically. The spectra have
been corrected for the detector transmission function by multiplying
the intensity by 1/E. The dashed line indicates the kinematic factor
(E/E050.47) for a pure single collision. There is an additional
peak atE/E0,0.1 in theE05100.6 eV spectrum that is not shown
here~see Fig. 13!.

FIG. 5. Comparison of the simulated quasisingle trajectories for
the specular scattering geometry atE0510 and 100 eV. The near
surface total scattering angle is larger atE0510 eV due to trajec-
tory bending by the image force.
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by E01D, E1D, and uTSA1Du, respectively, whereD is
the increase in the incident energy due to the attractive force
andDu is the increase in the total scattering angle. The en-
ergy transfer in this case is

DE/E05@11D/E0#@12k~uTSA1Du,m!#. ~4!

SinceDu is an increasing function ofD/E0 ~see Fig. 5! and
@12k~uTSA1Du,m!# is an increasing function ofDu, the frac-
tional energy transfer according to Eq.~4! increases mono-
tonically withD/E0 . This is consistent with the energy shifts
in the peaks observed in Fig. 4. In fact, if we measureDu
from the simulated trajectories in Fig. 5 and use the depth of
the attractive well in Fig. 2 forD ~D51.5 eV!, then Eq.~4!
yields E/E050.24 for E059.7 eV and E/E050.45 for
E05100.6 eV, which are in good agreement with the experi-
mental results in Fig. 4. We note here that similar extensions
to the pure binary collision model to account for the attrac-
tive well have been discussed previously by Hulpke for hy-
perthermal scattering.30 There are additional, more subtle
ways in which the attractive well affects the energy loss.
These are discussed in Sec. VII C.

The three peak structure of the energy spectra in this scat-
tering geometry forE>EQS, whereEQS is the QS peak en-
ergy, is actually observed for 100 eV,E0,1000 eV as well.
According to the simulations, however, additional types of
trajectories begin to contribute to the spectra forE0.200
eV. It is interesting to note that the relatively simple evolu-
tion of the energy spectra as a function of incident energy
observed for this scattering geometry is fortuitous. In studies
of scattering along thê110& azimuth, the energy spectra ex-
hibit more complicated behavior as a function of incident
energy forE>EQS. Simulated and measured energy spectra
show that for scattering Na1 from Cu~001!^110& in the same
scattering geometry and the same incident energy range as in
Figs. 3 and 4, new types of trajectories start to contribute to
the spectra forE>EQS as the incident energy is increased
from 10 to 100 eV.26 This makes it more difficult to interpret
the influence of the attractive well on energy losses in this
case.

In general, forE<EQS and/or final angles other than
u f545° there are additional types of trajectories that make
significant contributions to the energy spectra. We have stud-
ied such peaks atE0>50 eV andu f close to the surface
normal. These peaks, which typically appear at energies
lower than the quasisingle peak, are of interest here primarily
because they provide additional evidence for the accuracy of
the simulations and the interaction potential. In Fig. 6~a! a
measured energy spectrum is compared with a simulated one
for Na1 scattering from Cu~001!^100& at an incident angle of
u i545° and a final angle ofu f510°. The peak positions in
the simulations are in excellent agreement with the data, but
the relative intensities are not. This discrepancy is due to
charge transfer effects that are discussed at the end of this
section.

In contrast to the spectra in Fig. 4, there are five peaks in
both the measured and simulated energy spectra in Fig. 6~a!.
Trajectory analysis indicates that the three highest-energy
peaks consist of quasisingle trajectories (E/E050.27),
double zigzags (E/E050.34), and quasidouble and triple
zigzag trajectories (E/E050.39). The two low-energy peaks
are due to additional trajectory types that do not contribute to

the scattering atu f545°. Examples of these new types of
trajectories are shown in Figs. 6~b! and 6~c!, which show
side views and top views of the trajectories, respectively.
The lowest-energy peak in Fig. 6~a! consists primarily of
trajectories like trajectory 5 in Figs. 6~b! and 6~c! and the
second lowest-energy peak consists primarily of trajectories
similar to trajectory 6. Trajectory 5 is a chainlike scattering
event involving large total scattering angle collisions with a
first-layer atom, a second-layer atom, and a first-layer atom
again. We refer to this trajectory type as a kinked chain~KC!
trajectory. The kinked chain trajectory loses a large fraction

FIG. 6. ~a! Measured and simulated energy spectra are com-
pared forE0550.0 eV andu f510°. The measured spectrum has
been corrected for the detector transmission function by multiplying
the intensity by 1/E and thermal vibrations have been included in
the simulation~Ts5130 K!. ~b! Side view of the types of trajecto-
ries that contribute to the two lowest-energy peaks in the spectra.
Trajectory 5~kinked chain, KC! contributes to the lowest-energy
peak and trajectory 6~kinked zigzag, KZZ! contributes to the peak
at E/E050.18. The three high-energy peaks have the same trajec-
tory assignments as the peaks in Fig. 3. Top- and second-layer
atoms are indicated by circles. Atoms located either 1.805 Å in or
out of the plane of the figure are indicated by circles with crosses.
~c! Top view of these trajectories. Only the top layer atoms are
shown.
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of its energy (E/E050.065) due to the multiple large-
scattering-angle collisions it undergoes. Trajectory 6 corre-
sponds to collisions with three top-layer atoms belonging to
three adjacent̂100& chains of atoms. We refer to trajectories
of this type as kinked zigzag~KZZ! trajectories. It is not
surprising that the kinked zigzag trajectories lose a large
fraction (E/E050.18) of their incident energy since they,
like the kinked chain trajectories, undergo multiple large-
angle collisions. There are other types of trajectories, besides
the two discussed here, that also contribute to the scattering
at energies below the quasisingle peak, but they have much
smaller scattering cross sections and therefore make smaller
contributions to the energy spectra.

The ratio of the intensity of lowest energy peak
(E/E050.065) to the peak atE/E050.27 is about three
times larger in the simulations than in the data. By using a
neutral alkali detector39 as part of a time-of-flight energy
analyzer, we have verified that about half of the discrepancy
is due to enhanced neutralization of the trajectories that con-
tribute to the lowest-energy peak. This peak consists prima-
rily of the KC trajectories, which penetrate the first layer of
the surface@see Figs. 6~b! and 6~c!#. Since the electrostatic
analyzer used to measure the spectrum in Fig. 6~a! can only
detect ions, the enhanced neutralization results in a relatively
smaller measured intensity in the lowest-energy peak. The
simulations do not include the possibility of charge transfer
between the ion and the surface. As a result, if there is
trajectory-dependent neutralization the relative peak heights
in the simulations and data will not agree. This usually is not
a problem since it has been observed that when the ions do
not penetrate the first layer the charge transfer probability
varies by less than 10% across a given spectrum in this en-
ergy range for alkalis scattering from Cu~001!^100&.40

VI. COMPARISON OF DATA AND SIMULATIONS:
ENERGY-u PLOTS

So far we have discussed the energy spectra at a fixed
scattering geometry. A more complete picture of the scatter-
ing for a fixedE0 andu i , including both the scattered energy
and angular distributions, can be obtained by generating an
energy-u plot.28,34,38,41,42In the following subsection we de-
scribe the construction of such plots from measured energy
spectra for Na1 scattering from Cu~001!^100& at u i545° and
9.7 eV<E0<100.6 eV and compare them with simulations.
The simulations using the total interaction potential are in
excellent agreement with data for the full range ofE0 , dem-
onstrating the accuracy of the potential and the simulations.
The importance of the image potential in determining both
the energy and angular distributions is demonstrated by not-
ing that at lowE0 there is poor agreement between the data
and simulations that use only the repulsive part of the poten-
tial.

A. Construction of energy-u plots

The procedure for constructing an energy-u plot from the
data is illustrated in Figs. 7 and 8~a!. Figure 7 shows a series
of energy spectra measured at different final angles for
E0520.3 eV. The spectra corresponding to different final
angles are offset vertically in the plot:u f50° corresponds to

scattering along the surface normal andu f590° corresponds
to scattering parallel to the surface.

The energy-u plot corresponding to the data in Fig. 7 is
shown in Fig. 8~a! ~open circles!, where the reduced ener-
gies, i.e.,E/E0 , of the peaks in the energy spectra are plotted
as a function ofu f . The energies of the peaks are determined
by fitting a sum of either two or three Gaussians to the en-
ergy spectra in Fig. 7, depending on the number of peaks in
the spectrum. The mean energies, amplitudes, and standard
deviations of the Gaussians are treated as free parameters in
the fits. Using this technique makes it possible to extract the
energies of overlapping peaks, such as the two high-energy
peaks atu f558° in Fig. 7.

The measured energy-u plot28 in Fig. 8~a! has three
branches that form portions of two ‘‘loops.’’ In the trajectory
analysis of the energy spectrum atu f545° @see Figs. 3~a!–
3~c!# we found that the low-energy peak was due to QS
trajectories, the intermediate peak to DZZ trajectories, and
the high-energy peak to both QD and TZZ trajectories. Fur-
ther analysis indicates that the different branches of the mea-
sured energy-u plot in Fig. 8~a! can be attributed to these
same four different trajectory types. They are defined as fol-
lows: for a scattering angleu f545° the QS peak
(E/E050.35) lies on thelower branch, the DZZ peak
(E/E050.48) lies on themiddle branch, and the QD-TZZ
peak (E/E050.59) lies on theupper branch. The upper and
lower branches in the energy-u plot lie on an energy-u loop
corresponding to chainlike scattering; the lower branch re-

FIG. 7. Energy spectra measured as a function ofu f for
E0520.3 eV andu i545°. The spectra corresponding to different
u f are offset vertically. The spectra have been corrected for the
detector transmission function by multiplying the intensity by 1/E.
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sults from different impact parameters along the^100& chain
that lead to QS scattering into different final angles. Like-
wise, the QD chain trajectories contribute to the upper
branch. The middle and upper branches lie on the loop for
zigzag scattering, with the DZZ trajectory in the middle
branch and the TZZ in the upper branch. Thus the upper
branch forms parts of both the chain and zigzag loops. The
chain and zigzag loops are prominent features in the
energy-u plots for 10 eV<E0<100 eV.

B. Rainbow scattering

There are two pairs of energies and angles at which
branches of the measured energy-u plot merge in Fig. 8~a!.
These are both ‘‘forward’’ rainbows. The rainbows are due
to local extrema in the differential scattering cross section
and result in peaks in the angle-resolved scattering
distributions.38,41,43,44Rainbow scattering has been observed
for incident energies ranging from thermal~E0,1 eV! to
several keV~see Ref. 44 and references therein!. The rain-
bow atu f562°62° andE/E050.66 is associated with the
zigzag loop and is called the zigzag rainbow and the rainbow
at u f578°62° andE/E050.63 is associated with the chain
loop and is called the chain rainbow.

For a perfectly ordered surface with no thermal displace-
ments of the surface atoms, the rainbows represent diver-
gences in the differential scattering cross section. In addition,
one does not expect any zigzag scattering~DZZ and TZZ! at

angles larger~i.e., further from the surface normal! than the
zigzag rainbow angle, nor any chain scattering~QS and QD!
at angles larger than the chain rainbow angle. However, note
that there is some scattering apparent foru f.78° ~see Fig.
7!. These low-intensity scattering features are due to the
presence of both thermal vibrations of the surface atoms and
possibly to surface disorder.45,46 These factors, along with
the60.5° angular acceptance of the detector, result in broad-
ened peaks in the angular distributions at the rainbow angles.
In Fig. 7 the intensity maximum as a function ofu f associ-
ated with the zigzag rainbow (u f562°62°) is fairly clear,
whereas the maximum associated with the chain rainbow
(u f578°62°) is not. These maxima might be more clearly
separated if the angular resolution of the detector was im-
proved.

C. Data vs simulation,E0520.3 eV

In Figs. 8~a! and 8~b! the experimental~open circles!
energy-u plot corresponding to the spectra in Fig. 7 for
E0520.3 eV is compared to two simulated~small dots!
energy-u plots using different ion-surface interaction poten-
tials. Thermal vibrations were not included in the simula-
tions, since including them increases the computational time
without affecting the energy losses or the rainbow angles of
the scattered flux. The simulated energy-u plots represent the
final energies and angles of the trajectories that fall within
60.25° of in-plane scattering, which is defined as the plane
containing the axis of the incoming beam and the surface
normal. The density of points in the simulated energy-u plots
is not related to the scattered intensity, but is an artifact of
the adaptive grid technique of selecting the impact
parameters.12

A simulation using only the purely repulsive sum of HF
~Na-Cu!1 pair potentials~see Fig. 2, dot-dashed line! is com-
pared with the data in Fig. 8~a! and a simulation using the
total potential~see Fig. 2, solid line!, which includes the
attractive term, is compared with the data in Fig. 8~b!. It is
clear that the simulation using the total potential is in much
better agreement with the data, reproducing both the mea-
sured peak energies and the forward rainbow angles. From
these simulations, it is evident that the attractive part of the
interaction is very important in determining the final energies
and angles of the scattered ions. Including the attractive term
increases the energy loss to the surface, broadens the angular
distribution of the scattered ions, and shifts the forward rain-
bow angles further from the surface normal~i.e., closer to
grazing! due to the trajectory bending.

D. Data vs simulation,E059.7 eV: Trapping

Figures 9~a! and 9~b! show measured and simulated
energy-u plots forE059.7 eV. The lower branch, due to QS
scattering, was not included in the data foru f,45° because
the cutoff in the detector transmission function atE'1.5 eV
makes determining the peak energy difficult. As was the case
at E0520.3 eV, the upper and middle energy branches are
due to QD/TZZ and DZZ scattering, respectively. These
branches cannot be resolved atu f<25° because of the en-
hanced thermal broadening of the peaks at lowE0 ~see Fig.
4!.

FIG. 8. ~a! Measured energy-u plot for E0520.3 eV constructed
from the data in Fig. 7, compared to a simulation in which only the
repulsive part of the scattering potential~see Fig. 2! is used.~b!
Same as~a!, except that the total potential, which includes the at-
tractive well, is used in the simulation.
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The simulation in Fig. 9~a! uses the same purely repulsive
potential as in Fig. 8~a! and the simulation in Fig. 9~b! uses
the total potential. As was the case forE0520.3 eV scatter-
ing, the simulation that includes the attractive term is in ex-
cellent agreement with the data, in contrast to that using the
purely repulsive potential. Note that the chain rainbow is
missing from both the data and the simulation in Fig. 9~b!
and a gap in the chain loop~at u f590°! is formed since the
upper and lower branches~due to QD and QS scattering,
respectively! extend tou f590°, which corresponds to scat-
tering parallel to the surface plane. In the simulation employ-
ing the purely repulsive potential a forward chain rainbow is
found in the scattered flux atu f'63° andE/E0'0.71.

According to the simulations, the trajectories that contrib-
ute to the forward chain rainbow when the purely repulsive
potential is used aretrappedon the surface by the attractive
well when the total potential is used. The gap atu f590° in
Fig. 9~b! therefore indicates trapping. There is also a gap in
the simulated energy-u plot using the total potential at
u f5290° andE/E0'0.055. This gap indicates the trapping
of the trajectories that contribute to the backward chain rain-
bow @Fig. 9~a!, u f5210° andE/E0'0.31# and backward
zigzag rainbow@Fig. 9~a!, u f'25° andE/E0'0.34# that
appear in the simulation using the purely repulsive potential.

It is clear from Figs. 9~a! and 9~b! that the attractive term
dramatically influences the scattering atE059.7 eV. In the

simulation employing the purely repulsive potential the scat-
tered energies range from 0.31,E/E0,0.76 and the range
of final angles is constrained to210°,u f,64°. In contrast,
when the total potential including the attractive term is used,
the trajectory bending causes the ions to scatter into all final
angles (290°<u f<90°), the fractional final energies are
much lower (0.04,E/E0,0.60), and most of the rainbows
are removed from the scattered flux due to trapping. The
removal of rainbows due to both trapping and embedding has
been discussed previously in the literature.25

Determining the ultimate fate of the trapped trajectories,
i.e., whether the ion rescatters from the surface or sticks to it,
is beyond the scope of these simulations. Accurate simula-
tions of the trapping and embedding must account for the
possibility of charge transfer and would require a more so-
phisticated model of the surface dynamics. The current simu-
lations can, however, give detailed information on the trap-
ping mechanisms and provide a qualitative measure of the
trapping probability, as is discussed in more detail in Sec.
VII D.

E. Data vs simulation,E0514.9 eV

We have observed a gap in the chain loop atu f590° in
both measured and simulated energy-u plots at other incident
energies as well. This is demonstrated in Fig. 10, which
shows a measured and simulated energy-u plot for E0514.9
eV. The total potential is used in the simulation. Trapping
has also been observed forE0510.9 eV. It is apparent from
these gaps in the chain loop@for Na1 scattering atu i545°
on Cu~001!^100&# that asE0 is reduced the onset of trapping
of in-plane, forward-scattered Na1 occurs at an incident en-
ergy 14.9 eV,E0,20.3 eV.

F. Data vs simulation,E0530.4 eV

In Fig. 11 a measured energy-u plot is compared to a
simulated energy-u plot for E0530.4 eV. The simulation is
calculated using the total potential. The measured and simu-
lated energy-u plots are in excellent agreement for the chain
and zigzag loops, but the additional low-energy branches
predicted by the simulation atE/E0,0.05 andu f>6° are
not seen in the data. These branches cannot be observed in
the experiments because their energies fall below the 1.5-eV

FIG. 9. ~a! Measured energy-u plot for E059.7 eV compared to
a simulation in which only the repulsive part of the scattering po-
tential ~see Fig. 2! is used.~b! Same as~a!, except that the total
potential is used in the simulation. The QS and QD branches extend
to u f590° ~parallel to the surface!, indicating trapping of the tra-
jectories that contribute to the forward chain rainbow located at
u f563° in ~a!.

FIG. 10. Measured energy-u plot for E0514.9 eV compared to
a simulation using total potential~see Fig. 2!. The gap in the plot at
u f590° indicates trapping.
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cutoff in the transmission function of the analyzer. Low-
energy branches similar to these start to appear at this scat-
tering geometry for 20.3 eV,E0,30.4 eV in simulations
using the total potential.

G. Data vs simulation,E0550.0 eV

Figure 12 shows measured and simulated energy-u plots
for E0550.0 eV. The total potential was used in the simula-
tion. As was the case at 20.3 eV, the agreement between
calculation and experiment is improved considerably when
the attractive term is included. According to the simulations,
the energies and angles of the features at lowE/E0 ~i.e.,
below the QS branch! are sensitive to both the attractive and
repulsive terms in the interaction potential.

The structures of both the measured and simulated
energy-u plots atE0550.0 eV are more complex than at
lower E0 , with numerous branches appearing in the data at
low energy (E/E0<0.2) in addition to the chain and zigzag
loops (E/E0>0.25). Although the simulation predicts sev-
eral of these additional branches, only two are clearly ob-
served in the data. The trajectories that correspond to these

two branches atu f510° are plotted in Fig. 6 and discussed
in Sec. V. In the simulated energy-u plot in Fig. 12 the
branch of the measured energy-u plot atE/E0'0.18 actually
consists of two branches with nearly the same energies. Only
one peak, and therefore one branch, is observed in the cor-
responding measured energy spectra@see Fig. 6~a!# due peak
broadening by thermal vibrations and the limited resolution
of the detector. The trajectory analysis indicates that both of
these branches are due to the kinked zigzag trajectories, an
example of which is plotted in Figs. 6~b! and 6~c!. As can be
seen in the simulated energy-u plot, the kinked zigzag trajec-
tories have a forward rainbow angle where the branches
merge atu f515°. Since the two branches are not resolved in
the data the rainbow angle cannot be determined from the
measured energy-u plot, but it can be found by looking for a
maximum in the intensity of the~KZZ! peak in the energy
spectra as a function ofu f . A broad maximum is indeed
found in the data atu f520°65°. The agreement between
the measured and simulated rainbow angles for the kinked
zigzag trajectories is rather good considering that these tra-
jectories involve multiple large-scattering-angle collisions
and, as a result, are very sensitive to the form of the poten-
tial. This rainbow is not observed in the simulations when
the purely repulsive potential is used.

According to the trajectory analysis, the branch of the
measured energy-u plot atE/E0'0.06 and 20°<u f<30° in
Fig. 12 is primarily due to kinked chain trajectories similar to
the one plotted in Fig. 6. Although there are several branches
at about this energy in the simulated energy-u plot, further
analysis indicates that these other trajectory types have much
lower scattering cross sections than the kinked chain trajec-
tory at these final angles. The kinked chain peak is not
clearly observed in the measured energy spectra foru f.18°.
This may be due to the enhanced neutralization of these tra-
jectories, as is discussed in a recent study.47

Since these low-energy features are due to complicated
trajectories involving multiple large-scattering-angle colli-
sions with the surface atoms, it might be expected that they
make insignificant contributions to the scattered intensity. In
fact, they have large scattering cross sections at certain final
angles@see energy spectra in Fig. 6~a! and the corresponding
discussion in the text#.

H. Data vs simulation,E05100.6 eV

In Fig. 13 measured and simulated energy-u plots for
E05100.6 eV are compared. The simulation, which uses the
total potential, is in very good agreement with the data. As
was the case atE0550.0 eV, there are two loops in the data
corresponding to chain and zigzag scattering (E/E0>0.25),
but the QD and TZZ branches no longer have the same en-
ergy according to the simulation. The zigzag loop lies within
the chain loop, with the QD branch at a largerE/E0 than the
TZZ branch for theseu f . In the measured energy spectra the
DZZ and TZZ peaks could not be reliably resolved, so the
measured energy-u plot has only three branches for
(E/E0>0.25).

There are two branches in the measured energy-u plot for
E/E0,0.25. The simulation, in contrast, has many branches
that contribute to the scattering at these energies. However,
not all of these branches involve trajectories with large cross
sections. According to the simulations the branch in the mea-

FIG. 11. Measured energy-u plot for E0530.4 eV compared to
a simulation using the total potential~see Fig. 2!. The low-energy
branches (E/E0,0.1) in the simulation are below the detector cut-
off energy in the experiments.

FIG. 12. Measured energy-u plot for E0550.0 eV compared to
a simulation using the total scattering potential~see Fig. 2!.
Branches with energies below the QS branch are observed in the
simulations and data forE0.30 eV, indicating new types of trajec-
tories.
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sured energy-u plot atE/E0'0.2 is due to complicated tra-
jectories involving top-layer atoms and the branch at
E/E0'0.07 is due to both complicated top-layer trajectories
and trajectories that penetrate the top layer and scatter from
second-layer atoms. These trajectories are similar to those
that contribute to theE0550.0 eV energy-u plot at low en-
ergies~see Fig. 6!.

VII. DISCUSSION

In the preceding section we have shown that simulated
energy-u plots using the total interaction potential are in ex-
cellent agreement with the measured energy-u plots for Na1

scattered from Cu~001!^100& with u i545° at incident ener-
gies ranging from 10 to 100 eV. Both the energy loss to the
surface and the positions of the rainbow angles are sensitive
to the attractive term in the interaction potential over this
range of incident energies. At the lowest energies~E0<14.9
eV! the forward rainbow is missing from the scattered flux
due to trapping. In this section we discuss the relative roles
that the attractive and repulsive parts of the ion-surface in-
teraction play in determining the energy transfer to the sur-
face, the positions of the forward rainbow angles, and trap-
ping.

A. Energy loss vsE0

Much can be learned about the scattering dynamics by
examining how the energy spectra evolve as a function of
E0 . Figure 4 shows a series of measured energy spectra at
u i5u f545° forE059.7, 14.9, 20.3, 50.0, and 100.6 eV. As
discussed in Sec. V, the three-peak structure and the trajec-
tory assignments of the peaks remain essentially unchanged
throughout this range ofE0 . However, the relative heights,
fractional energies, and fractional widths of the peaks change
as a function of incident energy.

The change in the relative peak heights as a function of
E0 simply reflects the change in the relative scattering cross
sections for the different types of trajectories: The relative
cross section for multiple-scattering trajectories becomes
smaller as the incident energy is increased. The fractional
widths of the peaks increase as the incident energy is reduced
due to an increased sensitivity to the thermal momentum
fluctuations of the surface atoms.9,26,48The fractional widths

of the peaks also grow with increasing surface temperature.
A detailed analysis of this peak broadening is discussed
elsewhere.8

The repulsive and attractive terms in the interaction po-
tential influence the energy transfer to the surface in different
ways. This can be understood by examining the energies and
angles of the scattered ions asE0 is varied. In Fig. 14~a! the
measured~closed circles! fractional final energiesE/E0 of
the peaks from Fig. 4 are plotted as a function ofE0 for
u i5u f545°. The peak energies from anE0530.4 eV spec-
trum are also plotted. The fractional energies of the peaks
from simulations using the total potential are also shown: the
simulated QS, DZZ, TZZ, and QD energies are indicated by
solid lines with open circles, open diamonds, open squares,
and crosses, respectively. The simulations are in excellent
agreement with the measured energy losses throughout the
incident energy range. The dashed line indicates the kine-
matic factor (E/E050.47) for a binary collision through
uTSA590°. The fractional energy loss is independent ofE0
for such a collision. Figure 14~a! shows that the energies of
the measured and simulated QS peaks lie below the kine-
matic factor for allE0 , with the difference increasing asE0
is reduced. This trend is due to the increased influence of the
image potential on the trajectories at lowE0 . According to
Eq. ~4!, the energy loss to the surface in a binary collision

FIG. 13. Measured energy-u plot for E05100.6 eV compared to
a simulation using the total potential~see Fig. 2!.

FIG. 14. ~a! Measured fractional peak energies for the 90°
specular scattering geometry as a function ofE0 ~see Fig. 4 for
energy spectra! compared to the peak energies from the simulations
using the total potential~see Fig. 2!. The kinematic factor for pure
single scattering is also shown.~b! Same as~a!, except that the data
are compared to simulations using only the repulsive part of the
potential.
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increases as a function ofD/E0 , whereD is the depth of the
attractive well in the potential. The measured QS energy loss
approaches the kinematic factor atE05100 eV, suggesting
that the influence of the attractive well on the scattering be-
comes negligible forE0.100 eV.

So far we have discussed only the influence of the attrac-
tive term in the potential on the energy transfer to the sur-
face. The long-range tails of the repulsive potentials also
influence the energy transfer, as illustrated in Fig. 14~b!,
where the measured fractional final peak energies as a func-
tion of E0 for u i5u f545° are compared with simulations
using only the purely repulsive potential. As in Fig. 14~a!,
the results of the simulations are indicated by solid lines and
the kinematic factor for a binary collision is indicated by a
dashed line. The simulated fractional energy losses are in
poor agreement with the data, especially forE0<50 eV. In
fact, the simulations predict thatE/E0 should increase asE0
is reduced, in direct contradiction with both the data and the
simulations using the total potential.

This trend is a result of multiple long-range scattering
events. In the simulations using the purely repulsive poten-
tial, E/E0 for the QS peak lies above the kinematic factor for
all E0 . A detailed analysis of the simulated QS trajectories
reveals that as the ion collides with its primary scattering
partner it simultaneously undergoes small momentum trans-
fer collisions with the nearest-neighbor surface atoms, which
reduces the overall energy transfer to the surface. This is
equivalent to increasing the effective mass of the primary
scattering partner.

It is somewhat counterintuitive that increasing the number
of scattering partners can reduce the energy transfer. Con-
sider that an ion typically experiences long-range small-
angle collisions with surface atoms before and after the pri-
mary collision in a QS trajectory. According to the kinematic
factor @see Eqs.~2! and ~3!# these small-angle scattering
events result in inconsequential energy transfers, since
dk/duTSA approaches 0 asuTSA approaches 0°. However,
these events reduceuTSA in theprimary collision and conse-
quently the total-energy transfer decreases significantly for
this collision, since dk/duTSA reaches a maximum at
uTSA590°.27 As we noted above, these long-range multiple-
scattering effects essentially increase the effective mass of
the surface atom. This increased effective mass, like the at-
tractive well, has an increasing effect on the fractional en-
ergy transfer asE0 is reduced.

Therefore, the final fractional energy in the experiments
reflects a competition between the increased effective mass,
which tends to increaseE/E0 , and the attractive interaction,
which tends to do the opposite. It is clear from the simula-
tions in Fig. 14~a!, which include both effects, that the at-
tractive term produces the more important effect at these
energies. Similar trends inE/E0 might also be expected for
other ions or reactive species scattering from metal surfaces,
since there will be a strong attractive interaction between the
surface and scatterer. In the scattering of neutral nonreactive
species such as noble gases, however, the increased effective
mass may dominate the energy transfer since the attractive
well depth is typicallyD<100 meV~compared toD'1–3
eV for alkali ions!.

B. Rainbow angles vsE0

The influence of the attractive interaction on the angular
distributions of the scattered ions can be demonstrated by
plotting the positions of the rainbow angles as a function of
incident energy. We have done this in Figs. 15~a! and 15~b!
for the rainbows identified from the energy-u plots presented
earlier in this paper. The closed circles represent the posi-
tions of the measured rainbow angles that are determined,
when possible, by the angle at which the branches of the
energy-u plots merge. When the branches are not resolvable
the rainbow angle is determined from the position of the
peak in the angular intensity distribution. There are three
different types of rainbows observed in the data for 9.7
eV<E0<100.6 eV. The forward zigzag rainbow was ob-
served for allE0 . The forward chain rainbow is missing for
E0<14.9 eV due to trapping in the attractive well, but is
present at all other energies. The rainbow due to the kinked
zigzag trajectories, however, is only observed atE0550.0
eV.

The simulated rainbow positions using the total potential
and the purely repulsive potential are compared to the data in
Figs. 15~a! and 15~b!, respectively. The points corresponding
to the simulated chain rainbow positions are marked with
open triangles connected by lines, the zigzag rainbow posi-
tions are marked by open circles connected by lines, and the
kinked zigzag rainbow atE0550.0 eV is marked by an open

FIG. 15. ~a! Measured rainbow angles as a function ofE0 com-
pared to the rainbow angles from the simulations using the total
potential. There are three types of rainbows shown: chain, zigzag,
and kinked zigzag. The chain rainbows that are missing due to
trapping are plotted atu f590°. ~b! Same as~a!, except that the data
are compared to simulations using only the repulsive part of the
potential.
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star. As the incident energy is reduced from 100 to 10 eV,
the chain and zigzag rainbow angles shift in the simulations,
with the direction of the shift depending on whether or not
the attractive well is included in the potential. For example,
in the simulations using the purely repulsive potential the
zigzag rainbow angledecreasesfrom 61.1° to 56.6° as the
incident energy is reduced from 100.6 to 9.7 eV, whereas
when the total potential is used, the zigzag rainbow angle
first decreasesabout 0.5° between 100.6 and 50.0 eV and
then increasesfrom 62.3° to 76.7° asE0 is reduced from
50.0 to 9.7 eV.

The difference in the energy dependence of the rainbow
angles in Figs. 15~a! and 15~b! reflects the competition be-
tween two effects:49 the diminished corrugation of the sur-
face at lower incident energies, which tends to shift the rain-
bows towards the surface normal~i.e., to smalleru f!, and the
increasing degree of trajectory bending in the attractive well,
which tends to shift the rainbow angle away from the surface
normal. In the simulations using the purely repulsive poten-
tial, only the change in surface corrugation effects the posi-
tion of the rainbow angles, so the rainbow angles shift to-
wards the surface normal as the incident energy is reduced.
However, in the simulations using the total potential both the
decreased corrugation and the increasing importance of the
attractive well influence the rainbow angles. As seen in Fig.
15~a!, the rainbow angles shift away from the surface normal
when the incident energy is reduced from 50 to 9.7 eV,
which indicates that the attractive well influences the shift in
the rainbow angles more than the change in surface corruga-
tion. At higher energies the influence of the attractive well
becomes negligible and the energy dependence of the surface
corrugation dominates the shifts in the rainbow angles. This
results in a slight decrease in the measured zigzag rainbow
angle as the incident energy is decreased from 100 to 50 eV.

The simulations that include the attractive interaction re-
produce the important trends and features in the data as the
incident energy is varied: the shifts in the rainbow angles as
a function ofE0 , the missing chain rainbow atE0<14.9 eV
indicating trapping~plotted asurainbow590° in Fig. 15!, and
the presence of the kinked zigzag rainbow in the 50.0-eV
data. In the simulations using the purely repulsive potential
the kinked zigzag rainbow at 50.0 eV is missing and the
chain and zigzag rainbows are in poor agreement with the
data. This is particularly noticeable forE0,50 eV, where the
trajectory bending in the attractive well is most pronounced.

C. Interaction potential and simulations

The parametrization of the total ion-surface interaction
potentialVmin52.6 eV andz050.8 Å @see Eq.~1! and Fig. 2#
was determined by comparing, for a range ofE0 , the mea-
sured energy-u plots to simulations in which these param-
eters were varied. These fit parameters are associated with
the attractive term in the interaction potential. There are no
adjustable parameters associated with the repulsive part of
the potential~see the Appendix for a detailed discussion of
the calculation of the repulsive potential!.

The attractive term in the potential is a function ofz, the
distance from the top layer of surface atoms. It has the clas-
sical 1/4z image form far from the surface, saturates to a
constant value~Vmin! close (z<z0) to the surface, and inter-
polates smoothly between the two limits at intermediate dis-

tances. The simulations using parametrizations close to the
best-fit values are in the best agreement with the data. How-
ever, since there are error bars on the energy losses~about
60.5 eV! and rainbow angles~about62°–3°! in the data,
there is a range of parametrizations that is consistent with the
data. Consequently, despite the sensitivity of the scattering
distributions to the attractive term forE0<50 eV, it is not
possible to determine with certainty the depth or shape of the
attractive well in the total ion-surface interaction potential
~see Fig. 2!.

For example, the best-fit potential has a well depth
D51.5 eV above the on-top site. Simulations using a param-
etrizationVmin52.6 eV andz052.5 Å also agree with the
measured energy-u plots within the experimental uncertainty
for all E0 . This is somewhat surprising sinceD52.5 eV for
this parametrization, and we argued in Sec. V that the energy
transfer to the surface should increase monotonically with
D/E0 . Although these two potentials have well depths that
differ by 1 eV, simulations using both parametrizations pre-
dict the same energy loss for the QS peak,E/E050.35, for
E0520.3 eV scattering atu i5u f545°. Evidently, the
simple argument presented in Sec. V is not adequate.

The simple argument for the increased energy loss in the
presence of the attractive well assumes that the ion is first
accelerated towards the surface by the attractive well, that it
subsequentlycollides with the surface, transferring momen-
tum and energy to the surface atom, and thatafterward it is
decelerated~by the same attractive well that initially accel-
erated it! as it leaves the surface. In other words, it assumes
that the attractive and repulsive forces act sequentially, not
simultaneously. In the simulations the ion experiences an
attractive force forz.z0 . Therefore the simple model should
be satisfactory whenz0 is larger than the range of the repul-
sive potential. It is clear from Fig. 2 that this criterion is
almost met whenz052.5 Å, but that it is not satisfied for the
best-fit interaction potential~z050.8 Å!.

In the simulations using the best-fit total potential the at-
tractive and repulsive forces act simultaneously, which in-
creases the energy loss beyond that expected from the simple
model. The ion experiences the attractive force due to the
image interaction with the conduction electronswhile it is
colliding with the surface atom. A detailed trajectory analy-
sis using the simulations indicates that this results in addi-
tional energy transfer to the surface atom during the colli-
sion. Therefore the energy transfer for the two different
potential parametrizations is the same even thoughD is 1 eV
smaller for the best-fit parametrization, i.e., the two param-
etrizations yield the same dynamics but different statics.

Potential parametrizations featuring attractive wells such
that 1.3 eV<D<2.6 eV for the on-top site and 1.5
eV<D<2.6 eV for the hollow site have been found that
produce simulated scattering distributions that fall within the
error bars of the measured energy-u plots. In comparison, in
the best-fit total potentialD51.5 eV for the on-top site and
D51.7 eV for the hollow site@directly above a second-layer
atom; see Fig. 1~a!#. Therefore, these results constrain the
depth and the shape of the attractive well in the Na1-Cu~001!
interaction potential.

Some caution must be taken in associating the well depths
determined from scattering experiments at these energies
with chemisorption energies. The scattering ions experience
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a different potential than a chemisorbed species, since the
recoiling surface atoms undergo significant displacements
~typically'1 Å! during the collisions. We do note, however,
that well depths for alkalis interacting with other metal sur-
faces have been measured by hyperthermal energy atom scat-
tering at elevated temperatures50,51 and field emission,52

yielding values similar to those we report here.
The repulsive part of the potential used in this study is

constructed from a sum of HF~Na-Cu!1 pair potentials~see
the Appendix!. A previous study on a similar system con-
cluded that the ion-surface repulsion in the hollow site is
underestimated using the sum of pair potentials
approximation.20,23 We checked for the validity of this ap-
proximation in our system by comparing the sum of pair
potentials to a cluster calculation and found that the two
calculations are in excellent agreement in the hollow site~see
the Appendix!. Further evidence that the sum of pair poten-
tials approximation is sufficient is provided by the agreement
between the low-energy branches of the simulated and mea-
sured energy-u plots atE0550.0 and 100.6 eV, since these
branches correspond to kinked trajectories that probe the hol-
low site ~see Fig. 6!.

D. Trapping

The chain rainbows in both the data and the simulations
using the total potential are missing forE0<14.9 eV. This is
indicated by the gaps in the measured and simulated
energy-u plots atu f590° and can be attributed to the trap-
ping of the forward-scatteredions in the attractive well of
the ion-surface interaction potential. The simulations indicate
that trapping can also occur for the backscattered ion flux.
For example, in the simulation using the total potential for
E059.7 eV @see Fig. 9~b!# there is a gap indicating trapping
at u f5290° andE/E0'0.055 in addition to the gap at
u f590° andE/E050.37–0.58.

According to the simulation atE059.7 eV, the in-plane
trajectories that scatter in the forward direction and are
trapped actually have a kinetic energy as large as 5.8 eV at
their turning point~the point farthest from the surface after
the initial collision, wherePz50 momentarily!, but do not
escape the attractive well~D51.5 eV for the on-top site!
because only a small component of the ion’s velocity is di-
rected perpendicular to the surface. These trajectories may be
expected to skip along the surface for long distances before
either coming to rest or subsequently scattering, perhaps
from a defect.1,53This skipping motion has been reported for
E05200–2000 eV Si scattering from Cu~111! at glancing
angles.53 Conversely, the in-plane trajectories that scatter in
the backward direction and trap lose a large fraction of their
incident energy in the initial collision with the surface. As a
result, they have a much smaller total energy and are not
likely to travel as far from the initial impact site. It is impor-
tant to note that although the energy-u plots presented here
are restricted to in-plane scattering geometries, these conclu-
sions are also generally valid for the out-of-plane scattering.
For instance, the simulations indicate that the out-of-plane
trajectories that trap atE059.7 eV include both high-total-
kinetic-energy forward-scattered trajectories and low-energy
backscattered trajectories. In the case of these out-of-plane
trajectories, we define forward-scattered trajectories as those
having a component of momentum in the^100& direction that

is parallel to the incident beam and the backscattered as those
having a component that is antiparallel.

Although the simulation correctly predicts that the gaps at
u f590° should begin to appear in the chain energy-u loop at
incident energies between 20.3 and 14.9 eV for this system
@Na1 scattering in-plane from Cu~001!^100& with u i545°#,
there is a limit to how accurately it can predict the trapped
fraction. There are several reasons for this. In order for the
simulation to predict the trapped fraction it must correctly
determine the ultimate fate of the initially trapped trajectory,
i.e., whether it subsequently escapes the attractive well or
eventually comes to rest on the surface. This fate may be
sensitive to factors such as surface defects, thermal vibra-
tions, charge transfer, and the details of the interaction po-
tential. TheSAFARI simulations do not include charge trans-
fer or surface defects. In addition, the simulations use a very
simple model of the surface dynamics and there are uncer-
tainties in the shape and depth of the attractive well.

Despite these shortcomings in the model, it is still instruc-
tive to consider the trapping fraction predicted bySAFARI.
The simulations can provide a qualitative, if not quantitative,
understanding of the dependence of the trapping fraction on
the incident energy. They can also provide a detailed account
of the trapping mechanisms. We will first discuss the predic-
tions of the simulations regarding the trapping and then dis-
cuss how the limitations effect our results~see Ref. 10 for a
more detailed discussion!. In Fig. 16~a! the fraction of the
trajectories that are trapped and implanted are plotted as a

FIG. 16. ~a! Trapped and implanted fractions foru i545° and
Ts50 K as a function ofE0 according to simulations using the total
potential. Zero-point motion is not included in the simulation.~b!
Same as~a!, except atTs5130 K, which corresponds to the experi-
mental temperature.
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function of incident energy foru i545° and a vibration-free
surface. In Fig. 16~b! the fractions are plotted for aTs5130
K surface. The simulations include out-of-plane trajectories
and use the total potential.

A trajectory is considered implanted in the simulations if
either the ion penetrates more than 7.22 Å below the top-
layer plane of atoms~the atomic planes are separated by
1.805 Å! or the total energy of the ion drops below a mini-
mum energyEmin while it is located below the top layer of
atoms. In these simulationsEmin521.0 eV. The ions are
considered trapped if the total energy of the ion drops below
Emin while the ion is located above the top layer. The value
of Emin is low enough to ensure that if an ion is labeled
trapped it is not likely to subsequently escape, but not so
small that it allows the simulation to run indefinitely. In all
cases the trajectory calculation stops well before thermal
equilibrium is reached. We also note that in the simulations
the vast majority of ions that do not either trap or implant are
scattered after their first encounter with the surface, although
some do eventually scatter after initially trapping with
E.Emin .

According to Fig. 16~a!, the fraction of ions that trap de-
creases dramatically as the incident energy is increased from
5 to 10 eV, becomes 0 between 15 and 30 eV, and then
begins to increase again above 30 eV. The implanted fraction
is 0 belowE0550 eV and starts to increase between 50 and
75 eV. The relative fraction of ions that trap and implant is
rather sensitive to the value ofEmin and therefore the distinc-
tion between them is somewhat arbitrary in the simulations.
According to Fig. 16~b!, the most significant difference in-
troduced by the surface vibrations is that, for a vibration-free
surface, there is no trapping or implanting for 20
eV<E0<25 eV, whereas there is a small probability of trap-
ping at these energies atTs5130 K. As we discuss below,
most of this additional trapping is from the backscattered
trajectories.

The nonzero trapping fraction for 20 eV<E0<25 eV pre-
dicted by theTs5130 K simulations is consistent with the
experimental observation that, at these energies, the intensi-
ties of the measured energy spectra decrease as the surface is
dosed by the beam. This intensity drop is attributable to
trapped Na that shifts the surface work function resulting in
an increase in the rate of neutralization of the scattered
flux.11

The simulations indicate that the trajectories that lead to
trapping for E0<14.9 eV are significantly different from
those that contribute to the trapping forE0>30 eV. At the
lower energies the trapped trajectories are similar to those
shown in Figs. 3~b! and 3~c! and involve total-energy trans-
fers of less than 14 eV to the 1–3 atoms involved in the
scattering. Above 30 eV, however, the trajectories that trap
are similar to those shown in Figs. 6~b! and 6~c! for
E0550.0 eV. These trapped trajectories involve very large
energy transfers (E/E0&0.05) to a few~typically 2–4! sur-
face atoms adjacent to the impact site. For example, at
E0550.0 eV some of the trapping comes from the branch of
the energy-u plot located atu f590° andE/E0'0.025 in
Fig. 12. These trajectories transfer'48.7 eV to just a few
surface atoms before trapping. As a result, surface defects
may be formed and local heating may occur. It has been

postulated that local heating during trapping may be an im-
portant step in thin-film growth using hyperthermal energy
beams.1

Simulations also indicate that, in general, the backscat-
tered features (u f,0°) in the energy-u plots, including gaps
indicating trapping atu f5290°, are much more sensitive
than the forward-scattered features to the thermal vibrations
of the surface atoms, the treatment of the surface dynamics,
and the ion-surface interaction potential.10,28,46In Fig. 16, for
example, the trapped fraction increases from 0% to 2% when
the thermal vibrations are included atE0520.3 eV. Accord-
ing to the vibration-free simulation of in-plane scattering
there is a rainbow atu f'278° @see Fig. 8~b!# and there is
no in-plane scattering for290°,u f,278°. In contrast,
when the simulation is repeated for aTs5130 K surface, the
in-plane intensity extends back tou f'290°. Furthermore,
the simulation, which includes out-of-plane scattering, indi-
cates that essentially all of the trapped trajectories are back-
scattered (u f5290°). We have also used theE0520.3 eV
simulations to estimate the sensitivity of the trapped fraction
to how the surface dynamics are treated. When the vibration-
free simulation described above is repeated without includ-
ing the nearest-neighbor forces between surface atoms@i.e.,
free atoms located at the Cu~001! equilibrium positions#, the
backscattering is again found to extend tou f5290° and
some of the trajectories are trapped. Similar results are found
when small changes are made to the repulsive term in the
interaction potential. Therefore, although the backscattered
features are very sensitive to small variations in the surface
temperature, surface dynamics, and interaction potential, the
trapping fraction predicted by the simulations only changes
modestly.

The simulations do not include surface defects, such as
steps, which may result in collisions that transfer enough of
the trapped ion’s momentum parallel to the surface into mo-
mentum perpendicular to the surface for it to escape.53

Therefore, it is difficult to estimate how much this mecha-
nism influences the trapping fraction. The surface corruga-
tion may also convert parallel to perpendicular momentum
and scatter the initially trapped trajectories. The simulations
indicate, however, that this type of process does not influ-
ence the trapped fraction significantly since most of the tra-
jectories that initially trap never escape the surface.

Some fraction of the ions that are initially trapped after
striking the surface may subsequently neutralize by resonant
electron transfer from the surface into the ionization level.40

In such an event the newly formed neutral atom may escape,
since it no longer experiences the strong image attraction to
the surface. The neutralization probability may be large
enough to exert a considerable influence on the trapped frac-
tion. For example, measurements of the neutralization prob-
ability have been recently reported forE055 eV Na1 inci-
dent on Cu~001!^100& at u i545° and scattered atu f545°.
The neutralization probability is about 10% under these con-
ditions and tends to increase as the incident energy is
reduced.40 This effect may be even more pronounced for the
trapping atE0>30 eV in Fig. 16. The neutralization prob-
ability of the lowest-energy peak in Fig. 6~a! ~E0550.0 eV,
u f510°, andE/E050.065!, which is comprised of trajecto-
ries similar to those that trap forE0>30 eV, is about
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50%.10,47 Therefore, the simulations would have to properly
account for neutralization in order to quantitatively predict
the trapping fraction.

VIII. CONCLUSION

In this paper we have presented a study of the dynamics
of hyperthermal Na1 scattering from Cu~001!^100& at an in-
cident angle of 45°. In particular, we have discussed the
energy transfer, trapping, and the influence of the interaction
potential on the dynamics. Using a classical trajectory simu-
lation with a model potential, we achieved excellent agree-
ment between measured and simulated scattering distribu-
tions for 10–100 eV Na1 scattering from Cu~001!. We have
demonstrated that, for sufficiently low incident energies, the
trajectories, and consequently the scattered energy and angu-
lar distributions, are very sensitive to the attractive term of
the ion-surface potential. In particular, we found that it is
necessary to include the attractive interaction in the simula-
tions in order to reproduce the measured energy loss and the
measured forward rainbow angles for incident energies be-
low 100 eV.

It has been shown that the attractive term increases the
energy loss of the scattered ions to the surface and moves the
forward rainbow angles further from the surface normal and
that these two effects become more pronounced as the inci-
dent energy is reduced. The importance of the attractive well
was most clearly demonstrated in theE059.7 and 14.9 eV
scattering, where both the simulated and measured energy-u
plots had gaps in the chain loops atu f590°, indicating trap-
ping of the scattered ions in the attractive well. Using the
simulations, we have discussed in detail the mechanism of
energy transfer in the presence of the attractive well and the
mechanisms that lead to trapping at hyperthermal energies.

ForE059.7, 14.9, 20.3, 30.4, 50.0, and 100.6 eV scatter-
ing we found good quantitative agreement between measured
and simulated energy-u plots using the best-fit parametriza-
tion of the potential~Vmin52.6 eV andz050.8 Å!. We ex-
pect similar agreement for energies at least as high as
E05400 eV. This best-fit total potential features an attractive
well with a depth of 1.5 eV for the on-top site and 1.7 eV for
the hollow site. The scattering is, however, relatively insen-
sitive the shape and depth of the attractive well in the inter-
action potential, since simulated energy-u plots agree reason-
ably well with the data for a range of parametrizations
~Vmin ,z0! of the attractive term in the potential. Well depths
ranging from 1.3 to 2.6 eV for the on-top site and 1.5–2.6 eV
for the hollow site produced simulations in agreement with
the data within the experimental error. We have discussed, in
terms of our model for the interaction potential, how the
energy transfer could be similar for two parametrizations
with well depths near the ends of this range.

We have qualitatively discussed the trends in the trapping
probability as a function ofE0 predicted by the simulations.
According to these simulations there is a minimum in the
trapping probability for incident energies between 15 and 30
eV and the trajectories that lead to the trapping at low inci-
dent energy differ from those at higher energies. In particu-
lar, at the higher energies the ions lose a very large fraction
of their energy in the initial collision to just a few surface
atoms near the impact site. As a result, surface defects may

form and local heating may occur. These are both processes
that may be important in low-energy ion thin-film deposition.
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APPENDIX

In this appendix we discuss the details of the calculation
of the repulsive term in the potential and demonstrate that
the sum of pair potentials approximation is valid for this
system. The sum of pair potentials that is used to model the
repulsive part of the ion-surface interaction potential runs
over then surface atoms nearest the ion at any point in its
trajectory, where typicallyn>6. The value ofn is deter-
mined by varying it until the trajectory converges. The
~Na-Cu!1 pair potentials are calculated using the Hartree-
Fock self-consistent-field code in the quantum chemistry
packageGAUSSIAN 88.54 The pair potential is calculated by
subtracting the energies of the isolated Cu and Na1, also
calculated using the HF code, from the energy of the charged
~Na-Cu!1 dimer, i.e., as a function of separationr ,
Vpair(r )5E@~Na-Cu!1,r ]2E~Na1!2E~Cu!. As expected,
since Cu has a larger ionization potential than Na, at larger
the dimer calculation predicts that the Cu atom is neutral and
the Na is singly charged Na1.

Large uncontracted Gaussian-type orbital basis sets are
used to allow a more accurate description of the distortion of
the electron orbitals at the small Na-Cu separations~*0.6 Å!
required in these scattering calculations. The Gaussian basis
sets used are taken from the compilation by Poirier, Kari,
and Csizmadia, using a (14s,9p,5d) basis set for Cu and a
(10s,4p) basis set for Na.55 In order to better allow for
atomic polarization, these basis sets were augmented with
diffuse polarization functions. The diffuse polarization func-
tions, (2p) for Cu, (2d) for Na1, and (2p) and (2d) for
neutral Na, are taken from the compilation by Huzinaga.56

All calculations consider spin-up and down electrons inde-
pendently~i.e., they are spin unrestricted!. The resulting po-
tential has been compared with others calculated using
smaller basis sets55 and/or different Hartree-Fock computa-
tional packages and it is generally in agreement with the best
of these other potentials to within a few tenths of an eV. The
calculated electronic configurations of the isolated atoms are
found to conform to experimental electronic configurations
reported in the literature, in particular the Cu configuration is
Cu 1S (3d10 4s1) rather than Cu 1D (3d9 4s2).

The pair potentialVpair(r ) is plotted in Fig. 17 for a range
of separations. This potential features a strong repulsive in-
teraction due to the Pauli repulsion at small separations and a
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shallow well at larger separations due to the induced dipole
on the Cu. Since the formation of the image charge on a
surface involves a many-body interaction between the ion
and the conduction electrons that cannot be accounted for in
the HF pair calculation, the scattering simulations use a pair
potential with no attractive well that is obtained by fitting the
repulsive wall of the HF pair potential with a sum of two
exponentials. The image interaction is, however, included in
the total ion-surface potential by adding an additional
z-dependent term to the sum of pair potentials~see Fig. 2!.
The actual pair potential used in the simulations has the form
Vpair(r )5Ae2Br1Ce2Dr , where A51336 eV, C555 200
eV,B53.623 Å21, andD58.184 Å21. As shown in Fig. 17,
the double exponential fit reproduces the HF calculation well
for the separations and energies of interest: 1.0 Å<r<2.1 Å
and 0 eV<Vpair(r )<100 eV.

In the calculation of the pair potential it is assumed that a
charged~Na-Cu!1 dimer best represents the interaction po-
tential between the sodium ion and a Cu surface atom for the
range of separations of interest. However, as Na1 approaches
the surface, its image charge becomes localized very near the
ion. Charge transfer may also occur, resulting in neutralized
Na. Therefore, it is instructive to compare the~Na-Cu!1 pair
potential above to a similar calculation for a neutral~Na-Cu!

dimer ~see Fig. 18!. As can be seen in Fig. 18, the repulsive
parts of the~Na-Cu! and ~Na-Cu!1 pair potentials are simi-
lar, but the attractive wells differ. In contrast to the~Na-Cu!1

case, the attractive well in the~Na-Cu! pair potential can be
attributed to the bonding of the outers orbitals. Since the
pair potentials used in the simulations were fit to only the
repulsive walls of the HF pair potentials, which were insen-
sitive to the charge state, we conclude that the choice of the
charge state of the dimer used to calculate the potential@i.e.,
~Na-Cu!1# does not affect the results of the scattering simu-
lation significantly. It should be noted that this may not hold
for ions or surfaces with very different electronic structures.

We noted earlier that constructing the repulsive term in
the interaction potential from a sum of pair potentials failed
in a study of 10–100 eV K1 scattering from W~110!, where
it was concluded that it was necessary to include an addi-
tional hollow site repulsion in the potential.20,23,24In order to
verify that this approximation is valid for Na1 scattering
from Cu~001!, we performed a cluster calculation of the in-
teraction potential for Na1 directly above the hollow site and
compared it with that calculated from a sum of pair poten-
tials. In the cluster calculation the surface is represented by a
cluster of five Cu atoms that included the second-layer Cu
directly below the hollow site and the four top-layer Cu at-

FIG. 17. Comparison of the Hartree-Fock~HF! ~Na-Cu!1 pair
potential and the double exponential fit that is used to generate the
repulsive part of the potential in our classical trajectory simulations.

FIG. 18. Comparison of the Hartree-Fock potential energies for
both ~Na-Cu!1 and the~Na-Cu! neutral dimers. The region near the
attractive well is detailed in the inset. The repulsive part of the
potential, which is used in the simulations, is not sensitive to the
charge state of the dimer.

FIG. 19. Hartree-Fock~Na-Cu!1 pair potential calculated with
the full basis set compared to a Hartree-Fock pair potential calcu-
lated with an effective core potential~ECP!; see the text.

FIG. 20. Sum of Hartree-Fock~Na-Cu!1 pair potentials com-
pared to a NaCu5 cluster calculation as a function of distance above
the hollow site in the Cu~001! surface@directly above a second-
layer atom; see Fig. 1~a!#. The effective core potential was used in
both calculations andz50 corresponds to the top layer of atoms.
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oms adjacent to the hollow site@see Fig. 1~a!#. This cluster
size should be sufficient to reveal any many-body effects at
short range where repulsive interactions dominate, although
it would not be expected to accurately represent the long-
range image attraction.57

In order to make this problem computationally tractable,
it is necessary to reduce the degrees of freedom by replacing
the core electrons of the Cu atoms with an effective core
potential ~ECP!. However, since scattering in this energy
range results in relatively small ion-surface atom separations,
it is important to include explicitly more than the 4s electron
on the Cu. For this we use an ECP and the accompanying
basis set generated by Wadt and Hay.58 The ECP replaces
the innermost ten electrons and the remaining electrons are
described by a contracted (5s,4p,4d) basis set consisting of
5s, 5p, and 5d primitive Gaussians. For the Na a contracted
(4s,2p) basis set with 17s and 8p primitives is taken from
Ref. 55 and augmented with the same 2d diffuse polarization
functions as above.

In order to facilitate the comparison between the cluster
and the sum of pair potential calculations, the ECP basis sets
were used to recalculate the~Na-Cu!1 pair potential. As can
be seen in Fig. 19, the result is in good agreement with the
~Na-Cu!1 pair potential calculated with the larger basis sets.
In Fig. 20 the results of the calculation for Na over the hol-
low site of the Cu5 cluster are compared with a sum of pair
potentials; both calculations use the same ECP basis set, and
in the cluster calculation the zero of the potential is defined
as the sum of the HF energies of the isolated Na1 and the
Cu5 cluster. The two calculations agree to within13 eV for
heightsz,0.8 Å above the surface. For largerz, the sum of
pair potential falls below the cluster potential by an amount
comparable to the attractive wells from the pair potentials.
Since only the repulsive walls of the pair potentials are rep-
resented in the scattering simulations this disagreement is not
expected to effect the simulations. The agreement between
the cluster potential and sum of pair potentials may not hold
for atoms with different electronic structures.24

*Present address: Xerox Corporation, 114-22D, 800 Phillips Road,
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