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Diffusion of iron and nickel in single-crystalline copper
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The diffusion of Fe and Ni in single-crystalline copper was investigated in the temperature range from 651
to 870 K and from 613 to 949 K, respectively. lon-beam sputtering in combination with secondary-ion mass
spectrometry was employed to measure concentration depth profiles. The temperature dependence of the
diffusion coefficients of Fe and Ni in copper can be describedDby=(0.10+0.03 xX10™* exp(—2.04+0.02
eVKT) m?s ! and Dy;=(0.623:3)x10 % exp(—2.32+0.025 eVkT) m?*s 1. These results are compatible
with earlier high-temperature tracer data. A combination of those with the present low-temperature data reveals
a curvature in the respective Arrhenius plots. This curvature is ascribed to the contribution of divacancies at
high temperatures. The temperature function®gf andD,; can be described with the aid of the modified
electrostatic model of impurity diffusion, assuming effective values for the charge difference between host
atom and impurity[S0163-18206)00126-9

[. INTRODUCTION between 651 and 870 K and between 613 and 949 K, respec-
tively. Diffusion parameters were obtained from the mea-
Recently, a modified electrostatic model for the diffusionsurement of the concentration depth profiles by means of the
of electropositive impurities in noble metals was proposed.ion-beam sputtering technique combined with secondary-ion
This approach is based on the assumptions of the fivemass spectrometr§SIMS).2 The aims of the present inves-
frequency model of impurity diffusiof.lt combines the es- tigation are(i) to quantitatively determine any curvature of
sentials of the original electrostatic modéE model®  the Arrhenius plots, andi) to test the applicability of the
Lazarué earlier considered an electrostatic interaction be4modified electrostatic model of impurity diffusion to group
tween impurity and vacangyand of the thermodynamic VIII metals in copper.
model(T,,, modeP and takes into account the contribution
of divacancies at higher temperatufess a consequence of

contributions from both monovacancies\()l and divacan- II. EXPERIMENTAL PROCEDURE

cies (V) with different diffusion energie®,, andQ,, a Measurements were performed on single-crystalline sand-
curved Arrhenius plotin D vs 1/T) of the diffusion coeffi-  \ich specimerfswith a thin inserted layer of Fe and Ni,
cientD is expected, viz., respectively. The specimens were prepared from 99.999%
copper single crystals with a dislocation density of about
D=D;y+D,y=Dexp —Qqy/kT) 10" m~2. Slices with 10 mm diameter, about 0.5 mm thick,
0 were spark cut from these crystals and one surface of each
+Davexp(—Qay/KT). (1) slice was carefully mechanically polished. Thereafter a layer

of about 100um thickness was removed by electrolytic pol-

The T,, model and the originaE model were unable to ishing to eliminate the deformed zone and to get a smooth
describe the diffusion of groups IV to VII meta(§i to Mn) surface. This surface was sputter cleaned for aidu with
in noble metals:>® On the other hand, the application of the 4 keV Ar" ions in an UHV chamber. Subsequently, about
T., model to the group VIII metals led to an acceptable0.2 ug/cn? Fe and less than ig/cn? Ni were sputter de-
agreement between experimental and calculated diffusioposited onto it; this is the equivalent of some monolayers of
energies, and even the origindE model could explain the the impurity. Finally, the impurity layer was covered by an
diffusion energies of Fe, Co, and Ni in copper by use ofepitaxial copper layer of 50-200 nm by controlled vapor
effective charges of the impuriti€sThe modified electro- deposition at room temperature, without breaking the
static model should, in principle, be applicable to the diffu-vacuum.
sion of the whole range of groups Il to VIIl metals, provided The specimens were diffusion annealed either in high
theoretically well-founded effective charges are available. vacuum of better than Id Pa or in Ar/6.2% H atmosphere.

In the present paper investigations on the diffusion of Fdn the temperature range between 613 and 949 K the anneal-
and Ni in single-crystalline copper are reported. The diffu-ing time was varied between about 65 and>218° s. The
sion experiments were performed in the temperature rangemperatures were measured by a NiCr/Ni thermocouple
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FIG. 2. (a) Typical depth profile of a Cu/Fe/Cu sandwich speci-
men (@ after diffusion annealing for 6420 s at 801 K) as pre-

5 5 pared. (b) Probability plotlerfc lc vsx, cf. Eq.(5) of text] of the
(b) AX"(100 nm") same data. The depth is measured from the intensity maximum in
(a).
FIG. 1. (a) Typical depth profile of a Cu/Ni/Cu sandwich speci-
men (full line, after diffusion annealing for 73.4 s at 849 K; dashed b ; ; P
. ) > y mechanical probingDEKTAK 3030) after sectioning
line, as prepared (b) Gaussian plofinc vs A, cf. Eq. (2) of was completed. This resulted for each sample in an indi-
text] of the same data. . . . .
vidual scaling factor for the conversion of integrated flux of
with an accuracy of-2 K. During annealing the temperature Sputter ions to depth. As a compromise between the accuracy
was constant withint0.5 K. The diffusion annealing was ©f the depth measurement and reasonable sputter times, cra-
performed in a resistance furnace. Therefore it was necessai§s were eroded always to a depth of about 800 nm, which
to consider properly the heating and cooling times for a decould be measured in most cases with an accuracy of better

termination of the effective annealing times. This was perthan =15%. These error limits arise mainly from the wavy
formed using the procedure described in Ref. 9. structure of the sample surface. The diffusion coefficients of

The depth distribution of the Fe and Ni tracers was meathis work were determined with an accuracy of between 16%
sured for every specimen before and after the diffusion treaand 55% in the case of Ni diffusion, and between 12% and
ment by sputter erosion combined with Secondary-ion masd2% for Fe diffusion. The main contribution to this uncer-
spectrometry. The measured SIMS intensity is supposed ti@inty results from that of the depth calibration.
be proportional to the concentration of the tracer. Uniform
erosion with a rate of about 0.05 nm/s was achieved by scan- . RESULTS
ning a 100um diameter ion beam of 4 keV O over an area '
of about X1 mn? in a commercial SIMS apparatus Figures 1 and 2 show typical concentration depth profiles
(ATOMIKA). In order to avoid rim effects of the eroded of Ni-Cu and Fe-Cu sandwich specimens, respectively. After
crater an electronic aperture was set so that only those sediffusion the maximum concentration is distinctly reduced in
ondary ions which were emitted from the inner part of thethe Ni-Cu sandwicFig. 1(a)] in accordance with the high
sputtered area were detected. Under these conditions impeelubility of Ni in copper. This is not observed in the Fe-Cu
rity concentrations of about 10 ppm Fe and 25 ppm Ni couldsandwichFig. 2(a)] because of the limited solubility of Fe in
be detected. The depth of the sputter craters was measuredpper at these annealing temperatures. In this case the de-
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FIG. 4. Concentration depth profiles of Fe after diffusion an-

nealing in the form of ln vs x. The numbers refer to Table II; the
FIG. 3. Concentration depth profiles of Ni after diffusion an- sojid lines are fitted curves according to E§).

nealing in the form of In vs AXZ2. The numbers refer to Table I; the

label “n.a.” indicates the nonannealed condition. The solid linesposited layer serves as a constant source of Fe atoms.

are fitted curves according to E(}). The solution of Fick’s second law depends on the bound-
ary conditions. For a sufficiently thin starting layer of a com-
pletely soluble impurity the penetration profiles obey the

TABLE |. Diffusion coefficients of Ni in copper. “thin-film” solution, i.e., the spatiotemporal concentration
distributionc(x,t) of the diffusing element is given By
No T (K) t(9) D (m?s™) AD/D (%)
c(x,t)=A(wDt) Y2 exp( — Ax?/4Dt), 2

1 613 2.46¢10° 4.67x107% 23

2 622 2 1% 10° 8.32x 10~ 2% 35 TABLE Il. Diffusion coefficients of Fe in copper.

3 637 6.1%10°  2.10x10*® 16 P

4 659 77410  1.25x10 2 25 No. TK) te Dm's™) AD®

5 659 7.7410° 1.50x10 %2 33 1 651 6.05¢1CP 1.96x10 2L 28

6 685.5 9.2Xx10° 4.00<10"%? 40 2 663 2.0%K1cP 3.35x10° 2L 23

7 698 1.76<10° 9.11x10 %2 27 3 680 4.9510° 4.59x10 2L 23

8 698 1.7610° 1.12x10°% 23 4 691 2.75¢10° 1.98x10° 20 29

9 705 1.5%10°  1.36x10 % 27 5 704 1.3%10°F  2.34x10°%° 32
10 705 1.5%10° 2.37x10°% 16 6 719 2.451CP 5.93x10 20 20
11 7325 2.0%10° 4.28<107% 52 7 741 2.6410P 1.15x10°19 26
12 735 5.8%10° 7.15x10° % 43 3 756 7.4510° 2.80x10°1® 22
13 750 8.7610* 1.68x10° % 42 9 787 3.25¢10° 9.53x10 1° 15
14 766.5 1.7x10* 3.75x10° % 33 10 801 6.06¢10° 1.40x10°18 12
15 782.5 9.4810°  9.86x10 %° 32 11 830 276107 4.14x10°18 18
16 801 6.60x10° 1.44x1071° 46 12 843 2.2%10° 6.95x<10 18 30
17 849 7.3%10 9.25x10 1° 28 13 843 2.2%10° 7.80x10°18 14
18 872 6.5%10"  3.05x10 8 55 14 850 23%10°  8.81x10°18 14
19 921.5 9.3& 10" 1.08x10°Y/ 24 15 870 1.9%10° 1.55x10° 17 20
20 949 1.1X10° 2.22x10° Y 44

dGaussian distributioiisee text
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TABLE l1I. Diffusion of Fe in copper. TABLE IV. Diffusion of Ni in copper.
Temperature D° Q Temperature DO Q
(K) (107*m?s™ (eV) Ref. (K) (1074 m?s™ Y (eV) Ref.
1104-1347 1.40.28 2.25-0.02 14 1016-1349 2.70.4 2.45-0.015 14
990-1329 1.040.23 2.21+0.02 15 968-1334 3.80.2 2.46-0.005 19
990-1347 1.030.14 2.210.015 14, 15 1172-1340 1758 2.40+0.05 20
733-1343 1.36 2.260.04 16 1128-1328 198313 2.41+0.035 21
1005-1297 1.3 2.23 17 1016-1349 272848 2.45+0.015 14,20, 21
1063-1274 1.130.23 2.22-0.01 18 613-949 0.62331 2.32+0.025  present results
651-870 0.180.03 2.04-0.02 present results disregarding
disregardingdD (691 K) D (7325 K
D=(1/s—1/sy)/4t. 3

whereAx=(X—Xg) is the distance measured from the initial

position of the deposited thin laydris the diffusion timeD

is the diffusion coefficient, and is the total amount of the
tracer or impurity. The concentration depth profiles of Ni
were analyzed on the basis of E8) assuming that the con-
centrationc is proportional to the measured SIMS intensity
of the impurity. Typical penetration profiles are presented i
the usual form of In vs Ax? in Fig. 3. The diffusion coeffi-
cients of Ni were determined from the slopeands, of the
straight lines which were fitted to the penetration curves be
fore and after diffusion annealing for a timerespectively,
by a least squares fit procedure after background correctio
The diffusion coefficientsD are calculated from the

relation'®
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FIG. 5. Arrhenius plot of Fe diffusion in coppery, Mackliet

104 /T (K™

Two features are worth noticing from the penetration
plots: (i) the curves bend up in the vicinity of the concentra-
tion maximum, i.e., athx=0, and(ii) a slight overall curva-
ture is visible which is most pronounced in the plot of the
nonannealed specimen. The first feature pertaining to the en-
"anced intensity in the vicinity of the concentration maxi-
mum is attributed to an enhancement in the ionization prob-
ability during SIMS analysis. This enhancement arises
probably due to contamination with the residual gas atmo-
sphere(mainly oxygen, nitrogen, and water vapor in the
rf.‘rressure range 6£10 °® Pa during specimen preparation in

D (m%s™)
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FIG. 6. Arrhenius plot of Ni diffusion in coppera, Mackliet
(Ref. 14; O, Monma, Suto, and OikawéRef. 20; V, Anusavice

et al. (Ref. 21); O, present results. The solid lines represent the

(Ref. 14; V, Mullen (Ref. 15; O, present results. The solid line two-exponential fit to copper self-diffusion according to Ref. 23 and
represents the two-exponential fit of copper self-diffusion accordingo the experimental data of Ni diffusion. The calculaieg; values
to Ref. 23. The calculateB . values are obtained with the aid of are obtained with the aid of the modified electrostatic mqkelf.
the modified electrostatic modéRef. 1) usingAZg4=0.

1) usingAZ.4=-0.6.
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the UHV chambet! As such contamination has no effect on a2
the diffusion of the impurity atom outside the contaminated
zone, data were always evaluated there. The other notewor-

. X . i

thy feature relating to the slight curvature in some of the r CoinCu |
Gaussian plots arises due to atomic mixing effects during the " A pealc
sputter sectioning process, which are known to produce ex- 10 - Co .

ponentially decaying concentration profifés.
The derived diffusion coefficientd; together with their L

relative uncertainties are listed in Table |. Here the results of

former measuremeritsare also included. The temperature . 107

dependence of the diffusion coefficient evaluated by a least ",

squares fit is given by e

~—

Dyi=(0.62"03hx 1074 )
Xexp—2.32+0.025 eVKT) m*>st. (4

CuinCu

In the case of a low solubility limitg of the impurity,
e.g., of Fe in copper at the temperatures of investigation, the 20
penetration profiles obey an error function solution of Fick’s
second law’ i.e.,

c(x,t)=cd1—erf(x/2{Dt)] (5)
i L | L

even for thin starting layers. Figure 4 shows the penetration 8 10 12 14 16
profiles of Fe in the In vs x plot. The diffusion coefficients 4 -1
are evaluated by fitting E@5) to the data, and they are listed 10°/T (K™)
in Table Il together with their relative uncertainties. Only in FIG. 7. Arthenius plot of Co diffusion in coppery, Mackliet

specimen 9 was the amount of Fe so small that during thgzet 14; O, Dshl, Macht, and NaundorfRef. 13. The solid lines
annealing at 787 K the concentration dropped below thggyresent the two-exponential fit to copper self-diffusion according
solubility limit and the penetration plot was of Gaussiani, Ref. 23 and to the experimental data of Co diffusigtef. 24.
type. A least squares fit yields for these diffusion coefficientsrhe calculated ., values are obtained with the aid of the modified
_, electrostatic mode(Ref. 1) usingAZy4=—0.35.
Dee=(0.10+0.03 X 10

X exp(—2.04+0.02 eVKT) m?s 1, (6)  Arrhenius plot of Co diffusion in coppét;**is shown in
Fig. 7. One recognizes that the diffusivity of Fe is close to
that of copper self-diffusion, and that the diffusivity de-
creases when going from Fe to Ni.
Many tracer diffusion measurements have been performed Curved Arrhenius plots can be described using €.
for Fe and Ni in copper at temperatures above abouE, Q.7 This two-exponential fit to the experimental data in Figs.
(T, is the melting temperatuyreFor Fe in copper these mea- 5—7 was performed with the Morrison routfieand the re-
surements resulted in diffusion paramet®&®and Q with  sults of these fits are listed in Table V. For Fe the most
little scatter(cf. Table Ill). The most reliable data are those reliable data of Refs. 14 and 15 are analyzed together with
obtained by Mackliéf and Mullen!® No experimental de- the present results. In this analysis weights of 1 and 1/3 for
tails are given in the reports of Barreau, Brunel, andthe high- and low-temperature data, respectively, are used as
Cizeron!® and of Bernardini and CabaféSen, Dutt, and deduced from the statistical deviations of abat8% and
Barud® have used the less precise resistometric method for-10%, respectively. For Ni diffusion in copper the high-
the determination ofD. A combined fit of the data of temperature data of Refs. 14, 20, and 21 are analyzed to-
Mackliet* and Mullert® results in diffusion parameters close gether with the present results. In this case weights of 1 and
to those of Mulle®® (line 3 in Table Il). The present results 1/5, respectively, are used. For reasons of comparison the
are given in the last line of Table IIl. A comparison of theseresults of copper self-diffusidd and Co diffusion in
data with those obtained at higher temperatures indicates @ppef* are also listed in Table V.
curvature in the Arrhenius plot which is also visible in Fig. 5. At low temperatures the divacancy concentration, and
The results of the high-temperature measurements for thiaus its contribution toD, are almost negligible. Conse-
diffusion of Ni in copper are collected in Table IV. There is quently, it is expected that the activation enef@yneasured
a slightly larger scatter in these data than in those for Feat these temperatures should be clos®ig of Table V. A
diffusion. A combined fit to the data of Refs. 14, 20, and 21comparison 0fQ,,, and Q confirms this expectation for Ni
results in diffusion parameters close to those of MacKiet (cf. Table IV) and for Co diffusion in coppét* The activa-
(line 5 in Table I\). Comparison of the present resultast  tion energyQ,y derived for Fe diffusion in copper with the
line in Table IV) with those obtained at the higher tempera-lowest standard deviationr is about 0.2 eV lower than the
tures again indicates a curvature of the Arrhenius plot whicHow-temperature activation enerdgy from Table Ill. This
is shown in Fig. 6. For reasons of completeness also thevould result in a relative divacancy contributi@y, /D of

IV. DISCUSSION
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TABLE V. Parameters of the two-exponential fit.

No. of data
points (high-T; Standard DYy Qv DYy Quy D,/D

System low-T rangd  Weights deviationo (107 m?s™Y) (eV) (10 *m?s™H (eV) @atT,)
CuinCu  52(34;18 1;1/3 0.054 0.135:%8 2.05+0.025 4.531 2.46+0.12 0.5130.12

Ref. 23
Fe in Cu 27(12;19 1;1/3 0.072 [(1.973%)x107%] (1.82+0.12 (1.57'9% (2.26:0.12 (0.95
CoinCu  24(8:16 1;1/5 0.077 0.743%3 225+0.02  736221F 3.24r10  0.18-0.08

Ref. 24 ‘
Ni in Cu 38(19;19 1;1/5 0.103 0.569:48 2.32+0.035 4871970 2.90+0.42 0.3%0.17

95% atT,,, and of 31% afl /2. Both values appear to be diffusion systems. For Ni diffusion in copper the calculated
distinctly too high. At low temperatures the divacancy con-AQgs=0.17 eV is not far from that obtained with the aid of
tribution to D is close to zero. AT, D,,/D,y=1 holds for  the T,; model.
self-diffusion?! In this sense the evaluat@,,/D,,=19 for The complete temperature function of the impurity diffu-
Fe diffusion in copper is definitely too high. Therefore it Sion coefficient according to Eq1) can be calculated with
must be concluded that the parameters given in Table V fofhe aid of the modified electrostatic modeThis includes
Fe diffusion in copper do not reflect the trBe, /D, ratio. divacancy contrlbutlor?sand assumptions concerning the
A comparison of the experimental data with the hithertod_'ffus'on entropy and lattice frequenples. Furthermo_re, effec-
proposed theoretical models of impurity diffusion in noble tiVe values ofAZ have to be supplied. The best fit to the
metal$® is restricted to the temperature range fromTg, 7o 9xpenmental?(T) is obtained for FE’ Co, and Ni d|ffu§|on
T Therefore in the following the characteristic valu@g in copper usingAZ(F&)=0, AZ(Co)=—0.35, andAZ(Ni)

X . o =—0.6 (cf. Table VII and the solid lines in Figs. 5%7In
and AQgs will be used, which refer to the activation energy . : : - )
of impurity diffusion and to its deviation from the activation Fig. 5D(Cu) andD (Fe) are nearly identical. The fitting val

P ) ues of AZ are near those estimated by Le Cl3itef. Table
energy of self-diffusion, respectively, at an average temper

. : . 6\7I). AZ(Fe)=0 corresponds to the expected’3jround state
ture of 0.89,. The results of the comparison are listed N or Fe in coppe?” In this connection it may be mentioned

g?gfe;/éezge-ogglngl g?ﬁg%ﬁgﬁﬂgﬁ?ﬁgLeofgﬁqﬁzag?tehe that Mott® has assumed about 0.9, 0.9, and 0.5 electrons in
! IS equ the s band of Fe, Co, and Ni, respectively, which corre-

periodic system, leads to a distinct overestimatiomM Qs S ! o N
, 89 ponds tAAZ(Fe~AZ(Co)~—0.1 andAZ(Ni)~—0.5.
(cf. AQg in column 4 of Table V). For Fe, Co, and Niin ", fo o ifiedE model the binding energy between im-
copper effectiveAZ’s were estimated from the magnetic purity and vacancy in copper is estimated to be about
properties of dilute alloy3.Using theseAZ.; values the AHF,=0195 HM T For Ee Co. and Ni in co
) ) v=0. V- , , ppetcf.

agreement between experimental and calculak€ss is Table VI this corresponds to AHF (F9=0 eV

. . . 1V ’
con5|d§r'ably improvedcf. AQEeff in column 5 of Table V). AHE,(C0)=0.022 eV, andAH F(Ni)=0.042 eV} Recent
The originalT,,, modeP reveals good agreement for Co. For gy initio calculations ofAH fv using the Korringa-Kohn-
Fe (Ni), however, a marked overestimatidunderestima-  Rostoker(KKR) Green's-function methdd arrived at dis-
tion) of AQgs has to be notedcf. AQy in column 6 of  tinctly larger values, ie., AHY,(F&=0.08 eV,
Table VI). lijima, Hoshino, and Hirarfd have used an oscil- AH [,(C0)=0.13 eV, andAHY,(Ni)=0.10 eV. The binding
lating potential for the calculation afQgs. In this approach energies for electropositive impurities in copper and stfver
the temperature dependence of the correlation factor is comwere also found to be considerably larger than those esti-
siderably overestimated, so that the calculat€@ cannot be  mated with the aid of the modified electrostatic modEbr
used for a comparison with the experimental data. Adamshese systems model calculations demonstrate that the large
Foiles, and Wolféf have applied the embedded-atom binding energies result in distinctly too large diffusion
method(EAM) in order to calculaté Q for various impurity  coefficients:

TABLE VI. Comparison of experimental and calculat®@gs (eV) for Fe, Co, and Ni diffusion in copper
using the hitherto proposed models.

Metal Q')  AQEM(V)  AQe (V)  AQe (@V)°  AQr (eV)°  Ref.
Cu 2.20 23
Fe 2.21 +0.01 +2.41 +0.09 +0.17 14,15
Co 2.35 +0.15 +1.27 +0.21 +0.16 14
Ni 2.45 +0.25 +0.47 +0.32 +0.14 14

8 =electrostatic mode(Ref. 3, usingAZ=-3, —2, and—1, for Fe, Co, and Ni; respectively.
bE 4=electrostatic modelRef. 3, usingAZ.4=—0.25, —0.5, and—0.75, for Fe, Co, and Ni, respectively.
“Tn=T,, model (Ref. 5.
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TABLE VII. Comparison of experimental diffusion parameters with results of model calculations. The calculations were performed with

DIFFUSION OF IRON AND NICKEL IN SINGLE . ..

the aid of the modified electrostatic mod&ef. 1) using effective charge differencésZ .

863

AHY, Dgs Qss  D(Tp), extrap. D9y Quv D(0.5T )
System AZ g (ev)? (10 *m?s™h (eVv) o Bm?s @ *m?sh (eV) (102 m?s™h
Cu in Cu(expt) 0.89 2.20 6.1 0.131 2.05 75
Fe in Cu(calc) 0 0 0.91 2.20 6.4 0.139 2.05 7.9
(expt) 1.03 2.21 6.4 (0.10° (2.04° 8.1
Cu in Cu(calc) -0.35 0.114 (1.91¢ (2.39° (3.7¢ 0.28 2.21 1.5
(expt) (1.93° (2.39° (3.8° 0.74 2.25 15
(0.43¢ (2.22¢ (1.4¢
Ni in Cu (calc) -0.6 0.216 2.4 2.44 2.2 0.40 2.31 0.31
(expt) 2.7 2.45 2.2 0.56 2.32 0.36

aDifference of the vacancy migration energies of impurity and host.

PExperimental data from Table IIl. .

®Valid for T/T,,=0.93. Calculated values faf/T,,=0.85 areD3s=1.46x10"% m?s™! and Qgs=2.32 eV.
YExperimental data from Ref. 11.

V. CONCLUSION using effective values for the charge difference between host

The present results for the diffusion of Fe and Ni in cop—atom and impurity.

per in the temperature range between about T,45nd
0.7T,, are compatible with earlier tracer diffusion data in the
higher-temperature range. The resulting curved Arrhenius
plots are interpreted as the combined effect of monovacancy
and divacancy diffusion. The obtained temperature functions This study was partially supported by the Deutsche For-
of the diffusion coefficients can be described with the aid ofschungsgemeinschaft. The assistance of I. Dencks in the
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