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The diffusion of Fe and Ni in single-crystalline copper was investigated in the temperature range from 651
to 870 K and from 613 to 949 K, respectively. Ion-beam sputtering in combination with secondary-ion mass
spectrometry was employed to measure concentration depth profiles. The temperature dependence of the
diffusion coefficients of Fe and Ni in copper can be described byDFe5~0.1060.03!31024 exp~22.0460.02
eV/kT! m2 s21 andDNi5~0.6220.21

10.31!31024 exp~22.3260.025 eV/kT! m2 s21. These results are compatible
with earlier high-temperature tracer data. A combination of those with the present low-temperature data reveals
a curvature in the respective Arrhenius plots. This curvature is ascribed to the contribution of divacancies at
high temperatures. The temperature functions ofDFe andDNi can be described with the aid of the modified
electrostatic model of impurity diffusion, assuming effective values for the charge difference between host
atom and impurity.@S0163-1829~96!00126-9#

I. INTRODUCTION

Recently, a modified electrostatic model for the diffusion
of electropositive impurities in noble metals was proposed.1

This approach is based on the assumptions of the five-
frequency model of impurity diffusion.2 It combines the es-
sentials of the original electrostatic model~E model;3

Lazarus4 earlier considered an electrostatic interaction be-
tween impurity and vacancy! and of the thermodynamic
model~Tm model5,6! and takes into account the contribution
of divacancies at higher temperatures.7 As a consequence of
contributions from both monovacancies (1V) and divacan-
cies (2V) with different diffusion energiesQ1V andQ2V a
curved Arrhenius plot~ln D vs 1/T! of the diffusion coeffi-
cientD is expected, viz.,

D5D1V1D2V5D1V
0 exp~2Q1V /kT!

1D2V
0 exp~2Q2V /kT!. ~1!

The Tm model and the originalE model were unable to
describe the diffusion of groups IV to VII metals~Ti to Mn!
in noble metals.3,5,6On the other hand, the application of the
Tm model to the group VIII metals led to an acceptable
agreement between experimental and calculated diffusion
energies,5 and even the originalE model could explain the
diffusion energies of Fe, Co, and Ni in copper by use of
effective charges of the impurities.3 The modified electro-
static model should, in principle, be applicable to the diffu-
sion of the whole range of groups III to VIII metals, provided
theoretically well-founded effective charges are available.

In the present paper investigations on the diffusion of Fe
and Ni in single-crystalline copper are reported. The diffu-
sion experiments were performed in the temperature range

between 651 and 870 K and between 613 and 949 K, respec-
tively. Diffusion parameters were obtained from the mea-
surement of the concentration depth profiles by means of the
ion-beam sputtering technique combined with secondary-ion
mass spectrometry~SIMS!.8 The aims of the present inves-
tigation are~i! to quantitatively determine any curvature of
the Arrhenius plots, and~ii ! to test the applicability of the
modified electrostatic model of impurity diffusion to group
VIII metals in copper.

II. EXPERIMENTAL PROCEDURE

Measurements were performed on single-crystalline sand-
wich specimens8 with a thin inserted layer of Fe and Ni,
respectively. The specimens were prepared from 99.999%
copper single crystals with a dislocation density of about
1011 m22. Slices with 10 mm diameter, about 0.5 mm thick,
were spark cut from these crystals and one surface of each
slice was carefully mechanically polished. Thereafter a layer
of about 100mm thickness was removed by electrolytic pol-
ishing to eliminate the deformed zone and to get a smooth
surface. This surface was sputter cleaned for about 1 h with
4 keV Ar1 ions in an UHV chamber. Subsequently, about
0.2 mg/cm2 Fe and less than 1mg/cm2 Ni were sputter de-
posited onto it; this is the equivalent of some monolayers of
the impurity. Finally, the impurity layer was covered by an
epitaxial copper layer of 50–200 nm by controlled vapor
deposition at room temperature, without breaking the
vacuum.

The specimens were diffusion annealed either in high
vacuum of better than 1024 Pa or in Ar/6.2% H2 atmosphere.
In the temperature range between 613 and 949 K the anneal-
ing time was varied between about 65 and 2.53106 s. The
temperatures were measured by a NiCr/Ni thermocouple
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with an accuracy of62 K. During annealing the temperature
was constant within60.5 K. The diffusion annealing was
performed in a resistance furnace. Therefore it was necessary
to consider properly the heating and cooling times for a de-
termination of the effective annealing times. This was per-
formed using the procedure described in Ref. 9.

The depth distribution of the Fe and Ni tracers was mea-
sured for every specimen before and after the diffusion treat-
ment by sputter erosion combined with secondary-ion mass
spectrometry. The measured SIMS intensity is supposed to
be proportional to the concentration of the tracer. Uniform
erosion with a rate of about 0.05 nm/s was achieved by scan-
ning a 100mm diameter ion beam of 4 keV O2

1 over an area
of about 131 mm2 in a commercial SIMS apparatus
~ATOMIKA !. In order to avoid rim effects of the eroded
crater an electronic aperture was set so that only those sec-
ondary ions which were emitted from the inner part of the
sputtered area were detected. Under these conditions impu-
rity concentrations of about 10 ppm Fe and 25 ppm Ni could
be detected. The depth of the sputter craters was measured

by mechanical probing~DEKTAK 3030! after sectioning
was completed. This resulted for each sample in an indi-
vidual scaling factor for the conversion of integrated flux of
sputter ions to depth. As a compromise between the accuracy
of the depth measurement and reasonable sputter times, cra-
ters were eroded always to a depth of about 800 nm, which
could be measured in most cases with an accuracy of better
than615%. These error limits arise mainly from the wavy
structure of the sample surface. The diffusion coefficients of
this work were determined with an accuracy of between 16%
and 55% in the case of Ni diffusion, and between 12% and
32% for Fe diffusion. The main contribution to this uncer-
tainty results from that of the depth calibration.

III. RESULTS

Figures 1 and 2 show typical concentration depth profiles
of Ni-Cu and Fe-Cu sandwich specimens, respectively. After
diffusion the maximum concentration is distinctly reduced in
the Ni-Cu sandwich@Fig. 1~a!# in accordance with the high
solubility of Ni in copper. This is not observed in the Fe-Cu
sandwich@Fig. 2~a!# because of the limited solubility of Fe in
copper at these annealing temperatures. In this case the de-

FIG. 1. ~a! Typical depth profile of a Cu/Ni/Cu sandwich speci-
men~full line, after diffusion annealing for 73.4 s at 849 K; dashed
line, as prepared!. ~b! Gaussian plot@lnc vs Dx2, cf. Eq. ~2! of
text# of the same data.

FIG. 2. ~a! Typical depth profile of a Cu/Fe/Cu sandwich speci-
men ~d after diffusion annealing for 6420 s at 801 K;s as pre-
pared!. ~b! Probability plot@erfc21c vsx, cf. Eq.~5! of text# of the
same data. The depth is measured from the intensity maximum in
~a!.
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posited layer serves as a constant source of Fe atoms.
The solution of Fick’s second law depends on the bound-

ary conditions. For a sufficiently thin starting layer of a com-
pletely soluble impurity the penetration profiles obey the
‘‘thin-film’’ solution, i.e., the spatiotemporal concentration
distributionc(x,t) of the diffusing element is given by10

c~x,t !5A~pDt !21/2 exp~2Dx2/4Dt !, ~2!

FIG. 3. Concentration depth profiles of Ni after diffusion an-
nealing in the form of lnc vsDx2. The numbers refer to Table I; the
label ‘‘n.a.’’ indicates the nonannealed condition. The solid lines
are fitted curves according to Eq.~2!.

FIG. 4. Concentration depth profiles of Fe after diffusion an-
nealing in the form of lnc vs x. The numbers refer to Table II; the
solid lines are fitted curves according to Eq.~5!.

TABLE I. Diffusion coefficients of Ni in copper.

No. T ~K! t ~s! D ~m2 s21! DD/D ~%!

1 613 2.463106 4.67310224 23
2 622 2.123106 8.32310224 35
3 637 6.173105 2.10310223 16
4 659 7.743105 1.25310222 25
5 659 7.743105 1.50310222 33
6 685.5 9.223105 4.00310222 40
7 698 1.763105 9.11310222 27
8 698 1.763105 1.12310221 23
9 705 1.593105 1.36310221 27
10 705 1.593105 2.37310221 16
11 732.5 2.043105 4.28310221 52
12 735 5.833105 7.15310221 43
13 750 8.763104 1.68310220 42
14 766.5 1.713104 3.75310220 33
15 782.5 9.483103 9.86310220 32
16 801 6.603103 1.44310219 46
17 849 7.343101 9.25310219 28
18 872 6.533101 3.05310218 55
19 921.5 9.383101 1.08310217 24
20 949 1.123102 2.22310217 44

TABLE II. Diffusion coefficients of Fe in copper.

No. T ~K! t ~s! D ~m2 s21! D/D ~%!

1 651 6.053105 1.96310221 28
2 663 2.073106 3.35310221 23
3 680 4.953105 4.59310221 23
4 691 2.753105 1.98310220 29
5 704 1.323105 2.34310220 32
6 719 2.453105 5.93310220 20
7 741 2.643105 1.15310219 26
8 756 7.453103 2.80310219 22
9a 787 3.253103 9.53310219 15
10 801 6.063103 1.40310218 12
11 830 2.763103 4.14310218 18
12 843 2.233103 6.95310218 30
13 843 2.233103 7.80310218 14
14 850 2.353103 8.81310218 14
15 870 1.933103 1.55310217 20

aGaussian distribution~see text!.
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whereDx5(x2x0) is the distance measured from the initial
position of the deposited thin layer,t is the diffusion time,D
is the diffusion coefficient, andA is the total amount of the
tracer or impurity. The concentration depth profiles of Ni
were analyzed on the basis of Eq.~2! assuming that the con-
centrationc is proportional to the measured SIMS intensity
of the impurity. Typical penetration profiles are presented in
the usual form of lnc vs Dx2 in Fig. 3. The diffusion coeffi-
cients of Ni were determined from the slopess ands0 of the
straight lines which were fitted to the penetration curves be-
fore and after diffusion annealing for a timet, respectively,
by a least squares fit procedure after background correction.
The diffusion coefficientsD are calculated from the
relation10

D5~1/s21/s0!/4t. ~3!

Two features are worth noticing from the penetration
plots: ~i! the curves bend up in the vicinity of the concentra-
tion maximum, i.e., atDx50, and~ii ! a slight overall curva-
ture is visible which is most pronounced in the plot of the
nonannealed specimen. The first feature pertaining to the en-
hanced intensity in the vicinity of the concentration maxi-
mum is attributed to an enhancement in the ionization prob-
ability during SIMS analysis. This enhancement arises
probably due to contamination with the residual gas atmo-
sphere~mainly oxygen, nitrogen, and water vapor in the
pressure range of,1026 Pa! during specimen preparation in

FIG. 5. Arrhenius plot of Fe diffusion in copper:n, Mackliet
~Ref. 14!; ,, Mullen ~Ref. 15!; s, present results. The solid line
represents the two-exponential fit of copper self-diffusion according
to Ref. 23. The calculatedDFe values are obtained with the aid of
the modified electrostatic model~Ref. 1! usingDZeff50.

FIG. 6. Arrhenius plot of Ni diffusion in copper:n, Mackliet
~Ref. 14!; h, Monma, Suto, and Oikawa~Ref. 20!; ,, Anusavice
et al. ~Ref. 21!; s, present results. The solid lines represent the
two-exponential fit to copper self-diffusion according to Ref. 23 and
to the experimental data of Ni diffusion. The calculatedDNi values
are obtained with the aid of the modified electrostatic model~Ref.
1! usingDZeff520.6.

TABLE III. Diffusion of Fe in copper.

Temperature
~K!

D0

~1024 m2 s21!
Q

~eV! Ref.

1104–1347 1.460.28 2.2560.02 14
990–1329 1.0160.23 2.2160.02 15
990–1347 1.0360.14 2.2160.015 14, 15
733–1343 1.36 2.2660.04 16
1005–1297 1.3 2.23 17
1063–1274 1.1360.23 2.2260.01 18
651–870 0.1060.03 2.0460.02 present results

disregardingD ~691 K!

TABLE IV. Diffusion of Ni in copper.

Temperature
~K!

D0

~1024 m2 s21!
Q

~eV! Ref.

1016–1349 2.760.4 2.4560.015 14
968–1334 3.860.2 2.4660.005 19
1172–1340 1.720.6

11.0 2.4060.05 20
1128–1328 1.9320.5

10.73 2.4160.035 21
1016–1349 2.7220.40

10.46 2.4560.015 14, 20, 21
613–949 0.6220.21

10.31 2.3260.025 present results
disregarding
D ~732.5 K!
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the UHV chamber.11 As such contamination has no effect on
the diffusion of the impurity atom outside the contaminated
zone, data were always evaluated there. The other notewor-
thy feature relating to the slight curvature in some of the
Gaussian plots arises due to atomic mixing effects during the
sputter sectioning process, which are known to produce ex-
ponentially decaying concentration profiles.12

The derived diffusion coefficientsDNi together with their
relative uncertainties are listed in Table I. Here the results of
former measurements13 are also included. The temperature
dependence of the diffusion coefficient evaluated by a least
squares fit is given by

DNi5~0.6220.21
10.31!31024

3exp~22.3260.025 eV/kT! m2 s21. ~4!

In the case of a low solubility limitcs of the impurity,
e.g., of Fe in copper at the temperatures of investigation, the
penetration profiles obey an error function solution of Fick’s
second law,10 i.e.,

c~x,t !5cs@12erf~x/2ADt !# ~5!

even for thin starting layers. Figure 4 shows the penetration
profiles of Fe in the lnc vs x plot. The diffusion coefficients
are evaluated by fitting Eq.~5! to the data, and they are listed
in Table II together with their relative uncertainties. Only in
specimen 9 was the amount of Fe so small that during the
annealing at 787 K the concentration dropped below the
solubility limit and the penetration plot was of Gaussian
type. A least squares fit yields for these diffusion coefficients

DFe5~0.1060.03!31024

3exp~22.0460.02 eV/kT! m2 s21. ~6!

IV. DISCUSSION

Many tracer diffusion measurements have been performed
for Fe and Ni in copper at temperatures above about 0.7Tm
~Tm is the melting temperature!. For Fe in copper these mea-
surements resulted in diffusion parametersD0 andQ with
little scatter~cf. Table III!. The most reliable data are those
obtained by Mackliet14 and Mullen.15 No experimental de-
tails are given in the reports of Barreau, Brunel, and
Cizeron,16 and of Bernardini and Cabane.17 Sen, Dutt, and
Barua18 have used the less precise resistometric method for
the determination ofD. A combined fit of the data of
Mackliet14 and Mullen15 results in diffusion parameters close
to those of Mullen15 ~line 3 in Table III!. The present results
are given in the last line of Table III. A comparison of these
data with those obtained at higher temperatures indicates a
curvature in the Arrhenius plot which is also visible in Fig. 5.

The results of the high-temperature measurements for the
diffusion of Ni in copper are collected in Table IV. There is
a slightly larger scatter in these data than in those for Fe
diffusion. A combined fit to the data of Refs. 14, 20, and 21
results in diffusion parameters close to those of Mackliet14

~line 5 in Table IV!. Comparison of the present results~last
line in Table IV! with those obtained at the higher tempera-
tures again indicates a curvature of the Arrhenius plot which
is shown in Fig. 6. For reasons of completeness also the

Arrhenius plot of Co diffusion in copper,11,14 is shown in
Fig. 7. One recognizes that the diffusivity of Fe is close to
that of copper self-diffusion, and that the diffusivity de-
creases when going from Fe to Ni.

Curved Arrhenius plots can be described using Eq.~1!.
This two-exponential fit to the experimental data in Figs.
5–7 was performed with the Morrison routine22 and the re-
sults of these fits are listed in Table V. For Fe the most
reliable data of Refs. 14 and 15 are analyzed together with
the present results. In this analysis weights of 1 and 1/3 for
the high- and low-temperature data, respectively, are used as
deduced from the statistical deviations of about63% and
610%, respectively. For Ni diffusion in copper the high-
temperature data of Refs. 14, 20, and 21 are analyzed to-
gether with the present results. In this case weights of 1 and
1/5, respectively, are used. For reasons of comparison the
results of copper self-diffusion23 and Co diffusion in
copper24 are also listed in Table V.

At low temperatures the divacancy concentration, and
thus its contribution toD, are almost negligible. Conse-
quently, it is expected that the activation energyQ measured
at these temperatures should be close toQ1V of Table V. A
comparison ofQ1V andQ confirms this expectation for Ni
~cf. Table IV! and for Co diffusion in copper.24 The activa-
tion energyQ1V derived for Fe diffusion in copper with the
lowest standard deviations is about 0.2 eV lower than the
low-temperature activation energyQ from Table III. This
would result in a relative divacancy contributionD2V/D of

FIG. 7. Arrhenius plot of Co diffusion in copper:n, Mackliet
~Ref. 14!; s, Döhl, Macht, and Naundorf~Ref. 11!. The solid lines
represent the two-exponential fit to copper self-diffusion according
to Ref. 23 and to the experimental data of Co diffusion~Ref. 24!.
The calculatedDCo values are obtained with the aid of the modified
electrostatic model~Ref. 1! usingDZeff520.35.
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95% atTm , and of 31% atTm/2. Both values appear to be
distinctly too high. At low temperatures the divacancy con-
tribution toD is close to zero. AtTm D2V/D1V51 holds for
self-diffusion.21 In this sense the evaluatedD2V/D1V519 for
Fe diffusion in copper is definitely too high. Therefore it
must be concluded that the parameters given in Table V for
Fe diffusion in copper do not reflect the trueD2V/D1V ratio.

A comparison of the experimental data with the hitherto
proposed theoretical models of impurity diffusion in noble
metals3,5 is restricted to the temperature range from 0.7Tm to
Tm . Therefore in the following the characteristic valuesQ85
andDQ85 will be used, which refer to the activation energy
of impurity diffusion and to its deviation from the activation
energy of self-diffusion, respectively, at an average tempera-
ture of 0.85Tm . The results of the comparison are listed in
Table VI. The original electrostatic model,3 where the charge
differenceDZ is equal to the difference of the columns of the
periodic system, leads to a distinct overestimation ofDQ85
~cf. DQE in column 4 of Table VI!. For Fe, Co, and Ni in
copper effectiveDZ’s were estimated from the magnetic
properties of dilute alloys.3 Using theseDZeff values the
agreement between experimental and calculatedDQ85 is
considerably improved~cf. DQEeff

in column 5 of Table VI!.
The originalTm model5 reveals good agreement for Co. For
Fe ~Ni!, however, a marked overestimation~underestima-
tion! of DQ85 has to be noted~cf. DQTm

in column 6 of
Table VI!. Iijima, Hoshino, and Hirano25 have used an oscil-
lating potential for the calculation ofDQ85. In this approach
the temperature dependence of the correlation factor is con-
siderably overestimated, so that the calculatedDQ cannot be
used for a comparison with the experimental data. Adams,
Foiles, and Wolfer26 have applied the embedded-atom
method~EAM! in order to calculateDQ for various impurity

diffusion systems. For Ni diffusion in copper the calculated
DQ8550.17 eV is not far from that obtained with the aid of
theTm model.

The complete temperature function of the impurity diffu-
sion coefficient according to Eq.~1! can be calculated with
the aid of the modified electrostatic model.1 This includes
divacancy contributions7 and assumptions concerning the
diffusion entropy and lattice frequencies. Furthermore, effec-
tive values ofDZ have to be supplied. The best fit to the
experimentalD(T) is obtained for Fe, Co, and Ni diffusion
in copper usingDZ~Fe!50, DZ~Co!520.35, andDZ~Ni!
520.6 ~cf. Table VII and the solid lines in Figs. 5–7!. In
Fig. 5D~Cu! andD~Fe! are nearly identical. The fitting val-
ues ofDZ are near those estimated by Le Claire3 ~cf. Table
VI !. DZ~Fe!50 corresponds to the expected 3d7 ground state
for Fe in copper.27 In this connection it may be mentioned
that Mott28 has assumed about 0.9, 0.9, and 0.5 electrons in
the s band of Fe, Co, and Ni, respectively, which corre-
sponds toDZ~Fe!'DZ~Co!'20.1 andDZ~Ni!'20.5.

In the modifiedE model the binding energy between im-
purity and vacancy in copper is estimated to be about
DH 1V

F 50.195DH 1V
M .1 For Fe, Co, and Ni in copper~cf.

Table VII! this corresponds to DH 1V
F ~Fe!50 eV,

DH 1V
F ~Co!50.022 eV, andDH 1V

F ~Ni!50.042 eV.1 Recent
ab initio calculations ofDH 1V

F using the Korringa-Kohn-
Rostoker~KKR! Green’s-function method29 arrived at dis-
tinctly larger values, i.e., DH 1V

F ~Fe!50.08 eV,
DH 1V

F ~Co!50.13 eV, andDH1V
F ~Ni!50.10 eV. The binding

energies for electropositive impurities in copper and silver29

were also found to be considerably larger than those esti-
mated with the aid of the modified electrostatic model.1 For
these systems model calculations demonstrate that the large
binding energies result in distinctly too large diffusion
coefficients.1

TABLE V. Parameters of the two-exponential fit.

System

No. of data
points ~high-T;
low-T range! Weights

Standard
deviations

D 1V
0

~1024 m2 s21!
Q1V
~eV!

D 2V
0

~1024 m2 s21!
Q2V
~eV!

D2V/D
~at Tm!

Cu in Cu
Ref. 23

52 ~34;18! 1;1/3 0.054 0.1320.05
10.08 2.0560.025 4.522.5

15.7 2.4660.12 0.5170.12

Fe in Cu 27 ~12;15! 1;1/3 0.072 @~1.921.7
116!31023# ~1.8260.12! ~1.5720.52

10.77! ~2.2660.12! ~0.95!
Co in Cu
Ref. 24

24 ~8;16! 1;1/5 0.077 0.7420.17
10.22 2.2560.02 7.362735.8

12.93106 3.2461.0 0.1870.08

Ni in Cu 38 ~19;19! 1;1/5 0.103 0.5620.25
10.46 2.3260.035 48216

11070 2.9060.42 0.3770.17

TABLE VI. Comparison of experimental and calculatedDQ85 ~eV! for Fe, Co, and Ni diffusion in copper
using the hitherto proposed models.

Metal Q85
expt ~eV! DQ85

expt ~eV! DQE ~eV!a DQEeff
~eV!b DQTm

~eV!c Ref.

Cu 2.20 23
Fe 2.21 10.01 12.41 10.09 10.17 14,15
Co 2.35 10.15 11.27 10.21 10.16 14
Ni 2.45 10.25 10.47 10.32 10.14 14

aE5electrostatic model~Ref. 3!, usingDZ523, 22, and21, for Fe, Co, and Ni; respectively.
bEeff5electrostatic model~Ref. 3!, usingDZeff520.25,20.5, and20.75, for Fe, Co, and Ni, respectively.
cTm5Tm model ~Ref. 5!.
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V. CONCLUSION

The present results for the diffusion of Fe and Ni in cop-
per in the temperature range between about 0.45Tm and
0.7Tm are compatible with earlier tracer diffusion data in the
higher-temperature range. The resulting curved Arrhenius
plots are interpreted as the combined effect of monovacancy
and divacancy diffusion. The obtained temperature functions
of the diffusion coefficients can be described with the aid of
the modified electrostatic model of impurity diffusion when

using effective values for the charge difference between host
atom and impurity.
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the aid of the modified electrostatic model~Ref. 1! using effective charge differencesDZeff .

System DZeff

DH 1V
M

~eV!a
D85
0

~1024 m2 s21!
Q85
~eV!

D(Tm), extrap.
~10213 m2 s21!

D 1V
0

~1024 m2 s21!
Q1V
~eV!

D(0.5Tm)
~10221 m2 s21!

Cu in Cu ~expt.! 0.89 2.20 6.1 0.131 2.05 7.5
Fe in Cu~calc.! 0 0 0.91 2.20 6.4 0.139 2.05 7.9

~expt.! 1.03 2.21 6.4 ~0.10!b ~2.04!b 8.1
Cu in Cu ~calc.! 20.35 0.114 ~1.91!c ~2.35!c ~3.7!c 0.28 2.21 1.5

~expt.! ~1.93!c ~2.35!c ~3.8!c 0.74 2.25 1.5
~0.43!d ~2.22!d ~1.4!d

Ni in Cu ~calc.! 20.6 0.216 2.4 2.44 2.2 0.40 2.31 0.31
~expt.! 2.7 2.45 2.2 0.56 2.32 0.36

aDifference of the vacancy migration energies of impurity and host.
bExperimental data from Table III.
cValid for T̄/Tm50.93. Calculated values forT̄/Tm50.85 areD85

0 51.4631024 m2 s21 andQ8552.32 eV.
dExperimental data from Ref. 11.
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