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Interfacial roughness and related growth mechanisms in sputtered W/Si multilayers
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We have studied interfacial roughness in amorphous W/Si multilayers grown by rf sputtering at different
deposition parameters by cross-sectional transmission electron microscopy, x-ray reflectivity, and diffuse x-ray
scattering. The diffuse scattering intensity has been recorded in an unprecedented wide range of parallel
momentum transfer, %104 A’lsqusl A~1 giving access to the height-height self- and cross-correlation
functions on lateral length scales between a few A andni The results are compared for the different
samples and discussed in view of the deposition param¢&0463-18206)02632-X]

I. INTRODUCTION z specify the universality class of the growth process. At
constant average growth velocity the total film thickness is
Periodic multilayers of alternating high and Ia&vmate-  proportional to time, so that the cross correlatiepér) in a
rials with periodicitiesd in the nanometer range have beenmultilayer can be derived from the temporal propagation of
studied extensively in recent yedr§hey are technologically roughnes$? An important parameter of these cross-
important as soft x-ray mirrors,2 with possible applications ~correlation functions is the vertical correlation length For
in the domain of x-ray microscopy, x-ray astronomy, andlong-range interface fluctuatior®s is generally larger than
x-ray lithography, and as hard x-ray monochromators. Mordor fluctuations of small wave vectay; . The functional de-
generally, multilayers are used for optical, magnetic, ancgendence o€, (q,) can be investigated by diffuse x-ray scat-
electronic devices. The performance often depends crucialltering.
on the interfacial roughness so that the optimization of the A lot of efforts have been made in recent years to char-
growth process in this respect and the characterization of thacterize buried interfaces quantitatively by different methods
roughness has become an important task. From a theoretid x-ray scattering. Whereas the average density profile
point of view the evolution of interfacial roughness during along the interface normal can be determined from x-ray
thin film growth is an interesting nonequilibrium process thatreflectivity measurements, diffuse x-ray scattering away
has stimulated a lot of analytical and numerical work com-from the specular position can reveal information on lateral
monly known as the theory of kinetic roughenitig?! interface quantities like the correlation length and the rough-
The statistical properties of interfacial roughness inness exponent of a self-affine interface or more generally the
multilayer systems can be characterized by height-heighteight-height correlation functiorts-® However, in prac-
correlation functionsc;;(r)=(h;(r")h;(r")), where () de- tice, the determination of the correlation functions is only
notes an ensemble averadp(r) is the deviation of theth  reliable if the reciprocal space is probed over a sufficiently
interface from its average position, anet|r”—r'| is the lat-  large rang®&!® and with sufficiently high resolution. Here,
eral distance between two positionsandr”. In the case we present diffuse scattering data in an unprecedented large
i=]j correlations in one interface are describg¢self- range of parallel and normal momentum transégrandq,,
correlation function, while i#]j refers to correlations be- respectively. The data have been partly recorded with a
tween different interface®ross-correlation function Using  Si(220) analyzer crystal as has become feasible for diffuse
a fundamental scaling hypothesis the asymptotic behaviascattering at the highly brilliant undulator x-ray source of the
predicted by kinetic roughening theory is of the form new European Synchrotron Radiation Facili'SRP.X° A
cii(r)<A—Br?" for r<¢, with the constant#\, B and the typical data set covers a range aqyf between %10 “and 1
static roughness exponefit Its value is limited to the range A, giving access to the interface roughness on lateral
0<H=<1, where forH=0 the asymptotic law is to be length scales between a few A anguin. The method used
replaced by a logarithmic correlation function to measure the diffuse x-ray scattering and to evaluate the
¢ (r)=A—B In(r).>! The correlation lengtlf is a measure data is a refinement of an approach reported recéhily.
for the largest lateral interface structures and is expected tparticular, the range of reciprocal space probed has been in-
grow with time according t@et2. The values oH and of  creased considerably bothdpandg, . At the same time, the
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TABLE I. Deposition parameters for samples A—F.

Sample A B C D E F

Ar pressurg(10®mbay 3.3 53 20 5.1 5.1 5.1
Bias voltage(V) 0 0 0 0 +30 -—-30
Sputter power S{W) 500 500 500 750 750 750

Sputter power WW) 750 750 750 1000 1000 1000 Ly
‘:é 101
[ ]
resolution ing, has been improved. Furthermore, two differ- s,
ent methods of determining the self-correlation functions "§
have been employed to prove the validity of the data evalu- =
ation. But apart from methodological improvements, the aim 8 107"
of this work is to compare the interfacial roughnéselud- =
ing both the rms roughnesgsand the asymptotic behavior of &

the correlation functionsof several samples grown at differ- 102
ent parameters. This is important to confirm the significance
of a previous studi’ where the roughness of a magnetron
sputtered W/Si multilayer was found to coincide well with 1028
the Edwards-Wilkinson growth mod#!.

The interfacial roughness in six amorphous WI/Si
multilayer samples of 60 bilayers with nominal periodicities
aroundd=80 A has been studied. The samples were grown

on silicon wafers by rf-sputter deposition at different Ar — T '
pressures and different bias voltages at the substrate. Thus 00 01 02 03 04 05 06 07
change in roughness that is well known to appear at Ar pres- A-1

sures above the thermalization thresRblds well as the q, [A7]

changes associated with a bias voltage at the subStcae
be captured quantitatively. FIG. 1. Reflectivity curves of sampléa) A, (b) B, (c) C, (d) D,
The paper is organized as follows. The sample depositioﬁﬁ) E, and(f) F (circular data poingswith the corresponding simu-
is briefly described in Sec. Il along with the characterizationlated curvessolid lines.
by x-ray reflectivity and cross-sectional transmission elec-
tron microscopy(TEM). Section Il reports on the diffuse velocities, but from a random direction and with much less
x-ray scattering experiment, while the data evaluation is prekinetic energy, since they have been thermalized by colli-
sented in Secs. IV and V for the cross- and self-correlatiorsions with Ar atoms. Both effects, the distribution of inci-
functions, respectively. Finally, Sec. VI presents the discusdence angles and the average energy, affect the growth
sion and a summary of the results. mechanisnf? A high amount of kinetic energy may enhance
the diffusion length and provide activation energy for vari-
ous aggregation processes. It may also result in a resputter-
ing of atoms that are bound at energetically less favorable
growth sites. Energy can be transported by sputtered target
The multilayers were deposited by rf sputtering on com-atoms as well as by Ar neutrals that are reflected from the
mercial silicon(110) wafers with a diameter of 4 in. The target in charge exchange collisiofis.
wafers were covered by native oxide. Each sample consists The thermalization transition has been previously studied
of 60 W/Si bilayers with a nominal periodicity=80 A. The  for the systems Nb/S? Mo/Si?® and Nb/ALO;.2* In the
top layer was always silicon. Sample A was grown at a relacase of Mo/Si the authors estimate the average energy depos-
tively low Ar pressure of aboyt,,=3.5<10"3 mbar, sample ited on the substrate by incoming adatoms to be of about 150
B at po,=5.3x10"2 mbar, and sample C gqt,,=20x10 ® and 10 eV, for the Mo and Si atoms, respectively, if the Ar
mbar. The sample substrates were electrically isolated fopressure is below the thermalization value, but only 60 and 2
samples A-D, while a dc bias voltage 30 and—30 V eV, respectively, if it is above.
was applied for samples D and E, respectively. Samples D—F The six samples were first characterized by x-ray reflec-
were deposited gi, =5.1X10"2 mbar. The rf power for the tivity at a 60-kW Rigaku rotation anode machine. A(GEl)
W and Si cycles was at about 50 and 750 W, respectivelychannel-cut monochromator was used to selecKy ra-
for samples A, B, and C. For samples D, E, and F it wadiation corresponding to a divergence of abfut,=0.007°.
about 750 and 1000 W. The deposition parameters are sunbetails on the reflectivity measurements, including the cor-
marized in Table I. rection of the diffuse background with the corresponding
For sample C ap,,=20x10 2 mbar the system is above longitudinal diffuseor offset scansnd therocking scansare
the thermalization threshold, where the mean free path of theeported elsewhere.
incident target atoms becomes comparable to the distance of The reflectivity curves are presented in Fig&)11(f) as
6 cm between target and substrate. Thus the atoms impingefunction of the perpendicular momentum transfer for
no longer ballistically with a small angular distribution of the samples A—F, respectively. Also shown are simulated

II. SAMPLE DEPOSITION
AND CHARACTERIZATION
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curves(solid lineg that have been calculated by the standardpattern of peaks. The reflectivity of the first Bragg peak is
Parratt algorithift taking roughness into account according 82% with a diffuse background about twice as high as for
to Nevot and Crocé® The parameters of layer thickness, sample A. Beyond the third-order Bragg peak many more
mass density, and interface roughness are chosen in orderpeaks are observed than expected for a uniform periodicity.
obtain a reasonable agreement between the data and thedeed, this behavior can be reproduced by the simulation
model. The limited resolution due to divergence and samplassuming four multilayer stacks each of 15 bilayers with pe-
curvature has been taken into account. However, the fittingiodicities d=114, 113, 106, and 102.5 A, from the bottom
procedure is a formidable task for such a relatively highto the top with an additional Sigxap layer of 15 A thickness
number of parameters. Various alternative parameter sets ahd density 2.65 g/ctn The rms roughness was at=3 A
similar quality can be founé This drawback does not affect throughout. However, alternative simulations show that nei-
the periodicityd which can be determined with a precision ther the sequence of the four stacks nor the exact number of
of less than 1 A, but it does result in relatively high error bilayers in each stack lead to significant changes in the qual-
margins for values of the sublayer thicknekgandd,y, the ity of the fit.
electron densityg; andp,, , as well as the rms roughness; (c) The profile of sample C is strikingly different: A de-
and gy, . All of the latter parameters collectively determine cay of almost seven orders of magnitude over a range of only
the amplitude of the reflectivity Bragg peaisThe simula- 9,~4-5q, ., with q, . denoting the criticat, value of total
tions correspond tpg=2 g/cn® andp,, =16 g/cnt. The rms  external reflection followed by a broad ridge @=0.25
roughness is kept constant throughout the stack for the saklke . The latter is clearly specular but does not stem from the
of simplicity, even though it is believed that the valuef multilayer structure. The reflectivity of the first Bragg peak
increases from the bottom to the top. Thus the resultssfor is as low as 40%. The diffuse background as measured with
have to be regarded as somewhat averaged values that indin offset angle otv=0.2° was about two orders of magni-
cate the order of magnitude and can be taken to comparede below specular at the first Bragg peak, but only about a
between different samples. Systematic errors at high refledactor of 1.4 below specular at the third Bragg peak. Any
tivity anglese originate from the fact that fluctuations in the attempt to obtain a reasonable fit over the whole range has
periodicityd are not included in the simulated model. Thesefailed. The solid line corresponds to a simulatior{ @§;=43
fluctuations cause a broadening of the higher-order Bragd\, o5=13 A; dy,=37 A, ,y=16 A]x60 with a 40-A-thick
peak$® that is not captured by the simulation. However, it SiO, layer of density 2.5 g/ciand rms roughness of equally
can be evaluated independently by measuring the width of3 A on top. Despite the unsatisfactory fitting, a periodicity
the peaks. of d=80 A and an average interface roughness of about 15
The reflectivity of Bragg peaks has been evaluated byA can be deduced.
normalizing their maximum count rates to the region of total (d) The reflectivity profile of sample D shows well-
external reflection. The normalization can experimentally bormed Bragg peaks that indicate a quite homogeneous peri-
complicated mainly by two effects: sample illumination and odicity of d=88 A. The 70% reflectivity of the first Bragg
sample curvature. However, given the large sample diampeak is lower and the intensity decay is slightly larger, as
eters and a beam size of 0.3 mm, the highest valuetbiitt compared to samples A and B. The diffuse background level
was affected by a changing illumination was still well below is similar to sample B. The simulated profile corresponds to
the critical anglew,, of total external reflection. On the other [dg=37 A, 05=3 A; dy=51 A, ¢,=6 A]x60. The differ-
hand, the reflectivity profile at low anglesof large samples ence inc¢ for the two sublayers is striking, but again one
is more susceptible to curvature, which ranked betweemust be cautious as far as the significance of rms-roughness
0.008 and 0.03 m' (mean Gaussian curvatyras deter- values is concerned, since the higher Bragg peaks are too
mined by optical Michelson interferometfy.To correct for  large for the simulated curves, indicating thaj; has been
this effect, the reflectivity profile at small angles was mea-chosen too small. However, a simulation with larger values
sured with several different detector slit openings to assuréeads to a disagreement between data and model in between
that all of the reflected intensity was captured. Sample curthe first four Bragg peaks.
vature at angles well above, was increasingly irrelevant. (e) Sample E shows the highest reflectivity of about 85%
The same was true for the diffuse scattering experiment duat the first Bragg sheet and a diffuse background that is about
to the small beam size of the undulator souf@ee Sec. ). five times larger than that of sample A. The intensity decay
The following observations can be made in Fig. 1. is moderate. The third- and higher-order peaks split up into
(@) Sample A exhibits 14 pronounced Bragg peaks affour satellites. This is modeled in the simulated curve by
angles of up tog,=0.85 A", The first Bragg peak has a assuming four stacks with 15 bilayers each of different peri-
reflectivity of 84% and is clearly broadened by dynamic scat-odicitiesd=77.5, 79, 80.2, and 83.2 A. The sublayer thick-
tering. The higher orders are split up into satellites, indicatnhess values aredg;=0.74d and d\,=0.26d. The rms-
ing some structural disorder in the bilayer periodicities. Theroughness values arg;=3 A andoy,=4.5 A. Additionally,
diffuse background as measured with an offset angle o& 25-A-thick SiQ layer of density 2.2 g/cfhand 3-A rms
0=0.2° is relatively low, more than three orders belowroughness is assumed at the sample surface. Of course, de-
specular at the position of the first Bragg peak and still aboutails like the sequence of the different stacks cannot be relied
one order below specular at the 14th Bragg peak. The simwn, but the discrete fluctuations in tidevalues are signifi-
lated curve corresponds to the parametiig=68.5 A,  cantly evidenced by the simulation.
05=2.5 A; dyy,=28.5 A, 5,y=5 A]x60. (f) The reflectivity curve of sample F shows a moderate
(b) The reflectivity curve of sample B shows a relatively intensity decay with an awkward pattern of relatively small
slow intensity decay withg, and a relatively complicated peaks. The maxima cannot be attributed unambiguously to
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108 along with the longitudinal diffuse scaifflled circles with
- 1075 the proper scaling as determined from rocking scans and
2 ook monitor normalizatiorf®> The offset angle wa®=0.2°. The
> A case of sample A is typical also for samples B, D, and E,
R indicating an almost negligible contribution of diffuse scat-
S 100 tering, that decreases on averdgpart from the Bragg-like
S 10° peaks with a power in betweeq; 3 andq 2-°.2° Contrarily,
§ 102k the diffuse background in sample C is much more prominent,
£ ok and decreases with a power in betweghandq 2. It also
o F 3 exhibits the fourth and fifth Bragg-like peaks, which are cov-
100_0 0.1 0.2 03 0.4 0.5 0.6 ered by a broad intensity ridge in the specular curve. At these
, o RRARRRERS T P T higher values ofy, the diffuse intensity is dominated by the
WE S 8 1 rough W/Si interfaces, particularly in the top and center part

10° g‘
10° |

of the stack, while the specular intensity might be deter-
mined mainly by the interfaces Si/SjOSiO,/W, as well as
the first few Si/W interfaces.

The cross-sectional TEM measurements have been per-
formed after a standard sample preparation with a Philips
TEM CM 200 FEG microscope at a voltage of 200 kV with
magnifications ranging between % 20* and 8<10°. Atomic
resolution was reached as proved by the crystal lattice of the
Si substrate. For the standard technique of sample thining
and preparation we refer to Ref. 30. In the Si and W layers

q, [A‘1] no indications of crystallites were found except for very
small clusters in the Si layers of sample A. However, wide-

FIG. 2. Reflectivity curvegopen circle of samplesia) A and  angle x-ray data obtained in the geometry of grazing inci-
(b) C, with the corresponding longitudinal diffuse scaslid  dence diffraction shows the typical broad maxima of the
circles recorded at an offset angle= a— a;=0.2°. The diffuse  amorphous structure factor.
intensity is scaled with respect to the specular curve according to Here, for the sake of briefness, only two micrographs of
monitor count rate and rocking scans. The lines are a guide to theach moderate and high resolution are presented in Fig. 3 for
eye. [(a),(b)] sample E andl(c),(d)] sample C. Figure (&) covers

nearly the whole multilayer stack of sample E from the sub-
subsequent orders of Bragg peaks, indicating a strong spatigirate to the surface, while Fig(d shows the substrate and
disorder without a well-defined periodicity. Any attempt to the first bilayer in high resolution. In Fig(d a micrograph
simulate this curve without a detailed knowledge of the dif-Of the first 24 bilayers of sample C are presented, and in Fig.
ferent layer spacings must fail. Eventually, some more infor-1(d) again the corresponding micrograph of the substrate and
mation could be revealed by a Fourier inversion methodthe first bilayer. Sample E shows a well-ordered multilayer
However, for the purpose of studying the interfacial rough-stack with sharp interfaces, while for sample C lateral fluc-
ness, this sample is not appropriate and will not be analyzetyations of the interfaces are observed with a pronounced
any further. In fact, by transmission electron microscopy itcumulative roughness in the first several periods that results
can seen that sample F is composed of a series of multilayd? & columnar structure above. The network of columns sepa-
stacks with drastically different periodicities. The results ofrated by cusps resembles the results of previous publications
the reflectivity fits are summarized in Table II. on other multilayer systenfs:*' Concerning the roughness, a

To illustrate the ratio between specular and diffuse scatquantitative comparison between x-ray reflectivity and TEM
tering a|ong the Specu|ar path' the two extreme cases d$ difficult since the TEM pictures represent an interface Po-
samples A and C are presented in Figs) 2nd 2b), respec-  sition averaged along the path of the electrons. Hence lateral
tively. The specular intensitiesopen circles are shown fluctuations can still be present, even if the interfaces seem
very flat on the TEM micrographs, as is the case for all
samples except for C. Furthermore, the individual layer

TABLE Il. Parameters obtained from the fits of the reflectivity . . .
curves. Average values are given for samples with thickness fluct-hICkness cannot be deduced from the TEM micrographs if

the contrast function is not known. However, any fluctua-

(b) sampie C

Intensity (arb. units)
a
al

tuations. tions of the multilayer periodicitg can easily be detected by
Sample A B c D E E TEM, and compare well with the reflectivity result. _In this
respect, samples A and D are the best samples, with a rela-
Layer thicknesglg; (A) 68.5 785 43 37 59 tive thickness erroAd/d of =2%. These values are obtained
Layer thicknessly, (A) 285 30 37 51 21 from the high-order Bragg peaks that are slightly split on a
Bilayer thicknesgA) 97 1185 80 88 80 logarithmic scale. Samples E and B are less perfect with a
rms roughnessy; (A) 25 3 13 3 3 discrete set of deviations from the average perioditsge
rms roughnessy, (A) 5 3 16 6 45 above of +3% and*+5%, respectively, while for sample F

Reflection of first Bragg pealee) 84 82 40 70 85 50 bilayers are observed that differ cthby almost a factor of 2.
More details on the TEM results in particular concerning the
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(b)

FIG. 3. TEM micrographs df(a),(b)] sample E andl(c),(d)] sample C. The micrograplia) and(c) cover the respective multilayer stacks
over many periods starting from the substrate in moderate resolution, (bhilend (d) show the substrate and the first bilayer in high
resolution. Note the respective scale bars.

high-resolution measurements can be found in Ref. 25.  exceeded the aim afd/d=<1%. However, this did not im-
The intent to study the effect of a negative bias voltage apose a limit to the evaluation of the height-height correlation

the substrate is flawed by the poor quality of sample F, sincéunction, since(a) the lower diffuse Bragg sheets are not

it lacks a well-defined periodicity. The differences in thick- very sensitive to moderate thickness fluctuations, @ndhe

ness fluctuations between the different samples cannot kecattering depth for the diffuse scattering experiment was

attributed to the growth condition@r pressure, bias volt- typically restricted to about the ten top bilayers, see the next

age. Instead, it occurred independently as a result of an errosection.

in the feedback system of the rf power, the result of which

was made obvious by this study. In the meanwhile,_ after Il DIEEUSE SCATTERING

changing to a magnetron sputtering system, the quality and

reliability of sample deposition has been greatly improved. Diffuse (or nonspecular x-ray scattering is a suitable

For samples A, C, D, and E the thickness fluctuations alsanethod to probe roughness correlations in multilayers, since
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the diffuse intensity distribution is uniquely determined by data while keepingy; and «; constant. Thus the scattering
the correlation functions;;(r) provided no other density depth may vary throughout the scan. As a consequence, the
fluctuations are preseff.In Born approximation the corre- scattered intensity stems from a changing number of inter-
sponding structure factor is given ¥y faces and the amount of signal will vary accordingly. Fur-
thermore, the conventional scattering geometries suffer from
a small accessible range in the parallel momentum transfer
q,=(aZ+q2)"2 These deficiencies can be overcome by
measuring the diffuse scattering out of the plane of
incidence?®!” where the detector is moved around an axis
normal to the surface by an anglé @t constant;, a, and
thus constani\, i.e., the angle between the projectionskpf
whereN is the total number of interfaces; the rms rough-  andk; onto the surface is 18826, e.g., see Fig. 1 of Ref.
ness of theith interface,Ap; is the contrast in scattering 20. In this scattering geometry there is practically no upper
density, ~and L,L, the illuminated area. |imit of the g, range, hence the structure factor of the rough
d=(dx.qy,9,) =ki—K; is the scattering vector, with they  interfaces can be measured over a wide range of lateral
plane oriented parallel to the interfaces andxh#rection in  |ength scales.
the plane of incidence. The mean surface normal points However, in the out-of-plane setup the resolutiongin
along thez direction. As can be deduced from EQ), ina  (2¢) is considerably lower than in the conventional
periodic multilayer the existence of cross correlations givegjeometries’ To solve this problem we have used an asym-
rise to an intensity modulation along the perpendicular mometric S{220 analyzer crystal with the plane of diffraction
mentum transfeq, with peaks at the positions of,=n 27/ oriented perpendicular to the plane of incidence, achieving a
d, the so-called diffuséragg sheetor diffuse Bragg-like resolution in @ of about 0.0013°. The experimental setup is
peaks’ Equation(1) has to be modified if the angles of in- discussed in detail in Ref. 19. The experiment has been per-
cidence or exit; ¢ are close to the critical angle, of total  formed at the undulator beamline Troika of the ESRF in
external reflection, a condition for which refraction effects Grenoble. The beamline is located at a higlsection of the
have to be taken into account by replacing the normal mog-GeV storage ring at the ESRF and has a source size of 970
mentum transfeq, in the vacuum byqg, in the medium. um [horizontal full width at half maximun{FWHM)] and
Furthermore, in this case the Fresnel transmission functiong10 um (vertical FWHM) and a divergence of 3@rad (hori-
modify the diffuse intensity, giving rise to the so-called zontal FWHM and 17 urad (vertical FWHM), leading to a
Yoneda peaks at; ;= a,.13% beam size of about 1.8 mihorizonta) and 1.1 mm(verti-
Apart from the correlation functions;;(r) the intensity  cal) at the position of the diamonitil1) monochromator 44.2
distribution is also determined by the propagation of the in-m behind the sourc& The monochromator was operated in
cident and scattered wave field in the multilayer stack. Unde85.5° asymmetric Laue geometry, with an acceptance of
the condition that the incidence or exit angle equals a Bragg\\/A=3.6x10"° centered around=1.354 A. The beam
angle of the specular reflectivity curveq; =a, size at the sample was set by slits to about 0.08 mm in the
=arcsinfin/2d), multiple reflections at the interfaces add up vertical direction and 1 mm in the horizontal direction yield-
coherently to form standing waves of periodicityRef. 39 ing typical footprints on the sample of 4x4 mn¥?, depend-
giving rise to resonant peaks and cusps in the diffuséng on «;. Higher harmonic§diamond333) at =27 keV]
scattering®® This dynamical effect can be employed to de-were suppressed by a Si mirror between the monochromator
duce selective information on the roughness of B and  and the sample.
B/A interface, respectivel$f To account for both refraction The diffuse scattering was alternatively measured by two
effects and the dynamical propagation of the unperturbedetector arms rotating in the horizontal plaf#). On the
wave field, a more general scattering theory has been derivditst arm a goniometer with an 18° asymmetri¢220 ana-
in the framework of the distorted-wave Born lyzer crystal was installed to record data of high resolution
approximationt>'® If however, the measurements are re-close to and in the plane of inciden¢26<0.129, with an
corded withe; ;# a, multiple reflections can be neglected acceptance angle of 0.0013° on the side oriented towards the
and the diffuse scattering can be treated in the much easigample. The one-dimensional position sensitive detector
kinematic approximation of Eql), with g, replaced byq, (gas-filled proportional countgwas oriented vertically, par-
at low angles. allel to the @ rotational axis. The detector could also be
The depth sensitivity and selectivity of diffuse oon-  mounted on a second detector arm at a distance of about 70
specular x-ray scattering is determined by the scatteringcm behind the sample with an evacuated flight tube of 52 cm
depthA. If A is much smaller than the multilayer periodicity length between the detector and the collimation glypi-
d only the surface is probed, while in the opposite case theally at 2 mn). This setup was used to measure the diffuse
diffuse scattering of the topl=A/d periods is measured. intensity at higher angles#2-0.2°, where a resolution of
The experimental control of is achieved via refraction and 0.09° is sufficient. A better resolution would cause an inten-
absorption effects by an appropriate choice of the angles dfity problem due to the strong decay of the structure factor
incidencea; and exit a;, as is well known from grazing with increasingg; .
incidence diffractior’’ The conventional scattering geom-  Figure 4 shows the intensity distribution of sample A
etries used for measuring diffuse scatteriftige so-called along «; at constante;=0.7° as measured with the one-
rocking scandetector scanandoffset scapare all restricted dimensional detector in the low-resolution setup at angles of
to the plane of incidence and thus do not allow one to recor@6=0.2°, 0.3°, 0.4°, 0.5°, 0.6°, 0.7°, 0.8°, 1.0°, 1.5°, 2°, 3°,

LuL,
q;

N
S(q)= > ApiApje*(1/2)q§(tri2+zrjz)e*iqz(hifhj)
]

Xf dxf dy(qucij(r)—1)e*i(qu+ny), (1)
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much stronger decay of the diffuse intensity wigh. The
V. E scattering depth corresponding to the first Bragg sheet is
. Iv. ] A=900 A.
sB : For the sake of briefness, the corresponding data plots of
samples B—F are not displayed here. The complete data are
104L W __ compiled in Ref. 25. Samples D and E show curves similar
3 3 to sample A. Sample B exhibits satellite peaks for the Bragg
sheets of third and higher orders reflecting the relatively
large discrete thickness fluctuations, as discussed in the pre-
3 ceding section. Finally, sample F shows very broad modula-
10 tions that can hardly be identified as Bragg sheets. The
TR v amount of continuous thickness fluctuations is so large that
t : the multilayer can no longer be regarded as a periodic struc-
A ] ture. This sample will therefore not be further analyzed in the
102 B D E—— e following sections, since the data evaluation scheme relies
| on a well-defined periodicity. It consists of two parts aiming
q, [A7] at the cross- and the self-correlation functions, respectively.
For the latter, an integration of diffuse intensity over one
FIG. 4. The decay of the Bragg sheets in the range®2°, as  multilayer “Brillouin zone” 2/d is required. If remnants
measured in the low-resolution setup. From top to botiom curvegf the specular peak are present in the Brillouin zone at low
corresponding to increasing angles of=.2%, 0.3, 0.4%, 0.5°, q  they have to be cut away in the data treatment to sample
0.6%, 0.7% 0.8% 1.0% 1.5°% 2.0% 3.0°% 5.0° have been combinedy|ysjvely the diffuse scattering. In the scattering geometry
according t_o t_helr relative intensities. The orders of the Braggused, this is not a source of significant errors, siacavas
sheets are indicated by roman numberst f’;\nd the specularly.reflectgglected to lay in between the Bragg shédtS see Fig. 4.
begm by SB. 'I_'he arrows indicate positions where the exit angle The peak heights of different orders of Bragg sheets de-
fuffills the conditionsa ;= Nagagg- g . . e
pend on the individual layer thicknesses, in a similar way as
the positions of atoms in the elementary cell of a crystal
and 5°(curves from top to bottoin The different curves are determine the strength of Bragg reflections. The intensity
scaled by the correct intensity decay witld. At 2=0.2°  distribution alongg, and the increasing width of the Bragg
tails of the specularly reflected bed®B) are still observed, sheets is to be analyzed in the next section to obtain infor-
due to the relatively low resolution @20=0.09°. One can mation on the cross-correlation functions.
further observe the first Bragg she@t (nearly coinciding
with the Yoneda maximum at;= «.) and four more Bragg IV. CROSS-CORRELATION FUNCTIONS
sheetqll-V), which decay quickly with increasingf2 The . . . ) o
scattering depths\ corresponding to the Bragg sheets are In this section the_dlffuse intensity dlS_itrIbutI_Ol’l aloggat
A=930, 1150, 1260, and 1320 A, respectively. The pealfonstant 2 is considered, e.g., the intensity-versagy(
indicated by the letteW occurs ate;=0 and is probably due curves d|sp|ay_ed in Fig. 4 At large enough va!ues otk
. . . variation ofg, in the abscissa of these curves is small com-
t0 a waveguide effect. The increase in the FWHM of the ared to th Xcom onent so that the curves can be regarded
Bragg sheets with 2reflects the decline of the cross corre- P Ey P 9

lations for roughness fluctuations of smaller wavelerf§th nearly as at constany;. We will try to explain the functional
At 26=0.7° the corresponding cross-correlation length ha behavior by the simplest possible model that still captures

. ? 4 fhe essential information on the cross-correlation functions
become smaller than a bilayésingle layer or legsresulting

in a change of periodicity along, and finally a flat intensity that are to be deduced.

, o . . Let us assume thaty,o|? is small enough to expand the
profile for .2021'5 - Only the modulat'lons due to dynamlc.exponential in Eq.(1). For a self-affine surface with
effects indicated by the arrows remain. They occur at posi-

. . . c(r)=A-Br?", 0<H<1, the range of validity is given b
tions of «; equal to the first, second, and third Bragg angleﬁé <)r|2s 1H at q;=0% Correspo%dingly thg intgnsity é
of the specular reflectivity curve. z o '

nearly constant for smalty,o|? but falls off by a power law

Similar data sets in high and low resolution have beerbvith an exponent 22/H for high normal momentum
recorded for samples B—E, which will be analyzed in thetransfer?&”Accordingly, the intensity distribution can then
following two sections. For all samples, two main featuresllee described by

are observed. First, the intensity decreases continuously wit

-
o
[4,]

Intensity (arb. units)

26, corresponding to the decay of the structure fa&ar;). N

This decay reflects the in-plane correlations of the interfacial S(q)ocz ApiApjeaNi—M)g, (q),
roughness and will be analyzed in Sec. V. Second, as de- ]

scribed above for sample A, the modulations aleng i.e., 2
along g, become weaker with increasiny, i.e., the Bragg :

sheets become broader and finally vanish. Compared to the Sij :j dxf dy Qj(r)e_'(qxx+qyy)-

other samples, sample C shows a relatively strong decay of

S(q,), with modulations along, that persist to particularly Furthermore, let us assume that the self-correlation functions
high values ofq,, indicating a larger vertical correlation are the same for all interfaces probed, i.e., that the roughness
length even at small lateral length scales. It also exhibits &as become stationary. Of course, in a growth process this is
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not the case at early times, but suppose that we probe only A T om
the top ten out of 60 bilayers. Then the incrementriand & 10° | siulation: vy = 0 A, v, = 84 A
will not be so dramatic and average values should be suffi- :
cient to explain the data. Besidesqjfis large, the roughness
will be probed on small length scales where it may indeed
already have become stationary.

We now specifys;; to be of the form

sijs(ay)exp — vafhi—hj)), ©)

wheres(q;) is the Fourier transform of the self-correlation

function (or spectral power densityand v is a the so-called

relaxation coefficient, which is inversely proportional to a

g,-dependent(vertica) decay length of the cross correla- 10°F , , L

tions. Fors(q,)=1/(2vq?) Equation(2) represents the sta- 010 015 020 025 030 035 040

tionary solution of the so-called Edwards-Wilkinson a, [A 1)

equatiort>! In this simple model, a linear Langevin equa- ‘

tion is taken to model the spatial and temporal behavior of a FIG. 5. Sample A: diffuse intensity as a function @f at (a)

growing surface in the co-moving coordinate system, 26=0.2° and(b) 26=0.8° (open circley as well as the respective
simulations(solid lines.

10*

T T T T T T T T T
©o  data

(b) — = 0A vy =84A

e vy = vg= 0 A

-------- w=21Av5=0A

Intensity (arb. units)

dh(r,t)
at

=vV2h(r,0) + 7(r.1), 4 momentum transfey, on a logarithmic scale. The datapen

circles are those of the topmost curve in Fig. 4. The param-

wherez is a Gaussian white noise term taking account of theeters of the simulation are Img) =0.0011,v5=8.4 A, and
random variations in the adatom flux, andenotes the time  1,,=0 A. The simulated curve has been adjusted with a con-
or the film thickness, if a Galilei transformatior-vt with a  stant background and an open scaling parameter. It describes
constant mean growth velocity is applied. Assuming that the data points very well up ,=0.3 A™%; from there on it
the interface morphology stays in a metastable configurations systematically too high. However, this deviation is to be
the model can be applied to the case of multilayers withexpected since the approximation of small roughness was
different relaxation parameters for the individual sublayersysed without taking the intensity decay with, into
e.g., v and uy.*2 In the limit of small gradients, the deter- account” Any effort to improve this will rely on assump-
ministic part of the equation’V2h is proportional to the tions on the self-correlation function. The peak heights of the
local curvature. In the so-called Mullins equation it is re- Bragg sheets are very sensitive to the individual layer thick-
placed by»V*h,**!" leading to a corresponding change in nessdg; andd,,, analogous to the dependence of Bragg re-
the interface dynamics, i.eq,7 is replaced byg ! in Eq.(4).  flections on the positions of atoms in the elementary cell of a
Combinations of such linear terms in the equation would als@rystal. Thus a valuable check of the reflectivity results is
be possible, leading to different interface dynanfic§he  possible. In contrast, the simulation is not very sensitive to
Edwards-Wilkinson equation is the linear version of thethe individual relaxation parameters, as long as the average
more general Kardar-Parisi-Zhang equation that has an addielaxation parameter of one bilayer(dgvg+dymy)/d is
tional nonlinear term proportional 7h)** This nonlinear  the same. This is plausible, since the corresponding vertical
term can vanish intrinsically for some models. For others itcorrelation length is still much larger than the bilayer thick-
may be only relevant at asymptotically long time@s large  nessé¢, <d.
thicknessesdepending on the prefactors of the linear and the  |n Fig. 5b) the same procedure is applied to the intensity
nonlinear terms, respectively. In these cases the Edwardstistribution at 2#=0.8°. The data are again taken from the
Wilkinson equation is a good candidate to model the growthset of curves displayed in Fig. 4. Here, the periodicity of the

Equation(2) is now taken to simulate the intensity distri- g, modulation has changed to a larger value corresponding to
bution. The values oflg;, dw, vsi, ", psi» pw, and an  a smaller distance in real space. This phenomenon occurs at
absorption coefficient are the parameters that enter. Addi¢, <d, when the interfaces separated by more ttia@are no
tionally, before comparing to experimental dajahas to be  |onger correlated and the diffuse scattering does not add up
transformed intay, to account for refraction. Finally a nor- with a fixed phase relationship. However, the correlation
malization constant is employed for eagh. However, the across one sublayer may still be appreciable, so that the
number of free fit parameters is much smaller. Since thenodulation alongy, will reflect a sublayer thickness. In the
thickness values, the densities, the absorption coefficienteneral case, a superposition of modulations corresponding
and the critical angle have to coincide with the reflectivity to both sublayers will be observed, weighted by the respec-
measurements or theoretical valu@bsorption, at least tive degree of cross correlation, which is governed by both
within the limit of the error bars, only the scaling factor and the thickness and relaxation parameters. Three simulations
the two relaxation parameters are to be varied. One can advith different sets ofvg;, 1y, yet with the same average
ditionally restrict the model tag=wu, since the detail of relaxationv are plotted:vg=8.4 A, 1,=0 A (solid line),
eventual differences in the two sublayers will not becomerg=0 A, u,=21 A (dotted ling, and v=1,=6 A (dash-
evident except at very high,, see below. dotted ling. Clearly, the only model that can explain the data

A fit of the intensity distribution of sample A at?20.2°  (apart from the dynamic cusp gt=1.22 A" and the sys-
is shown in Fig. %a) (solid line) as a function of normal tematic deviation at higlg,o) is one withu,=0 and all of
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the relaxation taking place during the growth of the Si sub-width of the Bragg sheets of sample C is much smaller,

layer. This is an interesting result, since it indicates that thendicating a higher cross-correlation length. Furthermore, the
two interfaces are not identical. It implies that the Si/W in- g, dependence of the Bragg sheet width is much weaker, see
terface is rougher than the W/Si one. the FWHM of the first Bragg sheet in Fig(l§. Due to the

The fitting procedure outlined above can of course be aplimited scattering depth the width takes a constant value at
plied to any curve at arbitrarg, for the whole sample set. q;=<0.025 A, before it increases slightly to a plateau
However, this would be a very tedious and cumbersome proaround 0.04 A! and finally increases more rapidly for
cedure. Instead, the information that we are most interesteg,=0.06 A1 In this case a simple model with a uniform
in can be deduced in a much simpler way, where only the&, (q,) dependence cannot give the right answer. For
FWHM of the Bragg sheets as a functioncyfis analyzed to  ¢,=0.06 A™* a power-law fit to the FWHM as a function of
determine the dependence éf on q,. In the case of a (q yields an exponent of 1.3&olid line). In this range ab-
power-law relationship the corresponding exponent can beorption can be neglected and we have thus equadl.37,
identified with the dynamic growth exponefite.g.,z=2 for  since¢, is then simply inversely proportional to the cross-
the Edwards-Wilkinson model. Of course, the cross-correlation length.
correlation lengthé, is not the only quantity that can deter-  In Figs. 6c) and €d), the FWHM of the second Bragg
mine the width of the Bragg sheets. Even at infirjie the  sheet is shown for samples D and E, respectively, together
Bragg sheet would have a finite width due to the finite num-with the corresponding simulations. The simulation param-
ber of interfaces, absorption, extinctiihdynamical effects  eters were ata) Im(q,)=0.0016 A%, v5=4 A, u,=3 A,
are important, fluctuations of the periodicityl, or cumula-  z=2, and(b) Im(q,)=0.001 35 A%, v5=4 A, ,=3 A, and
tive roughnes$® However, the latter effects only influence
the saturation value of the FWHM at lowy; but do not
change it as a function aj, . In other words they impose a
minimum width, which can further be determined indepen- —e—sample C
dently from the width of the specular Bragg peaks. Only in ——sample A
the case of dynamical broadenirgenerally only at the “ Iiiﬂﬁﬁ?
lowest- or lower-order Bragg peaksan the FWHM of the ™~
specular curve be larger than of the corresponding diffuse
Bragg sheet.

In Fig. 6@ the FWHM of the second Bragg sheet of
sample A is shown as a function of with the estimated
error bars. The data poinfepen circleg are analyzed with a
model simulation based on an exponential cross-correlation
function with a cross-correlation length given iyeq, *.
Forz=2 this reduces to the model used above. The solid line
corresponds to the parameters 4g)(=0.0011 A, v5=9 FIG. 7. Comparison between the vertical correlation lengths
A, my=0 A, andz=2. Hence there the data are in good of samples C, A, D, and E. For sample C sputtered at high Ar
agreement with the Edwards-Wilkinson model. However, theressure the roughness is obviously much more conformal than for
error inAz=*+0.2 is quite large. In contrast to sample A, the the samples sputtered at low pressure.
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F - - - T a;=0.7°, with the intensity integrated over the second Bril-

% 10 o, . 1 louin zone 37/d<q,<5w/d (open circles In the treatment
§ 10} o * of the raw data the effects of polarization, sample illumina-
€ %o, tion, and monitor count rate have been considered. The
210"F OO% : shoulder of the curve a,=0.002 A* and the change of
E, 102k ] slope at,;=0.004 A! could not have been resolved
E + ogaion s without analyzer crystd® In the interval 5103

10°F o conecld pesk heghs o (0 3 A '<q;<5%10"* A* the diffuse intensity can be approxi-

w04l :;1122 ""-..A& ] mated by a power law as expected for a self-affine interface.

- From a numerical fit(solid line) the exponenty=1.59 is
10° e e e o obtained. It should be pointed out that the deviation of the

experimental data points from the straight line at lamge
a, A1 occurs exactly at those values gf where the modulation
along g, changes its nature from then2d periodicity to a

FIG. 8. Sample A: The intensity decay wit) as obtained by |onger one, see, e.g., in Fig. 4. As discussed in the preceding
(a) integrating the intensity over one Brillouin zone centered arou”dsection, the latter modulation corresponds to cross correla-
the second Bragg sheet as a functiorgpbn a double-logarithmic tions of the two interfaces that border tié sublayers.
scalle(filled circleQ and (p) the same decagopen circles, .shifted The relatively slow decay of the intensity wit is in
e o b . CnUast 0. St rugness exporit0,for which the
specltive exponents=1.59 and 1 56p P exponent ?; the structure fz_ictor is appromma_tely given by

' o vy=2+2H.>" For a logarithmic correlation functioo(r) =A

) _ —BIn(r) the exponenty is given by y=2—|q,0|%/2 if

z=2. Thus in both cases the data agree well with th q,012<4 2 which could explain the data far=7 A. It is
Edwards-Wilkinson model. For sample B the evaluation ofgjtficylt to say whether this value is still within the error
the FWHM was obscured by the prominent thickness flucinargin of the reflectivity result. However, a fit of the reflec-

tuations. , o _ tivity curve with o, =7 A and og;=4 A is not significantly

For compansqn, in Fig. 7 the_ cross_,-correlatlon IengthsWorse than the one shown in Figal Thus a logarithmic
¢,(r) as determined from the simulations are shown foreorelation function is in agreement with the data. Further-
samples(@ A, (b) C, (c) D, and(e) E, as a function of the  1ore the scattering depth around the second Bragg sheet is
lateral wave vectog . limited to approximately the top ten bilayers, where cumula-
tive roughness could result in a rms roughness that is larger
than the average values determined from the reflectivity
curve.

In this section the average height-height self-correlation Further evidence for a logarithmic correlation function
function of the interfacial roughness is investigated. Con-could be gathered by an investigation of the other Bragg
sider a stack of layers all of equal thicknessAs can be sheets. However, the first Bragg sheet occursygt o,
shown from Eq.(2), the self-correlation function can be where the scattering depth varies very rapidly from less
separated from the cross-correlation functions by integratinghan one bilayer to several bilayers and the integration
the diffuse intensity over one Brillouin zonkq,=2=/d in method is somewhat ill defined. Furthermore, the simple
reciprocal spac&’ By adding up the terms with indicésj Born approximation has to be replaced by distorted-wave
andj,i of the double sum, the identity;(r)=c;(r) gives  Born approximation(DWBA) in this case. For the third-,
the factor cosf,d(i—j)], using the approximation fourth-, and fifth-order Bragg sheets the integration method
exp[—iqg,(h;—h;)]=exp[—iqd(i—j)]. Due to the oscilla- leads to a decay with exponents between<Oy&1.1. As
tory behavior inq, all terms withi # j, the cross correlations expected, the decay is weaker than for the second Bragg
cancel and only the terms containing the self-correlatiorsheet. However, there are two problems to be considered.
functions are summed up. One can then treat the resultingirst, the formulay=2—|q,0|%/2 obviously cannot be cor-
expression by an effective “one-interface” theory to obtain rect for orders higher than 3, since it would predict a constant
information on an average self-correlation function within diffuse intensity profile and eventually an increase wgjftat
the scattering depth. In the following, this procedure will |q,o|?=4. Numerical simulations of a logarithmic correla-
be called thantegration methodin the case of two different tion function show that the intensity profile becomes very flat
sublayer thicknessess;#d,, the situation is more compli- at high|q,o|? with no asymptotic regime reached within a
cated, but as long as the vertical correlation length is muchange ofq,<q., whereq.=2m/a is a cutoff corresponding
larger than the bilayer thicknegs >d, the diffuse intensity to the atomic next-neighbor distanae Besides, iflq,o|=1
will again be modulated in reciprocal space with a periodic-the lengtha has to be specified explicitly in the calculation
ity of 27r/d. Only if £, =<d, as can become possible for high- of the integrand of Eq(1) to avoid a divergence at smatl
frequency fluctuations, will the pattern of intensity modula- Thus a reliable evaluation of the higher-order Bragg sheets
tion change corresponding to the sublayer thickness, a®quires further theoretical investigations on the x-ray struc-
discussed in the preceding section. In this case the integrédre factor for logarithmic correlation functions.
tion method is no longer appropriate. The second problem is connected to the validity of the

Figure §a) shows the intensity distribution of the second integration method, that becomes incorrect for highr|?,
Bragg sheet of sample A as a function @f recorded at since the decay witly, might then be significantly different

V. SELF-CORRELATION FUNCTIONS
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10k \. ' ' ] from the behavior predicted by the Edwards-Wilkinson equa-
@ o e tion. We plan to publish the analysis along with eventual
5 otk -.:000000 ] theoretical explanations of the corresponding growth mode
g . after further investigatiof®
S 107F o SampleD 4 Figure 9 shows the intensity decay wighfor the samples
B (r=1 D, B, and E, shifted vertically for clarity. The top curve
8 10°F o sampes 1 shows the decay of the intensity integrated around the second
= (r=18) Bragg sheet for sample D at=0.7°. The data points do not

10 u sampleE 3 coincide very well with a power law, but an average decay

:‘u::z’ e L corresponding toy=1 can be identified. This would be in
- ® o

. agreement with a logarithmic self-correlation function with
ay [A7] an average rms roughness=7 A and a value ofé=2m/
_ ~0.004 A1=1600 A.

FIG. 9. Samples D, B, and E: The decay of the intensity inte- e cyrve in the middle represents the integrated intensity
grated over one Brillouin zone centered around the second Braggs tne second Bragg sheet of sample B. The intensity has
s_,heet as a function af, on a dpuble-logarithmi_c scale. The solid been recorded at,=0.95°. An exponent ofy=1.8+0.1 is
lines represent the corresponding power-law fits. determined from a least-squares fit. This is in agreement with

a logarithmic self-correlation function, if the average rms

at the upper and the lower border of the Brillouin zone, re- g A . 4
spectively. The corresponding error depends on the width Orroughness is in the range =<7 A, which is possible,

the Bragg sheéf To test the approximation in the case of especially since a cumulative roughness can lead to higher

the second Bragg sheet, an alternative method is used. T lues at the top than the 3—4Ade_termined from reflectivity.
peak intensity of the second Bragg sheet is taken for eac e correlation length can be estimated to 4e2m/0.007

71~ . . _
value ofq, and divided by the function describing the inten- f 6190%/&. TBhe exp(?]nertns ob_talnz_)ed fré)m_tg?sh'rd and the
sity distribution along g, at corresponding values of ourth-order bragg sheet arg=1.5 andy=0.65, respec-

(21 ~2\05 Thi : tively, with the restrictions as discussed above.
q,=(ax+dy) > This function takes account of the chang- ) . . .
ing peak height due to the cross correlations independent %I Flnall¥,tr:he Iowezt CL(erveBshows rt]hetlntfegratec:l |r'1EtenS|ty
any decay wittg, . Thus once this function is known, i.e., by ecay of the secoon -order bragg sheet ol sample &, as re-
the fitting shown in Figs. &) and 5b), it only has to be corded ato; =0.85°. The data are descrlgfd well byzplower

! — —+ 1 -

factored out from the measured decay to obtain the averagl W OrLirz 2'150'% in rt]rr:e ranfg:es %\OO? §tqh”s.0.1 I.
decay withq, that can be interpreted by a one-interface SSuming a rms roughness o a logarithmic correfa-

theory, i.e., the structure factor of the average interface. Thion function Wogld yleldyzl.s_)._SmaIIer values of are not
result is shown in Fig. ®): a power-law decay over a range Ih agreement with the reflectivity curve. Thus there is more

0.004 A‘lsq <0.4 A1 with an exponenty=1.56+0.05 evidence for a roughness exponerstld=<0.1, which is still
tHat is well iHn a(jreement with the integrgtion. metﬁcﬂ very close to logarithmic behavior. The correlation length

; -1
—1.59. The advantage is that in this case the data points 42" P€ estimated to bg=27/0.004 A"'=1600 A,

high g, are also described correctly. However, an accurate

description of the inte_nsity distribution as a functiongyfis VI. SUMMARY AND DISCUSSION

necessary to apply this procedure.

The correlation length can be estimated from the onset of In summary, six W/Si multilayers deposited by rf sputter-
the power-law decay to b&=27/0.004 A1=1500 A. The ing at different Ar pressures and bias voltages have been
increase of the curve af;=0.001 A lis not understood in investigated by x-ray reflectivity, transmission electron mi-
the model of a logarithmic correlation function. It is presentcroscopy, and diffuse x-ray scattering. Reflectivity and TEM
in all curves that extend to the corresponding low range ohave revealed significant fluctuations of the bilayer periodic-
g,. Of course, it cannot be observed at the higher-ordeity (Ad=10%) in two samples. Independent of the growth
Bragg sheets where even &{=0 A~! the component conditions they can be attributed to a deficiency in the feed-
0yx=27/\ (cosa;—cosa;) is too large. Furthermore, this back control of the rf power. X-ray reflectivity has further
feature is also observed for samples B and D, proving théeen used to determine the density, roughness, and thickness
existence of a roughness component on lateral length scale$ the sublayers. However, due to the large number of pa-
of r=5000 A that must not necessarily be self-affine nor berameters in the fitting procedure and the corresponding un-
due to the multilayer growth. Instead, it could stem from thecertainty in finding the proper minimum, rather large errors
substrate, since the Edwards-Wilkinson model predicts dor these values are estimated.
cross-correlation lengtlf, well above the total multilayer The diffuse x-ray scattering intensity has been mapped in
thickness for these length scales, see curve, Fig. 7. reciprocal space in a large range of parallel and perpendicu-

The behavior of sample C grown at high Ar pressure isar momentum transfer, which becomes possible in the scat-
significantly different. The onset of the power-law decay oc-tering geometry of grazing incidence diffraction. Further-
curs atq;=0.05 A1 indicating a relatively low correlation more, this technique allows one to keep the scattering depth
length of about=150 A in agreement with the TEM micro- and hence the number of interfaces probed constant. Infor-
graph in Fig. 8b). Besides, the intensity decay witfy is  mation on the height-height self-correlation functions of the
much stronger, about four orders of magnitude of diffuseinterfaces was determined from the intensity distribution
intensity in the range) <1 A~L. The decay can be associ- along the parallel momentum transfey, after integration
ated with an exponerii =0.7, and thus differs significantly alongq, over one Brioullin zone 2/d. All samples depos-
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ited at Ar sputter gas pressures below the thermalizatiocally less favorable growth sites, the Laplace term in the
value(A, B, D, E) have shown a very slow power-law decay Edwards-Wilkinson equatiofEq. (4)] can be explained at

of the structure factor withy, corresponding to exponents low Ar pressure where the kinetic energy of the impinging

between 1 and 2. This behavior is in contrast to self-affingdttoms is roughly between 10 and 100 eV. This relaxational
interfaces with a static roughness exponestHd<1, but term must vanish if the kinetic energy of adatoms has been
can be explained by a logarithmic self-correlation function,thermalized and desorption has become impossible.

similar to capillary waves. The correlation lengths for these In summary, the following SO_meWhat simplifie_d picture
samples are relatively largé=1000 A. evolves for the amorphous W/Si multilayers studied here: a

Within the experimental errors, the cross-correlationS@mple thatis well suited for practical application is usually
length¢, for the samples grown at low Ar pressure decay a ne which exhibits smooth interfaces with little roughness.
qr . Béth findings, the logarithmic self-correlation and the h terms of he_lght-helght corr_elatlpn functions th_ese sam_ples
q::fz dependence (Sf the cross correlations are in agreeme e characterized by a logarithmic self-correlation function.

with the Edwards-Wilkinson modéf;**where the relaxation heilshlts d|2\t/li1£¥)ely(::)9r1=v<l?lf(:lrg?,_ ;,Er:,c)(;g ;gf;zcca}srt)a Itsh erglean
mechanism is induced by the local interface curvature. Al- % [ onl :g I : ther th ¢ Ip .
ternative models could only explain the data if they predicteaoOr lona .?r?y Ooc Q(H) Ira tr?r | gn a strong power- l"’“;v |r:-
the same or similar self-correlations and cross correlations' 25€ W! g(T) r-. In the lafter case even a relatively
By this we mean that the data could also be in agreemerﬁmalII correlation lengthé' may yield a considerable rms

with a correlation function that falls off even weaker than ar_oughness, €.9., fad >0.5, while for the _samples with Ioga.-
logarithmic correlation function, see Sec. V. Correspond-mhm'c behavior a much longer correlation length along with

ingly, the dynamic exponert could also be slightly larger a smaller rms roughness is observed. The cross correlations
than’2 see Sec. IV. However, any model with self-similarr€flect the efficiency of the relaxation mechanism that is ac-
roughn'ess oH larger than 0.1 i’s completely out of scope. tive during growth. For the better samples this relaxation or

The sample sputtered above the thermalization Valugm_oot_hening is goyerned by the local interfgce _curvature,
shows a completely different behavior. On the TEM micro-Wh”e.In t.he opposite case no such mechanism is present,
graph a columnar structure is observed. The rms roughnessri sulting in a very conformal roughness even for fluctuations
higher than in the other samples by a factor of 2 to 3. Here? small lateral length scales.
the correlation length is relatively small and the power-law
decay at highg, is much stronger. At the same time, the
Bragg sheets persist to much highgr, indicating strong This work was supported by the Bundesministerium fu
cross correlations even on small lateral length scales. Theseorschung und Technologie under Contract No.
findings indicate a completely different scaling behavior andd55WMAXI5. The excellent research conditions provided by
hence growth mechanism than the Edwards-Wilkinson typeESRF scientists, in particular by G. Gl and J. LeGrand at
The main physical differences between the low and the highhe Troika beamline, are acknowledged. We further thank
Ar regimes are the distribution of incidence angles of theCh. Lamers, H. Gleyzolle, D. Abernathy, and Z. Kovats for
adatoms and their kinetic energy. Postulating a resputteringelp with the experiment, and are indebted to M. Kardar and
mechanism that leads to desorption of adatoms on energetid. Spohn for helpful discussions.
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