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We have calculatedab initio the direct interband electric dipole transitions of the carbides, nitrides, and
oxides of Ti, Zr, and Hf in the rocksalt structure using the full-potential linear muffin-tin orbital method. The
dipole matrix elements are calculated explicitly. Our results are in extraordinarily good agreement with ex-
periment. The optical spectra are analyzed and we explain the origin of the different structures in the spectra
in terms of the calculated electronic structure. We also discuss the trends in the optical properties as the metal
and nonmetal atom types are changed and how these trends relate to general concepts such as band filling,
nuclear charge, and bandwidth.@S0163-1829~96!09927-4#

I. INTRODUCTION

The optical properties of a material have in general not
been considered as a very useful tool for studying the elec-
tronic structure. The complication arises because dispersive
energy bands are involved in both the initial and final states.
The intricate dispersive behavior of the electron states makes
it a formidable task to analyze the optical spectra and extract
information about the underlying band structure. One way to
get around this problem is to increase the energy of the pho-
tons and excite a core level. The interpretation of such ex-
periments is easier since the process involves one dispersion-
free state. However, in this process the core hole created
distorts the original band structure, giving rise to features in
the spectra that do not originate from the ground-state band
structure. If the optical spectra could be calculated with suf-
ficient accuracy, the possibility opens up of a detailed inves-
tigation of the electronic structure using low-energy photons.
The lower the energy of the experimental probe, the less the
system studied will be disturbed and the chance increases
that we are actually looking at an electronic structure very
close to the ground state.

Density functional theory states that the electronic ground
state is a unique functional of the charge density.1 The theory
does not, however, say much about individual eigenvalues.
In addition, the unoccupied eigenvalues above the Fermi en-
ergy do not contribute to the charge density. These eigenval-
ues are therefore completely absent in the functional. When
calculating optical propertiesab initio one identifies the cal-
culated Kohn-Sham eigenvalues with quasiparticle excita-
tions. If this approach can be proven to be successful for a

wide range of systems, there is a clear indication that density
functional theory has wider implications than the original
theorems state. It would be highly desireable to have this
extended validity on solid theoretical ground.

In this paper, we demonstrate that optical properties can
indeed be calculated with high precision and thus be very
useful for confirming or discarding a theoretical ground-state
band structure. As an example, we have chosen the rocksalt
structured carbides, nitrides, and oxides of titanium, zirco-
nium, and hafnium. In addition, we discuss how the optical
properties depend on band filling, anion~C, N, and O!
atomic core charge, and cation~Ti, Zr, Hf! d-band width in
an attempt to create a better understanding of which general
features the electronic structure should exhibit for the mate-
rial to have certain optical properties. There are several very
recent publications, theoretical as well as experimental, de-
voted to the physical properties of especially the titanium
compounds.2–4 The main reason for the interest seems to be
that these compounds constitute technologically important
materials with a quite interesting electronic structure.

The carbides and nitrides of the transition metals, crystal-
lizing in the rocksalt structure, are known as refractory metal
compounds. The name stems from their high binding ener-
gies, resulting in high melting points and extreme hardness.
In general, such properties are typical of materials that are
covalently bonded. In addition to being very hard, the refrac-
tory metal compounds of Ti, Zr, and Hf exhibit metallic
conductivities and optical properties comparable to those of
the pure transition metals.5 The crystal structure is, on the
other hand, typical for ionic crystals. TiC is widely used in
hard cutting tools and the nitrides exhibit solar selectivity.6
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So far, to our knowledge there has been no calculation of
the optical properties of these compounds that includes the
full transition matrix elements. The calculation of optical
properties requires, apart from the Kohn-Sham eigenvalues,
the explicit use of the wave functions, which therefore
should be described as accurately as possible. In the calcu-
lational method used here, we have gone beyond a minimal
basis set using a so-called double basis~see below! and in
addition no shape approximation of the potential is used.

Electronic band structure calculations of especially the ti-
tanium compounds have been performed by several
authors.2,4,7–10Eibler, Dorrer, and Neckel,11 have calculated
the joint density of states for TiN and ZrN. In their calcula-
tion of the imaginary part of the dielectric function for the
same compounds, they used an approximation for the transi-
tion matrix elements that does not take the radial part of the
wave functions into account. A number of measurements of
the optical properties of the nitrides have been
performed.12–16 Lynch et al.17 have made measurements of
the optical properties on substoichiometric TiC. Very re-
cently, Gokhale, Barman, and Sarma3 performed a system-
atic, experimental study of how the optical properties of TiO
depend on the oxygen content.

II. DETAILS OF CALCULATIONS

A. Electronic structure

We have calculated the electronic structures self-
consistently using the full-potential linear muffin-tin orbital
~FP LMTO! method.18 The calculations are based on the
local density approximation to density functional theory,
with the exchange-correlation potential parametrized accord-
ing to Hedin and Lundqvist.19 The full-potential method im-
plies that the wave function, electron density, and potential
are calculated without any geometrical approximation. Con-
sider a general Bravais lattice with a basis consisting of at-
oms centered at positionss, in the primitive cell. The effec-
tive one-electron wave function can then be expressed as

C~k,r !5(
as

cas(
T

eik–Txa~r2T2s!, ~1!

wherek is the crystal momentum andr the position in real
space. The basis functions used here,xa(r2T2s), are called
linearized muffin-tin orbitals~LMTO’s!.20,21 The inner sum
in Eq. ~1! is over all Bravais lattice vectorsT. The index
a5(nlmk) is short for the quantum numbers and tail ener-
giesk2 involved.20,21 The LMTO’s are continuous and dif-
ferentiable at the boundaries of the spheres centered at the
atomic sites. In our implementation it is important that these
spheres do not overlap. The ground-state energy eigenvalues
and eigenfunctions are found by using the Rayleigh-Ritz
variation method, which determines the expansion coeffi-
cientscas that give the lowest possible total energy. From
this effective one-electron wave function, the density is cal-
culated and a potential is constructed using Poisson’s equa-
tion and the local approximation of the density functional.
This potential is in turn used as input in the next iteration
until self-consistency is reached.

The relative sizes of the muffin-tin radii are chosen as 3 to
2, with the larger sphere for the metal atom, implying that

the muffin-tin spheres occupy 57% of the unit cell. All cal-
culations are done at the experimental volume of the com-
pound in question.22 For the metal atoms,s, p, d, and f
basis functions are used and for the nonmetals, p, andd.
The inclusion of the very high lying metalf and nonmetal
d states improve the accuracy of the calculated optical spec-
tra, but are superfluous in a ground-state band-structure cal-
culation. A double basis set is used, i.e., two basis functions
with the same quantum numbers connect to LMTO’s with
different tail energies. In an attempt to further improve on
the quality of the calculated wave functions, we also make
use of semicorep and s states for the metal atoms. These
low-lying states are calculated using tail energies consider-
ably lower than for the valence wave functions. However,
they are allowed to hybridize fully with the valence states.
The sampling of the irreducible wedge of the Brioullin zone
~IBZ, in this case 1/48 of the full BZ! is done using the
specialk-point method.23 In order to speed up the conver-
gence of thek-point sampling, each eigenvalue is smeared
with a Gaussian function of width 20 mRy. The ground-state
electronic structure is calculated using 84k points in the
IBZ. In order to obtain convergence in the optical spectra,
364k points in the IBZ are required. Of these, several are of
high symmetry.

B. Optical properties

The optical properties of matter can be described by the
complex transverse dielectric functione(q,v) whereq is the
momentum transfer in the photon-electron interaction and
v is the energy transfer. At low energies one can setq50,
and we arrive at the electric dipole approximation, which is
assumed throughout this paper.

The crystal structure under consideration has cubic sym-
metry and for this special casee(v) degenerates into a sca-
lar. The real and imaginary parts ofe(v) are often referred
to ase1 ande2 , respectively.

In metals, there are two contributions toe(v): intraband
and interband transitions. The interband transitions can be
further split into direct and indirect transitions. Both the in-
traband transitions and the indirect interband transitions must
involve a third particle~e.g., a phonon! in addition to the
electron and photon in order to account for the momentum
transfer. These transitions are thus three-particle interactions,
which considerably complicates a calculation from first prin-
ciples. However, the intraband part of the dielectric function
can be approximately modeled using the Drude formula:24

e intra~v!512
vp
2

v~v1 i /t!
, ~2!

wherevp is the free electron plasma frequency andt is the
relaxation time. These intraband transitions dominate at low
energies and we will include them when comparing our re-
sults with experimental data. The indirect interband transi-
tions are, at the current state of theoretical developement, not
possible to calculate explicitly. However, we can expect
them to add a rather smooth background to the spectra.25

The direct interband contribution to the imaginary part of
the dielectric function,e2

inter, is calculated by summing all
possible transitions from occupied to unoccupied states, tak-
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ing the appropriate transition matrix element into account.26

The real parte1
inter is then determined frome2

inter by imposing
the condition of causality.27

Finally, the complex optical conductivitys(v) is calcu-
lated using

s~v!52
iv

4p
e~v!. ~3!

Using this definition,28 the real part of the optical conductiv-
ity is essentially the imaginary part of the dielectric function
scaled with the transition energy. In accordance with the no-
tation for e(v), the real part of the optical conductivity will
be calleds1 in the following.

III. RESULTS AND ANALYSIS

A. Electronic structure

Figure 1 shows the partials-, p-, andd-state densities for
the zirconium compounds. The corresponding state densities
for the titanium compounds are very similar, except that the
d-band width is smaller. The state densities for the hafnium

compounds are extremely similar to the zirconium com-
pounds. As we shall see, this similarity between the zirco-
nium and hafnium compounds is reflected in the optical
properties. Our state densities agree excellently with previ-
ous calculations,2,4,7–10especially for those without shape ap-
proximation of the potential.

The narrow structure centered at about210 eV for ZrC is
dominated by the energetically low-lying C 2s states and
will therefore be called the 2s peak in the following. For ZrN
and ZrO, the corresponding peaks are found around215 and
222 eV, respectively. The decrease in energy of the 2s peak
as the anion is changed from C to N to O reflects the in-
creased nuclear charge, which results in contracted orbitals
and lower-lying energy levels, but it is also an effect of band
filling since all energies are relative to the Fermi energy.

In a simple view of the electronic structure, the metald
orbitals ofeg symmetry hybridize strongly with thep states
of the nonmetal.29,30 The double-peaked structure found be-
tween26 eV and the Fermi energy for the carbides, a feature
we loosely refer to as the 2p band, originates from the non-
metal 2p orbitals hybridizing with the metald orbitals, as
suggested. This hybridization is strongest for the carbides,
weakening as the anion is changed, thus leading to a signifi-
cantly smaller amount ofd admixture in this structure for the
oxides. This is clearly seen in the state density curves in Fig.
1 since for ZrC the 2p band is composed of an almost equal
amount of 2p andd states, whereas for ZrO the 2p band is
clearly dominated by thep orbitals. Further, thed contribu-
tion in the 2p band is of botheg and t2g symmetry with the
eg part dominating.

31 The corresponding 2p bands are found
in the state densities for the nitrides between28 and23 eV
and for the oxides between211 and27 eV. One recognizes
the trend of decreasing energy from the discussion of the
2s peaks and the reasons for it should be the same as in that
case. From the state density plots it is also apparent that the
2p peak narrows with increasing atomic number of the an-
ion. This effect is due to core contraction.

The next structure encountered in the state densities as the
energy is increased, has mostlyd character originating from
the metal, and is consequently called thed band. It is com-
pletely dominated by states witht2g symmetry although
there is an inmixing ofs and p states.31 This inmixing is
crucial for the optical spectra. Since the width and center of
mass of thed band increases with the main quantum number,
n, due to orthogonality to the core states, we expect this
structure to smear out and move upwards away from the
Fermi energy as the metal is changed from Ti to Zr to Hf.
This is indeed the case as can be seen from Fig 1. Also, the
distance between the center of the 2p structure and thed
band increases with the metal atomic number, which is en-
tirely reasonable since the energy of annd orbital with a
high n quantum number must lie higher in energy with re-
spect to an absolute level~e.g., the 2p orbital of C! com-
pared to annd orbital with a lowern.

The increased difference in energy between the 2p and
thend orbitals causes the hybridization to decrease when the
nonmetal is changed from C to O. In the oxides the energy
difference between the 2p and thend orbitals is in fact so
large that the intrinsic gap between thep and d bands re-
mains in the solid.

FIG. 1. Partial state densities for the zirconium compounds. The
dashed, solid, and dotted curves are the partials-, p-, andd-state
densities, respectively. The Fermi energy is at zero. In the text,
three main structures in the state densities are discussed. These are
called the 2s peak, the 2p band, and thed band, respectively. The
2s peak is situated around210 eV for the carbides, moving down
to 222 eV for the oxides. The 2p band has a width of about 5 eV
and extends up to the Fermi energy for the carbides whereas for the
oxides it sits approximately 5 eV lower down. Finally, thed band is
the wide structure above the broad minimum in the state density.
For the carbides this structure is situated entirely above the Fermi
energy. A decrease ind admixture in the 2p band is seen as the
anion is changed from carbon to oxygen.
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B. Optical properties

1. Comparison with experiment

In Fig. 2 the calculated real part of the optical conductiv-
ity for TiC is compared with experimental results obtained
through measurements of the near normal reflectance. The
spectrum contains a lot of structure and the agreement be-
tween our calculation and the measured spectrum is truly
excellent. The positions of the local maxima and minima of
the experimental curve are extremely well reproduced in the
calculation, as are their relative amplitudes. The reasons for
this are the very accurately described ground-state band
structure and the explicit inclusion of the transition matrix
elements. A calculation of the joint density of states, where
the dipole matrix elements are all set to the same value, does
not produce the correct relative peak intensities. The peak at
13 eV is due to carbons→p andp→d transitions whereas
the structure at 17 eV is dominated by carbonp→d transi-
tions. Peaks at lower energies are discussed in more detail in
the next section.

The same comparison is made for TiO in Fig. 3. Here, the
experimental spectra are based on measurements of the elec-
tron energy loss. This spectrum has much less structure than
the one for TiC. Again, the peaks are very well reproduced
except the small bump around 2.5 eV~4 eV! for TiO1.03
~TiO0.81). Gokhale, Barman, and Sarma

3 attribute this bump
to a plasmon loss, i.e., a longitudinal collective excitation of
the electrons that cannot be activated using a transverse elec-
tric field. Our calculations show that the peak around 10 eV
is due to Op→Ti d transitions, whereas the structure around
20 eV consists mostly of transitions fromp to d states,
where both thep and d states originate from the energy
levels in oxygen. Transitions from the low-lying oxygens
bands to thep states just above the Fermi energy give a
smaller contribution to this peak. We can thus confirm the

interpretation made by Gokhale, Barman, and Sarma.3

Despite the generally very good agreement between the
experimental and calculated conductivity spectra, some dis-
crepancies do exist. The indirect interband transitions are not
taken into account in the calculation and these can in part
explain the tendency of the calculated spectra to decrease
more rapidly towards higher energies than the experimental
ones.25 We observe that our calculation for stoichiometric
TiO agrees better with the experimental spectrum of
TiO0.81 than it does with the spectrum of TiO1.03. The sto-
ichiometry quoted by Gokhale, Barman, and Sarma3 was de-
termined by measuring the increase in the weight of the
samples on oxidation to TiO2 . Therefore, the numbers 0.81
and 1.03 only refer to the mean oxygen content of the
samples and it may very well be the case that the surface of
TiO0.81 is closer to being stoichiometric than the surface of
the TiO1.03 sample. This offers an explanation as to why our
calculation agrees better with the TiO0.81 spectrum since the
experimental method used~electron energy loss! is surface
sensitive.

The position of the calculated 10-eV peak in the TiO
spectrum is about 1 eV lower than in the experimental spec-
tra. However, in the experiment by Wall, Ribarsky, and
Stevenson,32 the corresponding feature shows up slightlybe-
low 10 eV. The internal discrepancy between experiments is
thus of the same order of magnitude as the difference be-
tween our calculation and any of these experiments.

Figure 4 shows measured and calculated reflectivities for
TiN, ZrN, and HfN. The typical dip in the visible~for TiN!
or UV ~ZrN and HfN! region is excellently reproduced.
However, the exact position of the dip is sensitive to one of
the Drude parameters, as will be discussed in detail below.
The minima in the reflectivity curves fall at 0.42mm for
TiN, 0.35mm for ZrN, and 0.27mm for HfN. The value of

FIG. 2. Calculated optical conductivity of TiC compared with
experiment. The solid curve is the experimental optical conductivity
for TiC0.90 calculated from reflectivity data~Ref. 17!. The dashed
curve is the present calculation. It has been broadened with a
Gaussian distribution, whose width was taken to be 1/15 of the
transition energy. A Drude term is included withvp5 10 eV and
t5 0.3 eV21. Its effect is to lift up the low-energy part of the
spectrum. The relative amplitudes of the experimental and calcu-
lated spectra have been adjusted so that the maxima of the mea-
sured and calculated curves are the same.

FIG. 3. Calculated optical conductivity of TiO compared with
experiment. The solid and dotted curves are the experimental opti-
cal conductivities of TiO for two different stoichiometries calcu-
lated from electron energy loss spectra.3 The dashed curve is the
present calculation. It has been broadened with a Gaussian distribu-
tion, whose width was taken to be 1/7 of the transition energy plus
a constant term in order to account for broadening due to randomly
distributed vacancies. A Drude term is included withvp5 5 eV and
t51 eV21. Its effect is to lift up the low-energy part of the spec-
trum. The relative amplitudes of the experimental and calculated
spectra have been adjusted so that the maxima of the measured and
calculated curves are the same.

1676 54ANNA DELIN et al.



the reflectivity at the minimum is seen to be around 20% for
TiN and approximately 10% for the other two compounds.
The behavior of the reflectivities, with a high reflectivity in
the infrared, and transparency for shorter wavelenghts, make
the nitrides very promising for solar control applications.6

The low reflectance in the region of blue light for TiN cre-
ates the well-known goldlike color, so typical for this com-

pound. Both ZrN and HfN have a more constant reflectance
in the visible region (;0.4–0.8mm! and are consequently
more silverlike.

From an experimental point of view, all the compounds
considered in this paper are rather vacancy rich. For the car-
bides and nitrides, the vacancies are almost entirely situated
on the anion sites. In the oxides the vacancies are equally
distributed among both the metal and nonmetal sites. As a
matter of fact, the experimental curve in Fig. 2 is for stoichi-
ometry TiC0.9 whereas the calculation is for the stoichio-
metric compound. The vacancies, if randomly distributed,
will smear out sharp peaks and thus contribute to the broad-
ening. They may also give rise to additional structures in the
spectra. This is even more true for the TiO spectrum in Fig.
3. Although the excess number of oxygen atoms is small in
the experimental sample, the number of vacant sites in the
crystal is not.

2. Analysis ofs1
inter

„v…

We now turn to an analysis of the origin of the different
structures ins1

inter. This quantity is plotted for all nine com-
pounds in Fig. 5 in the range 0–10 eV. In the corresponding
spectra fore2

inter, the relative amplitudes of the low-energy
structures will increase becausee2 goes ass1 /v. In the
s1
inter spectra, the energy dependence is thus partly scaled

away, and it is revealed how the optical properties depend on
the l characters of the bands involved. The nonmetall states
induce l states in the metal sphere and the metall 8 states
induce l 8 states in the nonmetal sphere. The direct dipole
transitions take place between these induced states, most no-
tably betweenp andd, and betweens andp.

FIG. 4. Calculated and measured~Refs. 12–14! reflectivity
spectra for the nitrides. The solid curves are measured reflectivities;
the dashed curves are our calculated reflectivities. Note the different
scale for ZrN. Drude parameters used were as follows: TiN,vp5 9
eV andt5 2.0 eV21; ZrN, vp5 10 eV andt5 2.0 eV21; HfN,
vp5 12 eV andt5 1.0 eV21.

FIG. 5. Calculated real part of the optical conductivity. No
broadening is applied. The solid curves are nitrides, the dotted car-
bides, and the dashed oxides.
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Sinces1
inter(v) is a consequence of interband transitions,

in order to analyze the details of the various peaks observed,
it is of interest to investigate in detail the calculated energy
band structure. For this reason we show in Figs. 6, 7, 8, and
9 the band structures for the zirconium compounds and also
for TiN, since there are significant differences between ZrN
and TiN.

There are in principle three main types of structures in the
band structures that give rise to different features in the op-
tical spectra:~a! close parallel bands crossing the Fermi
level, ~b! bands that are parallel in a significant part of the
Brioullin zone, and~c! bands that are degenerate or close at
one point and then separate from each other. The first type
gives rise to bumps of interband transitions at low energies,
the second type gives rise to peaks at higher energies, and the
third type gives rise to an almost constant amount of inter-
band transitions with a distinct onset energy. The termbands
will be used here throughout although it would be more ap-
propriate to discuss in terms ofeigenvalue surfacesin recip-
rocal space. An eigenvalue at a generalk point will have
character from all angular momenta. At some high symmetry
points, such as theX point, for instance, symmetry prohibits
the mixing of even and odd angular momenta.

Starting with the carbides, we see that the real part of
s inter in Fig. 5 is non-negligible already at energies as low as
0.5 eV. Thus, there is no free-electron-like region. The main
contribution tos1

inter at very low energies comes from the
two bands that are degenerate atX with an energy slightly
larger than the Fermi energy.~For HfC they meet at an en-
ergy slightly lower than the Fermi energy.! The lower of
these bands in the@UX# and@XW# directions belongs to the
group of p bands, and itsp character increases with the
distance fromX, whereas the higher of the two bands has
mostlyd character. The result is that the interband transitions
start at a couple of tenths of eV for the carbides. As the
bands move away fromX, their energy separation diverges.
Thus, this is a typical type~c! structure, which creates no
sharp peaks but a flat constant contribution in the spectrum
for s1

inter, which our explicit calculation of the individual
contributions also shows. When the transition energy in-
creases, more type~c! structures start to contribute. This cre-
ates the steady increase ofs1

inter, which is a general feature
of all spectra in Fig. 5. At about 5.2 eV for TiC, 6.5 eV for
ZrC, and 7.2 eV for HfC, there is a semisharp peak. This is
the maximum peak in the broadened spectrum in Fig. 2. In
the region of@UXW# in the band structure for the carbides,
there are two parallel bands with the corresponding energy
difference. The lower of these bands is the same band as the
one giving rise to the low-energy transitions. The sharp peak
at about 6.9 eV for TiC and 7.9 eV for ZrC is also clearly
visible in the experimental spectrum for TiC~Fig. 2!. It
originates from transitions between two very flat bands that
are parallel in the near surface region of the Brioullin zone.
The lower of these bands is situated around22.5 eV below
the Fermi level and the higher around 5.5 eV. Both bands are
visible as sharp peaks in the state density for ZrC; see Fig. 1.
As the metal is changed from Ti to Hf the dispersion of the
higher band increases, and this peak becomes smeared out
and less pronounced, as seen in the spectrum for HfC.

The nitrides, in contrast to the carbides, have very little
interband transitions at low energies and can be considered
to be free-electron-like in that region. The small bump in the
TiN spectrum at about 0.5 eV is due to the close and almost
parallel bands that cross the Fermi level in@GL#; see Fig. 7.
For TiN, these two bands are clearly separated and parallel

FIG. 7. Band structure for TiN along the different symmetry
lines of the Brillouin zone. Energy is in eV and the Fermi level is at
zero.

FIG. 8. Band structure for ZrN along the different symmetry
lines of the Brillouin zone. Energy is in eV and the Fermi level is at
zero.

FIG. 6. Band structure for ZrC along the different symmetry
lines of the Brillouin zone. Energy is in eV and the Fermi level is at
zero.
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near the Fermi level, in contrast to the situation for ZrN~Fig.
8!. The corresponding but much smaller bump in the HfN
spectrum has the same origin. These two bands ared domi-
nated, as are all bands close to the Fermi level in the nitrides.
This means that even if the bands are parallel, the amplitude
of the transitions will not be high. The group of three bands
centered around25 eV are mostly ofp character and when
they become engaged in the transitions,s1

inter starts to in-
crease rapidly. For all three nitrides, we see a slow onset of
interband transitions, first visible only as tails in the spectra
in Fig. 5. The tails are due to several structures centered
around the Fermi level. The amplitude of the transitions is
small because of the lowp mixing in these bands. At 2.7 eV
for TiN, 4.2 eV for ZrN, and 4.9 eV for HfN, the slope starts
to increase more rapidly. This is because thep bands men-
tioned earlier become involved in the transitions. The mini-
mum energy differences between these bands and an unoc-
cupied band is atG and match exactly the energies quoted.
At higher energies the main part of the transitions are still
p→d but, as is apparent from Fig. 1,p→s transitions give a
contribution since there is some inmixing ofs states in the
d peak above the Fermi level. In the nitride spectra we see
the same sharp peaks as in the carbide spectra, although they
are less pronounced compared to the carbides. As expected,
the same bands are involved as in the carbides. The peaks are
situated at higher energies, which is due to the increased
energy difference between thep andd dominated bands. In
Fig. 1 we see that thed-state density for ZrN has no very
sharp peak in contrast to ZrC . This observation agrees en-
tirely with the fact that the peaks ins1

inter are less sharp for
the nitride than for the carbide.

The optical conductivity of the oxides shows a conspicu-
ous peak at low energies, followed by a tail extending all the
way up to about 6 eV for TiO and ZrO and around 7 eV for
HfO. Then the big onset of interband transitions starts. The
peak at low energy in TiO originates predominantly from the
bands crossing the Fermi level in@XGL#; i.e., it is the same
bands that cause the low-energy bump for TiN. For ZrN and
HfN a band that is unoccupied in TiN has sunken below the
Fermi energy. This creates extra transition possibilities and
the low-energy peaks for ZrO and HfO are consequently
larger and more extended than for TiO. The bands around the
Fermi level are all mostly ofd character. In order to get large

interband transitions thep bands lying between26 and
27 eV have to be engaged. For TiO the minimum energy
difference between thep and unoccupiedd bands is atG,
but for ZrO and HfO thisd band has, as mentioned, sunken
below the Fermi energy and so the minimum energy differ-
ence occurs a bit away from the center of the Brillouin zone.
Just as for the other compounds, the transitions at the higher
part of the spectra shown are mainly due top→d transitions.
The s→p transitions become more important as the energy
is further increased.

It is now clear how the main features of the optical prop-
erties relate to band filling, anion nuclear charge, and
d-band width. Increasing the atomic number of the anion
causes the Fermi level to move into the group ofd bands
~band filling! and the energy difference between thep and
d bands to increase since the anion nuclear charge is in-
creased. In the case of the carbides, thep andd band groups
are situated almost symmetrically around the Fermi energy.
This causes interband transitions at very low energies. For
the nitrides and oxides, the energy difference between the
Fermi level and thep group of bands has to be overcome for
the interband transitions to start. This energy difference is a
function of anion atomic core charge, and increases conse-
quently as the anion is changed from N to O. The same is
true for the positions of the peaks at higher energies. The
width of a bandnd increases withn, and so does the disper-
sion of d bands. As we have seen, flat bands give rise to
sharp features ins1 . Thus, the main effect of increasing the
d-band width is to make peaks in the spectra less pro-
nounced. Finally, the low-energy features in the nitride and
oxide spectra depend, as explained, on the detailed band
structure in the vicinity of the Fermi energy. In these com-
pounds, the low-energy bumps are due to transitions between
d dominated bands. Such details are not possible to predict
using general concepts such as band filling,d-band width,
and the like. However, the excellent agreement between cal-
culated and experimental spectra presented in the previous
section gives us hope that accurate band-structure calculation
can actually reveal these details of the electronic structure.

3. Effect of the Drude parameters

In all metallic compounds, intraband transitions dominate
at low energies. The effect of the intraband transitions differs
vastly depending on which optical property we look at. For
e2 ands1 they are well confined to the low-energy part of
the spectra, but for the reflectivity, electron energy loss, re-
fractive indices, and all other quantities wheree1 is included,
the effect of the intraband transitions is more complicated.
The reflectivity, for instance, is quite insensitive to the relax-
ation time but very dependent on the plasma frequency. The
effect of increased relaxation time is shown in Fig. 10.
~Throughout this section, we have chosen to illustrate our
discussion using results for ZrN.! A large relaxation time
deepens the reflectivity minimum and gives a larger reflec-
tance in the long-wavelength limit. Thus, a monocrystal
should have a deeper reflectivity minimum than a thin film
with many scattering centers such as grain boundaries and
vacancies. Figure 11 makes clear the effect of the plasma
frequency. The position of the reflectivity minimum is very
sensitive to the value of the plasma frequency. In a model for
the intraband transitions more accurate than the Drude

FIG. 9. Band structure for ZrO along the different symmetry
lines of the Brillouin zone. Energy is in eV and the Fermi level is at
zero.
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model, the parameters vary with energy.15 This means that
vp at the reflectivity minimum will not be the same as in the
low-energy–high-reflectance region, where the Drude pa-
rameters are extracted from experimental data. For this rea-
son, the plasma frequencies used in Fig. 4 are chosen so that
the reflectivity minima of the calculated and measured spec-
tra coincide. The plasma frequencies used are generally
larger than the experimental ones, suggesting thatvp is a
decreasing function of energy. From Figs. 10 and 11 we can
also infer that the free-electron-like region for ZrN starts
around 2mm.

IV. CONCLUSIONS

In conclusion, we have shown that it is possible to calcu-
late the direct interband transitionsab initio with high accu-
racy. This is useful in many ways. A most interesting appli-
cation of this would be to calculate optical properties of
systems where the electronic structure is controversial and
compare the results with high precision measurements. We
have explained the origin of different structures in the optical
spectra and also related the trends ins1 , caused by changing
anion and cation, with general concepts such as band filling,
atomic core contraction, and bandwidth. Our interpretation
of the origin the structure ofs1 agrees with previous
work3,11,15,16done in this area~with one exception, see be-
low! although our analysis is more detailed and concentrated
to the region 0–10 eV. The spectrum for TiO in Fig. 5 sug-
gests that this material should have a very tractable solar
selectivity since this material is almost free-electron-like up

to 6 eV. Unfortunately, because of the vacancy content in
real samples, the relaxation time in TiO is very short, which
results in unwanted behavior of the reflectivity, see Fig. 10.

The low-energy transitions in the nitrides are often called
d→d transitions, a name suggesting that quadrupole~or
other types of higher-order transitions, e.g., two-step dipole
transitions! would actually be of importance, and this inter-
pretation has also been made.11 There is, however, as our
analysis shows, no need to introduce higher-order transitions
in order to explain the low-energy bumps in the interband
spectra. The pured orbitals in the free atom are distorted
when the atom experiences the potential inside a solid. If one
chooses to call this distorted orbital ad orbital, thend→d
transitions indeed exist. However, the correct mathematical
expression of this distorted orbital is a sum of wave func-
tions of differentl character. Thus, the distorted orbital will
have boths andp as well asd character. In a band picture,
this is described as hybridization and mixedl character of
the bands. The so-calledd→d transitions are therefore ordi-
nary dipole transitions in this case.
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