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We discuss molecular-dynamics simulations of ion damage in silicon, with emphasis on the effects of ion
mass and energy. We employ the Stillinger-Weber potential for silicon, suitably modified to account for
high-energy collisions between dopant-silicon and silicon-silicon pairs. The computational cells contain up to
1P atoms and these are bombarded by B and As atoms at incident energies from 1 keV up to 15 keV. We
show that the displacement cascade results in the production of amorphous pockets as well as isolated point
defects and small clusters with populations which have a strong dependence on ion mass and a weaker
relationship to the ion energy. We show that the total number of displaced atoms agrees with the predictions of
binary collision calculations for low-mass ions, but is a factor of 2 larger for heavy-ion masses. We compare
the simulations to experiments and show that our results provide a clear and consistent physical picture of
damage production in silicon under ion bombardment. We studied the stability of the damage produced by
heavy ions at different temperatures and the nature of the recrystallization mechanism. The inhomogeneous
nature of the damage makes the characterization of the process through a single activation energy very difficult.
An effectiveactivation energy is found depending on the pocket size. We discuss our results considering the
Spaepen-Turnbull  recrystallization model for an  amorphous-crystalline  planar interface.
[S0163-182696)09248-X

I. INTRODUCTION predict the detailed nature and three-dimensig8B) distri-
bution of the damage induced in silicon by an ion beam is

Silicon ion beam processing has long been a topic of coneritical to the development of atomistic models of silicon
siderable scientific and technological interest. From a fundaprocessing for device manufacturing. This includes not only
mental viewpoint, the ion-solid interaction leads to defectthe defect production mechanisms themselves, but also the
production and free energy changes and, ultimately, at suffiong-time evolution of the damage and the physical mecha-
ciently high doses, to a crystal-to-amorphousa) transfor-  nisms of defect accumulation and phase transformation. For
mation of the irradiated silicon lattideThis transformation example, while some modéfsinvoke an amorphization
is critically dependent on the irradiation parameteasd is mechanism based on point defect accumulation, others em-
controlled by a competition between damage accumulatioploy a damage accumulation and amorphization mechanism
and dynamic annealinf> The mass of the irradiating ion based on the overlap of intracascade-produced amorphous
species:® the temperature of the substrdfeand the dose’  zones'® However, no single model appears to properly ac-
and dose rafe® of the irradiation all play an interdependent count for all the experimental observations. For example,
role. From a technological point of view, ion implantation none of these models takes into account the dynamic anneal-
followed by high-temperature annealing is a standard proing process that results in experimentally observed strong
cessing step in the manufacturing of silicon very large scalelose rate effects®>
integrated VLSI) devices® Even at the low ion doses used in At the most fundamental level, the study of ion-beam pro-
some manufacturing steps, implantation introduces disordaressing of semiconductors requires that the displacement
and defects into the lattice. Upon annealing, these defectsascades generated along the path of an energetic beam be
interact with the dopant atoms and induce transient-enhancemdell understood. Such cascades have been the subject of in-
diffusion (TED) of the dopant over long distanc&s®Also,  tense study for many yeaf3.However, their small size
at sufficiently high ion energy and dose interstitials may coa{~10 2° cn®) and short lifetime 10! s) make their
lesce into extended defecig.g., dislocation loopsand investigation by experimental means very difficult; only in-
{311} defectd?) and eventually, as these evaporate, dopantirectly can the primary state of damage, that is, the source
transport over long distances can also oc¢éwnderstanding term for subsequent diffusion, be inferred.
and controlling the deleterious phenomenon of TED has Damage produced by implantation can be described in
been identified as a critical issue in the development of fugeneral terms by defining the number of displaced at@ns
ture generations of semiconductor devites. Frenkel pairsalong the track of the incoming ion. Computer

Although much research has been devoted over the yeassmulation codes such asriM (Ref. 21), and MARLOWE
to these subjects, questions remain as to the fundamentdRef. 22, as well as analytical descriptions based on linear
mechanisms of damage production during silicon-ion-beanBoltzmann transport theof, have generally been used for
processing. In particular, understanding and being able tthis purpose. These methods are all based on the binary col-
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lision approximation(BCA).?* Within this approximation, Il. MOLECULAR-DYNAMICS SIMULATION
the collisions between recoils in the ion-induced displace-

ment cascade occur onI_y_ between moving and §tat|onary a&ﬂes discussed here employs computational crystals with up
oms. Under such conditions, only collisions with energiesy 1 atoms, which correspond to a cube of silicon 271 A on
higher than about 200 eV can be accurately treated. Thi§ gjge Periodic boundary conditions are applied in the
approximation has as its most important consequence t 00) and (010 directions, with a free surface at the top-
fact that all low-energy solid-state or many-body effects ONmost(001) plane. The bottoni001) plane is held fixed and a
the dynamics of the displacement cascade are lost. thermostat is implemented by coupling the atoms in the next
Recently, Jarai et al”® coupled amARLOWE simulation  four (001) planes to a thermal reservoir at constant tempera-
of 40 keV Si implantation into Si at a dose of ture. After equilibration of the system, one atfte primary
5x 10" ions/cnf to a simple kinetic Monte Carlo simula- knock-on atom(PKA)] is given the velocity corresponding
tion of point defect diffusion. In this treatment, the implan- to the implantation energy and beam angle of incidence that
tation damage is represented as vacancies, interstitials, aeeds to be simulated. The ion trajectory and that of all sub-
clusters of these point defects, but amorphous pockets asequent secondary and higher order recoils are followed
not included as distinct entities. The results clearly showeavithout any limitations as to which atoms are set into motion
that for 40 keV Si, at a dose o510 cm~2, bulk recom- by the collisions. The simulation proceeds until the displace-
bination of vacancies and interstitials dominates and the inment cascade region reaches equilibrium with the surround-
terstitial corresponding to the extra implanted ion makes thénd thermal bath, that is, until all deposited energy has dis-
primary contribution to long-range diffusion. However, in sipated into the boundary and the_rmal reservoirs. Because .of
order to develop more general models of damage accumuldP® large amount of energy deposited by the incident beam in
tion and annealing, more accurate and physically correct d¢€ Simulations, care must be taken to prevent energy from

scriptions of the as-implanted damage state and its evolutioﬁe_emering t_he simulation box throu_gh _the periodic_ bound-
are required. aries. This is achieved by the application of damping to a

Molecular-dynamics(MD) simulation methods can be Iayer of atoms n the atomic plgnes adjacent to the bound-
used to treat the full dynamics of the collision proc#sg® ~ 2"'es: The damping coefficient is chosen to ensure that en-
: . . . ) ) ergy arriving at the boundary is dissipated in the same man-

MD is based on a simple integration of the classical equa

. f . f ble of ) RS ner as if the computational cell were surrounded by a much
tions of motion of an ensemble of atoms in a crystafiite. larger one, thus simulating the effect of an outside elastic

Because atom trajectories are computed from forces deriveg,ninuum332

from the gradient of an interatomic potential and integrated |, order to simulate ion-beam processes at nonzero tem-
using Newton’s equations, the simulation can describe th@eratures, the simulation cell must be kept at constant tem-
complete phase space available to the system. Therefore, Mxrature through the application of a constant temperature
can help predict the formation of realistic damage micro-aigorithm. We employ the Langevin equation of motidn,
structures not accessible to BCA-based calculations. In thigut apply it only to the atoms at and near the cell boundaries.
paper, we present MD simulation results for boron- andapplication of such temperature control algorithms permits
arsenic-induced displacement cascades in silicon at energigfnulations of high-temperature damage annealing to be per-
expected for sub-0.2pm complementary metal-oxide semi- formed with MD for periods of time long enough to dissolve
conductorfCMOS) technology, i.e., from 1 keV B to 15 keV the locally amorphous damage microstructure in silicon into
As. We first outline the details of the simulation method andgroups of point defects.

point out the major features of the Stillinger-Wel@Ww) In addition to temperature control, inelastic energy losses,
interatomic potential used to describe Si-Si interacti¥ns. which in some cases can be as important as elastic energy
We compare B and As cases where either the range of thess processes, must be taken into account. For the irradia-
implanted ion or the damage energy deposited into the crysion conditions described in this paper, inelastic energy
tal is the same for both ions. The results are analyzed bjosses to the electronic system do not lead to atomic dis-
studying the number and cluster size distribution of dis-placements, but serve to dissipate energy away from the in-
placed atoms in the cascades. In the next section, we discugsming ion and subsequent recoils. We describe this process
the stability of these clusters, which is critical to understandby implementing a simple Lindhard electronic stopping
ing the dynamics of damage accumulation in silicon, as welbower modeP* In this model, valid for low-energy ions and

as their local structure. We show that for As cascades theecoils, the losses are described as a simple drag force ap-
large disordered zones are indeed amorphous pockets of mglied as a damping of atomic velocities. Thus, the classical
terial. It is shown that large amorphous pockets are stable ugquations of motion are modified as

to room temperature, but anneal out over periods of several

hundred picoseconds at temperatures above 500 K. For B F=mX,— BX;, (1)
cascades, the clusters are small and can be described as ac-

tual agglomerations of small numbers of vacancies and intewhere 3 is given by the Lindhard theory as

stitials. We compare the results to recent experimental obser-

The MD simulations of ion-beam processing at keV ener-

vations and discuss their implications for the development of 3 KNZ{°Z,
models of damage accumulation, extended defect formation, B= (2573+ 2373)3/2' @

amorphization, and annealing. We conclude by outlining fu-
ture calculations linking these MD simulations to models ofwhere Z; is the atomic number of the projectil&, the
defect transport over long length and time scales. atomic number of the targe,=0.857 (eWW?A?), andN is
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the target density. The electronic energy loss is assumed to
be significant only for atoms with kinetic energies well
above the initial thermal distribution in the crystal, and for
this reason this damping term is applied only to atoms with
kinetic energies above 1 eV. Since Langevin dynamics is
applied to the atoms in the boundary of the box, the final
equation that must be integrated to describe the dynamics of
energetic atoms in these regions is

@ B(3keV) ®) As (15 keV)

y o1
Y €8T

F:miki_(BLind"'ﬂLang)).(i"— 7(t), ©)

where(t) is a random force that serves to return the system
to thermal equilibrium with the external reservdir.

A recent implementation of a MD code optimized for ion- ~. —FJ
solid interaction studies employs the 256 processor CRI T3D Np =230 atoms Np = 1899 atoms
MPP computer at LLNL. The implementation on the T3D of
this COde,MDCASK, is based on the PVM message passing FIG. 1. Atoms with pOtential energy hlgher than 0.2 eV for 3
library 3® With these advances, on 128 processors the codéeV B (8 and 15 keV As(b) implantation in Si at 300 K after 10
runs at a rate of Zsfatom (time step) when using the SW  PS-
potential, which has an interaction cutoff between the first- . . . N
and second-nearest-neighbor shells, and a fourth-ordé}f the potential exists from experiments of beam scattering in

3 . . . . .
predictor-corrector algorithm for integration of the equations_gase§ However, little or no direct information exists at
of motion. That is, one MD iteration take2 s of CPUtime ~ INtérmediate energies, between20 eV and 500 eV. One

for a crystal with 16 atoms. piece of experimental data that can be used to explore the
validity of the model potential in this intermediate-energy
regime is the value of the threshold energy for defect pro-
duction,E4, along low-index crystallographic directions. In
silicon, for example, the minimum value & is known to

The simulation results presented in this paper were obbe~15-20 eV** Recent simulations with the Tersoff poten-
tained with the Stillinger-WebeiSW) potential for silicor?®  tial gave minimum values oE4~13 eV;® and those with
Although other potentials for silicon exist in the literatdfe, the SW potential gave results fdEy of 18 eV along
experience with the SW potential indicates that it is a reaf111],%° not far from the experimental values in either case.
sonable representation of silicon for the study of ion-beanThe SW results were also in agreement with experimental
processing. This potential gives an accurate representation wélues of the orientation dependenceEof.*® These results
many of the properties of bulk silicon, including a good de-indicate that these potentials are well suited to describe low-
scription of its energy-volume relationship and of its meltingenergy defect production mechanisms. Therefore, following
behavior’® and of the recrystallization kinetics during fast the approach of Gtner et al,*” we have modified the SW
quenching from the mef€ In addition, recent studies of the potential for distances of closest approach in a two-body col-
properties of silicon point defects and small clust&®also  lision shorter than those corresponding to threshold energy
support the validity claim for the SW potential. Comparisonevents. We spline the two-body part of the SW potential to
to very recent density functional calculations wih initio  the so-called universal or Biersack-Ziegler-LittmagBL )
pseudopotentiaf&*! shows good agreement between thesepotential?® The distances at which the two potentials are
electronic structure methods and the simple SW potentiajoined, as well as the form of the spline function, are given
For example, the SW potential predicts that {140 split by Gatner et al. in Ref. 47. We note here that the ZBL
dumbbell configuration is the low-energy structure for thepotential is a screened Coulomb interaction potential de-
neutral self-interstitiaf®>°*?This is in good agreement with signed to describe properly the scattering properties of a very
first principles method&! although the exact details of the wide range of two-atom systems and is widely used in BCA
configuration may be slightly differed?. The formation en- codes such as the aforementionesRLOWE and TRiM. In
ergy predicted is 3.65 eV for the SW potentiand 3.25 eV addition, we also use the ZBL potential to describe the inter-
for the first principles method8. On the other hand, the action between the various energetic ions used in these simu-
vacancy formation energy is about 1 eV low@t6 eV) for  lations and the Si atoms. Because this is a pure repulsive
the SW potentidf than the results of first principles calcu- interaction, no attempt is made to describe the equilibrium
lations indicaté'! properties of the dopant-silicon pairs; rather we only de-

For the simulation of ion-beam processing the model in-scribe the collisions among them.
teratomic potential has to be modified in the region of short
interatomic separation. This is because many atoms interact IV. RESULTS
at spacings well inside the core-core overlap region during
the cascade process. This modification requires that some
information regarding the form of the potential be known for
distances of approach shorter than those characteristic of, for The primary damage state in a silicon crystal following 3
example, the pair distance in @10 dumbbell. At suffi- keV B and 15 keV As cascades is shown in Fig&) nd
ciently high energy, information on the core overlap regionl(b), respectively. In units of reduced eneftithese PKA’s

Ill. MODIFIED STILLINGER-WEBER
INTERATOMIC POTENTIAL

A. lon mass and energy dependence of the as-implanted
damage state in silicon
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@ B (3 keV) b)  As(2keV) . TABLE I. Range, st.ragglllng,.gnd dgmage energies as calculated
with TRIM for several ions in silicone is the reduced energy as
_ , . defined by Lindhard.
o w& |
@ g: lon Energy Range  Straggling Damage 2
s % kev)  (A) (A) energy (keV)
% B 1 49 22 0.4 0.11
- = B 2 83 37 0.8 0.23
> > B 3 130 70 1.3 0.34
As 2 36 11 1.3 0.01
As 5 64 20 3.4 0.02
As 10 100 32 7.2 0.05
As 15 125 45 10.8 0.07
N || T ey 3From Ref. 49.
Np = 230 atoms Np = 154 atoms

in large clusters of these disordered atoms, both the number
and size of the disordered atom clusters produced by the 3
keV B cascade are much smaller.

Also of interest is the comparison of different mass
correspond to 0.3 and 0.07. However, because of the diffePKA’s at the same damage energy, i.e., where the amount of
ent ion masses, the projected range of these PKA's is similaenergy deposited in elastic collisions is the same. Figure 2
Table | provides the projected range, straggling, and damagshows two displacement cascades, one indugeaidkeV B
energy deposited, for each one of these cases as well KA (a) and the secondyba 2 keV As PKA(b). In both
others discussed below, as obtained frorm.?! Figure 1 these cases the damage energigs-1.3 keV?! It is inter-
shows the distribution of atoms with potential energyesting to note that despite the similar amount of damage
E,>0.2 eV above the ground state of a silicon crystal 10 psnergy deposited into the crystal, the morphology of the
after the initiation of the PKA above tH@01) surface plane. damage is substantially different in the two cases. In the As
At this time, the energy deposited in the crystal by the PKAcase, the damage distribution, as illustrated in Fig. 2 by the
has been dissipated by the damped periodic boundaries. Ti&mber of atoms witte,>0.2 eV, is controlled by two large
gray scale represents atomic level stress where clusters and few isolated defects. However, in the case of the
a=Q*15(Ep)/5§, Q is the atomic volume of the crystal, B implant, no large damage clusters appear and isolated va-
and¢ is a distance scaling factor. Darker tones indicate teneancies, self-interstitials, and many small point defect clus-
sile stress and lighter ones compressive stress. For the poitgrs are visible.
defects, tensile stress indicates vacancies and compressivePreviously, we have shown that the disordered zones pro-
stress indicates interstitials. For example, four neighboringluced by 5 keV Si cascades in Si appear to be amorphous in
atoms under tensile stress in the figure correspond to an isaature?’ This conclusion was based on analysis of the pair
lated vacancy. For the large clusters of disordered materiaGorrelation function of the disordered zones and on the fact
the average hydrostatic stress is nearly nedfrehe number that solidification of the locally molten cascade zone occurs
of atoms,N,,, with E,>0.2 eV is 230 and 1899 for the 3 at a rate~10'-10" K/s, which in Si leads to interface
keV B and the 15 keV As cases, respectively. Clearly seen inelocities much larger than the critical velocity for
these figures is the fact that while 15 keV As cascades resustmorphizatiort® Here, we introduce a criterion based on the

FIG. 2. Atoms with potential energy higher than 0.2 eV for 3
keV B (a) and 2 keV As(b) implantation in Si at 300 K after 10 ps.
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time-averaged distribution of bond angles for the atoms in Figure 3 shows a 2D projection on(@01) plane of the

the cascade region. When performing a time average of theacancies ) and interstitials () produced by the 3 keV B
bond angle distribution subtended by an atom and its neight@ and 15 keV As(b) cascades of Fig. 1. Also indicated in
bors, the distribution becomes narrower for a crystallinethe figure are the incoming ion and secondary recoil trajec-
sample, but remains invariant for an amorphous networktories, and the excess-) or deficit (—) of atoms in several
This difference in behavior allows the introduction of the Of the damage clusters. The figure illustrates that while a
following criterion: If after the time average a silicon atom is humber of isolated Frenke\(l) pairs and small clusters are
fourfold coordinated and the six possible angles that it form®bserved in the case of the B cascade, large clusters of al-
with its neighbors fall within the limits of the averaged dis- MOSt €qual numbers of vacancies and interstitials dominate
tribution during the same time for a perfect crystal, the atonf'® damage in the As irradiation. Also, channeling of second-

is considered to be crystalline. Conversely, if this condition®y '€coils is illustrated by the fact that point defects and

- - ; - small clusters appear which are clearly disconnected from
is not fulfilled, the atom is can|dered as part of an amorOthe bulk of the damage in Fig(18. In Figs. 4a) and 4b) we

phous network. A more detailed description of the metho Lhow the 2DV-I plot for 2 keV As and 3 keV B cases
and a comparison with criteria proposed by other authors i?espectively. For these events the same damage eneréy is

given elsewhere. Applying this criterion to the center of a deposited in the crystal. The difference is striking in that

highly damaged region such as those shown in Figl, e 5y more isolated point defects are produced in the B case
observe that 95% of the atoms are amorphous. Thus, we Wil 5n"in the As case.

refer to the large disordered zones, particularly those pro- | grder to further quantify these observations, we plot in
duced by high-mass ions such as As, as amorphous pocketfy. 5 the fraction of vacancies and interstitials in clusters

throughout the rest of this paper. smaller than sizé\ versus the size of the cluster, for 2 keV
Although a criterion based on the number of atoms with

E,>0.2 eV is useful to visualize and compare displacement 100 —r— ———

cascade$’ the underlying lattice may also be described in

terms of the number of emptiwacancies and multiply oc- ®

cupied(interstitialg lattice sites. An atom displaced from its 80 L o i

original site more than the first-nearest-neighbor distance z . .

leaves behind a vacant site. This atom is then considered an gé@

interstitial if at the end of the cascade it is not within halfthe =3 , | |

nearest-neighbor distance of a vacant site. If the atom stops S % . "

at a lattice location within half the nearest-neighbor distance E g

of a vacant site, it is then called a replacement, and there is 2 ¢ | . v ]

no vacancy at the site. In most cases none of the atoms in the g £ v N

crystal are sputtered to form extra vacancies, and therefore =< ¢ " - Blev) | 2

the implanted ion creates one extra interstitial; i.e., & ,v"w :<(125T:v)> 120

N,=Ny+1, whereN, is the final number of interstitials, and L B e BGakev) |l

Ny is the final number of vacancies. Clearly, this definition m As (2keV)

of vacancies and interstitials is not physically appropriate in T v As (15 keV)

a highly disordered region such as the core of a displacement o S e 1000

cascade where translational order has beerf{dseverthe- Cluster size, N

less, as we will discuss below, this definition is useful in
describing the properties and nature of the damage and the FIG. 5. Fraction of boti/ andl in clusters smaller thaN, as a

way in which its stability affects damage accumulation andfunction of the cluster sizeN), for different ion masses and ener-
dynamic annealing at different temperatures. gies.
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TABLE Il. Mean values of the number of atoms wil,>0.2 eV (N,)), number of interstitials and
vacancies(Ny)), fraction of individual vacanciesN,/(i)], and interstitial§ N, (i) ], maximum cluster size,
and fraction of defects in clusters larger than 10. Results for different ions mass and energies on silicon at 300

K after 10 ps.

lon Energy (Np) (Ny+1) Ny (i) N, (i) Maximum Defects in
(keV) (%) (%) cluster size clusters 10

(%)

B 1 73 28 22 27 9 8

B 2 182 61 29 31 8 13

B 3 235 76 33 40 12 10

As 2 273 144 7 15 63 72

As 5 652 376 7 8 225 73

As 10 1284 655 9 11 270 71

As 15 1729 1174 9 9 471 74

As, 3 keV B, and 15 keV As cascades. While the clusterage morphology is governed by local melting in the cascade
distribution from the 3 keV B event is very narrow, with no core which upon resolidification results in local amorphous
clusters larger than 9 in this case, the 2-keV-As-inducegockets. Figure @ shows the total number of interstitials,
cluster distribution is much broader, with a large cluster ofor displaced atoms, and the total number of isolated, mobile
21 defects. Also interesting to note is the fact that for the 15nterstitials, as a function of recoil damage energy for As
keV As case, which has the same projected range as thecascades. The total number of displaced atoms increases lin-
keV B case(see Table)l the defect distribution is dominated early with energy. As we will discuss in more detail below,
by a large cluster with 685 defects. If we defineMis, the  the slope of this curves,=55 keV 1, is approximately
50% value of the cluster size distribution, thdp,=2 for 3  twice what would be predicted by BCA models,
keV B, Ny,~7 for 2 keV As, andN;,~100 for 15 keV As.  Sgca=0.8/ZE4=27 keV !, whereE4=15 eV is the thresh-

In Table Il we present detailed results for 1, 2, and 3 keVold energy for defect production in Si. The fraction of mobile
B cascades and 2, 5, 10, and 15 keV As cascades. These

numbers are averages over at least three independent events 700 : = T As @
at each energy. The table provides the number of disordered "} T+ Total, m=55keV" ~2x (0.8/2E,
atoms €,>0.2 eV),N,, as well the total number of vacan- —* “Isolated, m = 5 keV"!

cies and interstitialsNy ., and the fraction of isolated va-
cancies and interstitial®\,/(i) andN,(i). This last fraction is
defined as those vacancies and interstitials which are at least
3.77 A (the cutoff of the SW potentialaway from another
defect. The table quantifies the significant difference in the
damage morphology between B and As cascades. While only

500

terstitials

400

n

Number of

200 .
about 10% of the vacancies and of the interstitials produced
by the As cascades are isolated Eor 2 keV, approximately 100 I
30% of vacancies and of interstitials are isolated for 2 and 3 . o N R Ll I
keV B cascades. This fraction of isolated defects, which we 0 2 4 6 8 10 12
refer to as the fraction of freely migrating, or mobile, defects, Damage energy (keV)
is important because it controls mass transport, at least atlow  so .
temperatures where the large amorphous pockets are stable. ~* Total, m =31 keV" ~ 1x (0.8/2E,) B

Figures 3 and 4 clearly illustrate that for the same range or
damage conditions the fraction of freely migrating defects
with respect to the total number of defects produced by the
ion increases as the mass of the ion decreases. Note also
from Table Il that the fraction of defects in clusters larger
than 10 is about8—13)% for B cascades, but70% for As

a0 [ “Isolated, m = 11 keV!

30

——

Number of interstitials

20
cascades. .
It is also of interest to analyze the way in which the dam- I -
. . . . . 10 b
age distribution and morphology changes as the implantation -
energy increases. As the ion energy increases, not only does - - F
the total amount of damage increase, as expected, but the ° 0 05 1 5
size of the largest amorphous pocket increases. This is also Damage energy (keV)

described in Table Il where the last two columns give the

size of the largest cluster, as well as the fraction of defects FIG. 6. Total number of displaced atoms and total number of
produced in clusters larger than 10. The presence of largeobile interstitials as a function of the damage energy for(#s
clusters of defects indicates that for high-mass ions the danand B (b) implantations in silicon.
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interstitials also increases with recoil energy, but with a dif-amorphous pockets due to local heating from neighboring
ferent slopes~5 keV 1. For boron, Fig. @) shows the cascades will occur. At higher temperatures the stability of
displaced atoms and mobile defect production vs damagthe amorphous pockets and their interaction with mobile va-
energy for 1, 2, and 3 keV displacement cascades. In contraséincies, interstitials, and possibly small clusters must be
to the As case, the slope of the displacement productioteken into account.
curve issg=31 keV !, which is basically equal to the pre- In the following, we discuss the temperature dependence
diction of the BCA calculations. Also, the efficiency of mo- of the annealing kinetics of amorphous pockets produced in
bile defect production for B cascades is 11 kéMin con-  silicon by 5 and 15 keV As cascades as well as 25 keV Pt
trastto 5 keV'! for the As results presented above. implants. In a previous publicati6hwe have shown that
Although the results discussed thus far have been olbbecause of their large surface-to-volume ratio and the fact
tained from a small number of individual displacement casthat they are surrounded by crystalline material, these amor-
cades at each energy, statistical variations can in principle
play an important role in the interpretation of the data. In
particular, when calculating the effect of channeling on the
incoming ion range, accumulation of a large number of tra-
jectories (~1000) is required: This is clearly best achieved
by BCA codes such agARLOWE (Ref. 22 or CrystalTRim
(Ref. 52 and is not attempted in this study. In addition,
statistical variations on the shape of the cascade could lead to
large variations in the number and configuration of displaced
atoms. To test this effect, we plot in Fig. 7 the number of
disordered atomsH,>0.2 eV) and the number of intersti-
tials versus the number of incoming PKA(dose for 5 keV
As cascades in a silicon lattice at 80 K. Clearly, for the low
doses accumulated in this study, the damage accumulation is
linear. This is in excellent agreement with experimental
evidencé® and shows that when looking at average proper-
ties of cascades, statistical fluctuations play only a minor
role.

B. Disordered zone stability and annealing kinetics

In order to understand damage accumulation and there-
fore the mechanisms of extended defect formation and amor-
phization, it is necessary to investigate in detail the stability
of the amorphous pockets. At temperatures where point de-
fects are not expected to be mobite 80 K) in the time scale
of an experiment, defect-defect interactions play a minor FIG. 8. Amorphous pocket produced kg 5 keV As implant
role. Direct amorphous pocket overlap should dominate th@and (b) 25 keV Pt implant. Anneal at 600 K for 0.5 ns of the
amorphization process, although some recrystallization ofpockets(c) 5 keV As and(d) 25 keV Pt.
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regrowth velocity for the different temperatures and obtain

600 - :Z_,iggﬁ an effective activation energy. For three different pocket
T sizes, namelyN,=520, 1550, and 3975 corresponding to 5
<+ 700K keV As, 15 keV As, and 25 keV Pt cascades, respectively,

800 BN oasn —- 800K this effectiveactivation energy has values of 0.23 eV, 0.37

*“»Eaﬂg%m::%e%ﬁ 5 s b PogeBecdo | eV, and 0.46 eV. Clearly, the recrystallization kinetics of
400 o gt %gﬁn%ﬂ _ these amorphous pockets depends strongly on the pocket

1oy “E’“E“”%GBE@&\E ] size. The existence of such an effective activation energy is

[\ '-j,\; o752 ] clearly related to the fact that we are not considering a planar
s00 [-4 i X ] a-c interface. We discuss this fact in more detail in the fol-

°\ s et

RN lowing section.
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Number of non-crystalline atoms
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[ ameadedtkpsnasnonnnsdoxdo dt ptrabyatRRRERIR S A. Total number of displaced atoms in silicon: Comparison to
100 PTES ol A FRERRE I FETRE J LN A other models, experiments, and metal systems
The results presented in this paper provide quantitative
. L L information on the magnitude and state of clustering of the
0 100 200 300 400 500 as-implanted damage produced under a wide variety of irra-
Time (ps) diation conditions in Si. At low temperature, the number of

displacements can be estimated from the modified Kinchin-
FIG. 9. Number of disordered atoms as a function of time forpease expression of Slgm&ﬁdSNk‘p:O'SEDled’ where

annealing at several temperatures of an amorphous pocket from a:i? is the d_amage energy atﬁj,_ls the threshold energy fqr
keV As implant. renkel pair production. As discussed in the Introduction,

this expression is essentially based on the BCA and therefore

phous pockets are highly unstable and recrystallize at mucgives roughly the same results as BCA-based computer
lower temperatures than a stable planar amorphous/crystabdes such asrRIM and MARLOWE. In metal systems, it is
(a-c) interface. This observation is in fact in very good well known that the efficiency of cascades for producing
agreement with experimental evideriéeln our previous defects,{=Nca/Ni_p, whereNg,sis the actual number of
work we also showed that upon annealing at sufficiently higtdefects produced in the cascade, decreases relative to the
temperature for 1 ns vacancies, interstitials and small poinpredictions of the BCA as the recoil energy increa¥es
defect clusters appear in the recrystallized material. fact, { reaches a constant value of about 1/3 at high energies,

In Fig. 8 we show amorphous pockets generatedaby  where well-developed cascades appéaf.This decrease in
5 keV As and(b) a 25 keV Pt cascade in Si at room tem- efficiency is a direct consequence of the local melting of the
perature. These pockets contain a total of 520 and 3975 nomascade core during the thermal spikédelting of the cas-
crystalline atoms, respectively, where the criterion for defin-cade absorbs many of the Frenkel pairs produced during the
ing these atoms has been given above. These pockets wazarly collisional stages, in particular those where the
annealed at various temperatures for times up to 0.5 ns. Atacancy-interstitial V-1) pair is not well separated by either
1080 K complete recrystallization of the damage has taketong replacement collision sequencéRCS’s or high-
place by 0.1 ns, leaving behind point defects, in good agreesnergy ballistic events. Later on, resolidification of the low-
ment with our previous results. In Figs(cB and 8d) we  density melt during cascade cooling leads to the freezing-in
present the atomic configurations of these pockets after 0.6f a few defects, but in metals does not result in local
ns annealing at 600 K. Clearly, the smaller pocket belongingmorphizatior?® The final number of defects after the ther-
to the 5 keV As case has recovered to a much larger extemhal spike is thus reduced relative to the production during
than has the 8 times larger pocket from the 25 keV Pt casthe early collisional stages and, therefore, relative to the
cade. BCA predictions. In the simulations of Si presented here, the

The time evolution of the number of noncrystalline atomsdisplacement production in cascades is much different from
for different annealing temperatures is shown in Fig. 9 forthat observed in metals. As we have discussed previously,
the amorphous pocket of Fig(#. Note that at 300 K the the small number of isolated Frenkel pairs produced directly
pocket shrinks about 10% and then remains stable on thig cascades in Si is related to the short length of RGS's.
time scale, but that at BOK a large fraction of the damage Also, we have shown in Fig. 6 that the number of displaced
recovers and the pocket does not reach a stable configuratiatoms increases with recoil damage energy with a slope that
during the simulation. It is also interesting to note that for ais twice as large as the modified Kinchin-Pease expression
planar @-c) interface in silicon no motion occurs below 700 for high-mass ions and at the same rate for low-mass ions. In
K,>® so that these pockets are indeed less stable than ti®i, local melting of the cascade core results in amorphous
planar interface. Analysis of the pocket recrystallization ki-pockets, and these contain many more displaced atoms than
netics in the early stages of the process can be done by cojust simply those produced directly in high-energy binary
sidering the characteristic time required for the pocket to collisions. For low-mass ions, where local melting in the
shrink to a specified fraction of its initial sizZd.=Ngy/e,  cascade does not take place, defect production is essentially
with Ny being the initial number of noncrystalline atoms in governed by the early collisional phase of the cascade and
the pocket. From these numbers we calculate the averadberefore agrees well with the BCA predictions.
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The results of the MD simulations presented here are congesting a single mechanism for recrystallization. The most
sistent with the experimental observations of Schreutelkampéiccepted model explaining this phenomenon was originally
et al%° These authors used Rutherford backscattering spe@roposed by Spaepen and Turnfitind later extended by
troscopy (RBS) and channeling experiments to extract theLu et al% According to this model, recrystallization takes
number of Si atoms displaced off lattice sites at room templace by generation of dangling bonds at te interface
perature for a wide variety of irradiation conditions. Their that migrate and induce reordering. The experimental activa-
results show that for very-high-mass ions such as In and Shion energy could be explained as the combination of the
the observed number of Si atoms displaced off lattice sitegnergy of formation of a dangling bond, 2.246 eV in Si, and
[Sig(RBS)] is always larger than therriM prediction  a migration energy of-0.43 eV®
[Sig(TRIM)]. In addition, they also observed that for an inter-  The situation we consider in this work is different in the
mediate mass ion such as Gay4@BS)>Siy(TRIM) at low  sense that we are not dealing with plamac interfaces but
energy where the defects are mainly produced in cascadesther inhomogeneous shapes. The curves in Fig. 9 show
but Siy(RBS)< Siy(TRIM) at 1 MeV where defect production plateaus during recrystallization where almost no change in
is dominated by low-energy recoil events that lead to isolatedhe number of disordered atoms occurs and step regions
Frenkel pairs. For low-energy ions such as B,where a high number of atoms recrystallize in a very short
Si4(RBYS) was always smaller than &irrIM), as opposed to time. Also clearly seen in the figure is the fact that the time
the results of our MD simulations where the number of dis-between the steps and the plateaus decreases as the annealing
placed atoms for B cascades is similar to tifem predic- temperature increases. The evolution of the noncrystalline
tions. This difference is in fact not unreasonable and can batoms as a function of time is a rather more complicated
understood by considering again the actual morphology oprocess than a simple exponential decay and makes the
the damage. As we have seen in Table I, a large fraction o&nalysis of the amorphous zone stability in terms of a simple
the displaced atoms~30%) for low-mass ions such as B activation energy very difficult. The effective activation en-
are in the form of isolated vacancies and interstitials, whichergies for regrowth quoted in Sec. IV B are much lower that
in Si are known to be mobile at room temperatth@hus, that observed experimentally for solid phase epitéSPE
the as-produced displacement field will be reduced in magef planar amorphous-crystalline silicon interfaces, and in fact
nitude over long times even at room temperature througlare closer to values related to the migration of dangling
bulk recombination and annihilation at surfaces and internabonds, therefore revealing that the formation of such type of
sinks. This effect is clearly stronger for low-mass ions, sodefects may not be necessary, at least for small pockets. The
that we expect our results to be quantitatively more accuratigregular shape of the pockets already provides the necessary
for heavier ions such as As where very few isolated, mobilesites for recrystallization, as postulated by Prietoal 56
point defects are produced in the cascades. Detailed analysis of the atomic configurations indicates

Larsenet al®! have unequivocally shown that at room that the recrystallization behavior is very likely related to a
temperature there exists a population of mobile defectprocess or reordering of atoms at the amorphous-crystal in-
which is able to escape the cascade region and migrate tarface. According to the model proposed by Spapan
room temperature. These defects were detected by their ab#é-c interface is formed by plandd11) faces connected to a
ity to induce changes in dopant activation well inside therandom network. Williams and Ellim&f proposed that the
bulk, away from the implanted region. It was shown that thedangling bonds responsible for the recrystallization are in
number of injected defects increases as the ion mass ifiact located at kink sites driL10] ledges separating thHg11)
creases, considering the same projected range of the iongrraces. The recrystallization will occur along th&l0]

This result is consistent with our calculations. From Table Il,ledges once a kink is formed. Considering this model, the
the fraction of freely migrating defects for B is 30%, there- plateaus observed in Fig. 10 could be related to the formation
fore, only =20 free defects floa 3 keV B implant, while for  of kink sites. Once they are formed, recrystallization of sev-
15 keV As, which has the same projected range, there areral atoms will occur in a very short time. We have studied
~100 freely migrating defects, according to our results.in detail the evolution of the region of tha-c interface
However, the fraction of freely migrating defects with re- where recrystallization occurs for the step identified by the
spect to the total number of defects produced is 30% for Barrow during the 600 K anneal in Fig. 9. In Fig. 10 we show
and 9% for As. This is also consistent with the results fromhow this region, which is where the recrystallization occurs,
Larsenet al. where they find that the defect injection effi- changes in going from 160 to 170 ps. The dark atoms corre-
ciency into the bulk is 40% lower for Pt than for Siions. Our spond to crystalline atoms and the lighter ones are amor-
results confirm the interpretation of Larsemal. that the
reduction in the injection efficiency for heavy ions is due to
the fact that a large fraction of generated defects collapse
into amorphous clusters in the cascade.

B. Recrystallization kinetics of amorphous pockets

The kinetics of recrystallization of a planarc interface
has been studied extensively, as indicated by theor&ital
and experimental publicatio$®*~°A single activation en- FIG. 10. Configuration of an amorphous pocketnfra 5 keV
ergy for thermal recrystallization of such an interface with aAs implant. Annealing during 160 p&) and 170 pgb) at 600 K.
value of ~2.68 eV(Ref. 69 has been found, therefore sug- These configurations correspond to the step markdd)asnd (b).
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1600 540 zation in ana-c planar interfac&® Experimentally, the lack
Annealing at 300 K of a recrystallization rate dependence on amorphous layer
thickness rules out these mod&tsn our results, at tempera-
1550 re- 520 tures below about 600 K the velocity of regrowth decreases
as the size of the pocket increases. In contrast, in a diffusion
model a larger amorphous pocket would contain a higher
density of defects in the bulk and therefore the crystallization
velocity should increase. This fact together with the structure
analysis of Fig. 12 and the presence of plateaus and steps in
the time evolution of the damage, Fig. 10, seems to indicate
that the process is governed by interface reactions and not
defect production and diffusion in the bulk of either the
i — ) amorphous pocket or the crystal.
o P TI e B e - e 440 One of the important questions that must be answered to
) understand ion-beam-induced amorphization is what is the
1300 Lo . 420 range of stability of the amorphous pockets at room and
0 100 200 300 400 500 intermediate temperatures. From Fig. 9 we can see that at
Time (ps) room temperature there is a small decrease on the number of
amorphous atoms during the first 0.2 ns related to the relax-
FIG. 11. Number of noncrystalline atoms as a function of an-ation of some atoms surrounding point defects in the damage
nealing time at 300 K for 5 keV As implant and 15 keV As implant. cluster. AfterwardsN, remains constant up to 0.5 ns, al-
though it is possible that further annealing could occur for
phous, according to the criterion already described abovdonger times, even at room temperatRT). We can esti-
Observe that most of the recrystallization has occurred in thenate the amorphous pocket annealing rate at 300 K using the
same side of the pockétlthough some changes occur at theeffective activation energies obtained above for different
interface, producing a total of 50 atoms that change frompocket sizes at higher temperatures. In the case of 520, 1550,
belonging to the amorphous network to crystal in just 10 psand 3975 atoms, those times are 0.013, 0.5, ang.4,0re-
This corresponds to approximately 0.5 atoms per lattice vispectively. These results are obtained assuming that there is
bration period, indicating that the regrowth in this case is noan exponential decay in the number of atoms that recrystal-
related to a simple defect diffusion process. Clearly, as wdize at RT. However, as we already pointed out above, the
can see in Fig. 9, the time for a step to occur increases as tleirves in Fig. 9 can not be fitted to a single exponential. In
annealing temperature decreases, reenforcing the idea of deig. 11 we show the annealing at 300 K of the pockets pro-
fect nucleation at the interface. duced by 5 keV and 15 keV As implants. The initial recov-
One of the interesting observations from these results igry is fast, with many atoms recrystallizing. However, the
that recrystallization of the amorphous pockets occurs withprocess stabilizes after 200 ps and the number of atoms in
out the intervention of point defects external to the pocket. Ira honcrystalline state remains stable for both pockets. Fol-
particular, divacancies do not play a role in the pocket redowing the models of Spaepen and TurnBtiland Priolo
crystallization process, therefore eliminating a possible vaet al,® this stability would set in when all the available sites
cancy diffusion recrystallization mechanism. Models basedor recrystallization have been filled. The possibility of a
on diffusion of defects in the bulk of the amorphous phase tomew site would require the formation of a dangling bond at
the interface have also been proposed to explain recrystallthe interface, with an activation energy of 2.23 eV and, con-
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sequently, a time of the order of 340" s for a 300 K  annealing ¢0.1-0.5 ngis much shorter than the time be-
anneal. Therefore, at room temperature the damage producesleen cascade overlaps, which for the highest ion flux used
by heavy ions remains stable at least for energies higher than experiments is only of the order of milliseconds. There-
5 keV, which are the lowest considered in this work. fore, we would expect no heterogeneous amorphization to

There is extensive experimental evidence for the existoccur for almost any irradiation condition at temperatures
ence of large disordered zones resulting from ion implantaabove 600 K. These results are consistent with the experi-
tion at low doses that are stable at room temperature. Ruauttents of Ellimaret al® who have shown that amorphization
et al.’® studied the stability of amorphous pockets produceds not possible with 1.5 MeV Xe ions above 600 K at any
by 50 and 200 keV Bi implants in silicon in transmission experimentally accessible dose rate. This is also consistent
electron microscopyTEM) and concluded that these regions with the experiments of Vodkwho have shown that the
are essentially stable at room temperature or below. Similacritical dose for amorphization diverges above 500 K for
results have been obtained by numerous other authéts. ions as heavy as Sb.

C. Role of the as-implanted damage state
on the dynamics of amorphization VI. CONCLUSIONS

The large fraction of defects in clusters and amorphous The simulations presented in this paper provide quantita-
zones as a result of intermediate- and high-mass ion irradidgive information, at the atomic level, on the nature of implan-
tion of silicon has important consequences. This implies thatation damage in Si under a wide variety of conditions. The
the damage annealing kinetics is complex and not simplyesults show that the morphology of the as-implanted dam-
dependent on point defect mobilities and interstitial-vacancyage is strongly dependent on the mass of the ion. A large
recombination. Our results have shown that at low temperaaumber of isolated Frenkel pairs are formed for light-ion
ture the main contribution to amorphization of Si arises fromirradiation such as B, more than twice the number formed by
the fraction of defects produced in clusters or amorphoug\s ions with the same damage energy. On the other hand, the
pockets. If amorphization were caused by point defect accuaumber of displaced atoms is larger for the As ions, with the
mulation alone, the critical dose for amorphization would bedamage mostly in the form of large defect clusters and amor-
lower for lower-mass ions of the same damage energy sincgghous pockets. For light ions, the predictions of codes based
more isolated Frenkel pairs are produced in this case. This isn the BCA regarding the total number of displaced atoms
contrary to experimental observatiGhior heavy ions where are accurate; most displaced atoms are produced during the
large amorphous pockets are produced, the damage stabiligarly ballistic phase of the cascade. However, for heavy ions
results described in the previous section appear to indicateuch as As, intracascade amorphization results in large dam-
that no dose rate dependence of amorphization should exiage volumes per cascade, and therefore in more displaced
for irradiation of silicon at temperatures at or below roomatoms than those predicted by the BCA. This effect is the
temperature. However, at or above a certain temperatunesult of the dense cascade regions that are produced by the
(which depends on the original pocket size and thus on theeavy ions. The deposition of a large amount of kinetic en-
damage energy of the ipthe amorphous pockets produced ergy in a small region of the crystal increases the efficiency
by the cascades recrystallize, leaving populations of poindf the displacement process. The energy per atom required to
defects and small clusters. Therefore, one would expect melt the material in the region of the cascade is much smaller
critical temperature, given by the temperature at which thehan the threshold energy to form a Frenkel pair. The coop-
amorphous pockets dissolve, above which no heterogeneoesative displacement of a group of atoms in a process similar
amorphization of silicon is possible by ion irradiation, al- to melting accounts for the large nhumber of atoms displaced
though homogeneous amorphization by the accumulation ah the cascade regions.
point defects could take place. If we consider that amorphous The stability of the damage zones at the ambient tempera-
pocket stability is higher the larger the pocket size, and thature and during annealing has important implications for ion-
the fraction of displacements initially in the form of amor- induced amorphization and for the diffusion of dopants dur-
phous pockets increases with ion mass, this critical temperang the processing of devices. We have shown that damage
ture should then clearly increase with ion mass. created by 5 keV As irradiation can be mostly eliminated by

Considering the activation energies obtained for the difshort, high-temperature anneals, e.g., a temperature of 1080
ferent pockets in this study we can estimate the time required for only 150 ps. The damage microstructure following this
to dissolve a pocket depending on its initial size and theanneal has the form of point defects and small clusters of
irradiation temperature. We present the results of this calcuvacancies or interstitials left behind when the amorphous re-
lation in Fig. 12 where we plot the time required for a pocketgion recrystallizes. In most cases the amorphous zones have
dissolution versus temperature for a variety of pocket sizesan excess or deficit of atoms compared with the surrounding
The graph considers only irradiation temperatures above 60ferfect crystal, and recrystallization simply leaves the corre-
K where we have seen that the amorphous pockets are nseponding number of vacancies or interstitials in a small clus-
stable and do indeed dissolve over time. For dose rates béer.
tween 1082 and 13“ ions/(cnf s), which correspond to cas- ~ We have also investigated the annealing at different tem-
cade overlap times of approximatel s and 10 ms, respec- peratures of an amorphous pocket producedlb keV As
tively, we can conclude from Fig. 12 that heterogeneouson. Even at room temperature, the number of atoms in the
amorphization at temperatures at and above 600 K can onlgmorphous zone decreases by over 10% in a period of 0.5 ns,
occur for cascades of size larger than 50 A in radius. Fobut after that it appears to be stable over very long time
smaller cascade sizes, the time scale for amorphous pockstales. At higher annealing temperatures the size of the zone
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decreases by a larger amount, and at 800 K only about 20%ifect on the range, but they do not have a large effect on the
of the atoms remained in an amorphous configuration. Thisotal damage, which involves a much larger number of ener-
shows that the material in a single amorphous zone can hagetic particles. A particularly hard collision with a silicon
different levels of metastability against recrystallization. ~ atom near the surface may drastically affect the distance the

The influence of the size of the amorphous zone on reion moves into the crystal, while the total number of atoms
crystallization has been studied by annealing pockets of difthat experience large displacements is not much affected.
ferent sizes at different temperatures. The larger pocket$Shis has been proved by BCA modéfayhere it is observed
clearly have greater metastability against recrystallization, athat the displacement efficiency has a small dependence on
indicated by a higher apparent activation energy. Amorparameters like the inelastic energy loss model considered,
phization by the accumulation of amorphous zones wouldhe temperature of the target, or the cutoff energy for the
require that a zone remain until other cascades are generatptbjectile. We have found that good damage statistics can be
in its vicinity. Since the time for overlap of cascades is onachieved using fewer than 100 events, and for this reason the
the order of 0.01-1.0 s for dose rates in the range 610 MD method is well suited to this type of study.
10 ions/(cnt s), the zones would be required to be stable In order to develop more general models of damage ac-
for times much longer than those that can be simulated bgumulation and annealing, more accurate and physically cor-
MD. However, extrapolation of the simulation results to rect models based on MD predictions for the damage will be
larger amorphous pockets than the ones simulated in thigequired. This paper provides the underlying base required to
work indicates that an heterogeneous amorphization procesevelop such models. Based on the results of amorphous
at temperatures higher than 600 K would require amorphoupocket annealing, we are currently developing a hybrid ap-
zones of a radius of about 50 A. Since the size of thes@roach that uses both MD and kinetic Monte Carlo simula-
amorphous pockets is strongly dependent on the ion mastipns to study damage accumulation at different tempera-
and the stability of the amorphous pockets increases withures. These results will then be used to study amorphization,
size, the critical temperature required to eliminate amordamage annealing, and TED under a wide variety of irradia-
phization will increase as the ion mass increases. These okion masses and energi€s’*
servations are in very good agreement with the experimental
database.

We have shown that it is possible to obtain accurate data
on the amount of damage produced by ion-beam irradiation This work was performed under the auspices of the U.S.
by simulating a modest number of events. Although theDepartment of Energy by Lawrence Livermore National
range of individual ions varies considerably, requiring theLaboratory under Contract No. W-7405-Eng-48 and by Bell
simulation of thousands of events bRIM or MARLOWE in Laboratories. The authors are grateful to S. Coffa and F.
order to obtain accurate statistics, the total amount of damPriolo for helpful discussions. One of @&1.J.C) thanks the
age produced is not subject to such large fluctuations. Thduan Gil Albert Association of Alacant and the Spanish
detailed collisions experienced by an ion can have a larg®GICYT (Project No. PB92-0341for partial support.
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