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The end edge reflection and collision of backward volume wave bright microwave magnetic envelope
solitons in long and narrow yttrium iron garnet single-crystal films has been studied experimentally. The
experiments were done on 5.1-mm-thick, 1-mm-wide films. The bright solitons were excited by single or
double 8–36-ns-wide microwave pulses with a nominal carrier frequency of 5.8 GHz. The experiments utilized
a movable transducer structure to make measurements for a range of transducer separations from 2 to 15 mm
and for pulses before and after reflection. The soliton character was established from single-pulse decay versus
time and distance measurements. Three decay regions were observed, a slow decay region before soliton
formation, a fast decay region characteristic of solitons, and a second slow decay for linear pulses. The soliton
region included both incident and reflected pulses. The exponential decay rate for the soliton regime was
greater than for the linear. The soliton pulses retained the same shape and speed after edge reflection. An
observed drop in pulse amplitude after passing under the pickup transducer provided a way to measure the
actual power and amplitude of the soliton signal. The measured amplitudes and widths were in fair agreement
with predictions for a simple sech-type order one soliton pulse. For properly timed double-pulse experiments
in which a reflected lead pulse collides with the follow-on pulse before detection, the effects of soliton
collisions could be examined. In the single soliton power regime, the pulses were found to retain their shape
and speed after collision. At higher powers, shapes were not retained. In addition, a wake effect was observed
in which the lead pulse causes a change in the detected signal for the follow-on pulse, even without collision.
@S0163-1829~96!00845-4#

I. INTRODUCTION

The term ‘‘soliton’’ usually refers to a propagating non-
linear pulse or wave packet which preserves its shape with-
out dispersive spreading. In the past three decades, soliton
excitations have been realized in many physical systems.1–3

One well-known example is that of optical envelope solitons
in fibers.4 In recent years, new work has been done on mi-
crowave magnetic envelope~MME! solitons in thin films.
This work has included studies of both dipole-exchange for-
ward volume wave~FVW! solitons,5–7 magnetostatic back-
ward volume wave~BVW! solitons,8 and magnetostatic sur-
face wave solitons.9,10 These experimental results have been
discussed in qualitative terms based on the balance between
nonlinear effects and dispersion, and quantitatively in terms
of the nonlinear Schro¨dinger equation.

One of the established defining features of a soliton, in
addition to propagation without spreading, is in its ability to
collide with another similar soliton and emerge after the col-
lision with an unchanged shape and speed. In the case of
MME solitons, such collision experiments have only been
reported for the forward volume wave case indicated
above.7,11 These experiments were carried out by~1! propa-
gating two FVW soliton pulses along a long and narrow YIG
film, and ~2! setting up conditions for collision by allowing
the first pulse to be reflected from the end edge of the film
and then collide with the still approaching second soliton
pulse. It was found that reflection at the end of the film

occurred with only minimal loss, below 0.1 dB, and that the
two FVW solitons could pass through each other without
changing their shapes.

This paper reports the results of reflection and collision
experiments for backward volume wave solitons. In addition
to the basic confirmation of shape and speed preservation
after collision, these reflection and collision experiments re-
veal several particularly new results as well. First, the reflec-
tion measurements provide a way to determine the actual
spin-wave power carried by the propagating MME pulse as it
passes under the pick-up strip line transducer and transfers a
measurable fraction of that power to the pickup line. Second,
the pulse power measurements as a function of the pickup
transducer position exhibit decay properties which allow one
to identify specific propagation regions along the YIG strip
for soliton formation, soliton propagation, and linear MME
pulse propagation. Third, the measured profiles for the
double-pulse propagation experiments show a wake effect at
powers above the single soliton range, in which the passage
of the first forward traveling pulse perturbs the YIG film in
some way which significantly affects the observed properties
of the second forward traveling pulse. Moreover, upon re-
flection of the first pulse and collision with the still forward
traveling second pulse, there exists a regime of power above
the single soliton regime for which the interaction causes
significant changes in the overall profiles.

The organization of this paper is as follows: Section II
provides a summary of the experiment and the basic magne-
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tostatic backward volume wave parameters which are appli-
cable to the measurements and the data analysis. Section III
presents the results of the single-pulse reflection experiments
and provides a brief analysis of those results. Section IV
presents the results of the two-pulse experiments and a quali-
tative discussion of these results.

II. EXPERIMENT AND NOMENCLATURE

The starting point for linear MME pulses and solitons in
magnetic thin films is with the magnetostatic waves first dis-
cussed by Damon and Eshbach.12 These MME pulses are
typically generated and detected by microstrip antennas and
propagated between antennas with characteristic group ve-
locities, dispersion effects, and decay properties which fol-
low established principles. The backward volume wave soli-
tons considered here derive from magnetostatic backward
volume wave packets at high power. This section provides a
brief overview of ~a! the experimental techniques used for
the measurement of such excitations and~b! selected theo-
retical considerations needed to interpret and analyze the ex-
periments. Detailed descriptions in both areas can be found
in Refs. 7 and 8.

A. Experiment

The measurements utilized several epitaxial YIG films
and a special planar microwave transducer structure for
which the pickup antenna could be moved and positioned
accurately relative to the input antenna while maintaining the
film strip in a fixed position relative to the input antenna. As
will be evident shortly, this capability to accurately position
the pickup antenna relative to both the input antenna and the
film edge used for reflection was critical to the measurement
results. This structure will be discussed shortly.

Several different films were used for the experiments. The
films were grown on a~111! plane single-crystal gadolinium
gallium garnet~GGG! substrate by the method of liquid
phase epitaxy~LPE!. The films used in this work had un-
pinned surface spins and the excitations generated in the ex-
periments were taken to be purely dipolar spin waves or
magnetostatic waves.13 The films had narrow ferromagnetic
resonance linewidths, typically in the 0.5 Oe range at 10
GHz. They exhibited properties generally associated with
films with no appreciable surface spin-pinning effects. That
is, the ferromagnetic resonance spectra exhibited no pro-
nounced spin-wave resonance peaks and the magnetostatic
surface wave and forward volume wave transmission profiles
showed no pronounced notches usually associated with pin-
ning. The results presented in this report are for one film
sample of thickness 5.1mm, as determined from the LPE
processing parameters and by optical methods.

The film featured below was carefully cut into a long and
narrow rectangular strip with a widthW of 1.0 mm and a
length of 40 mm. The narrow width served to reduce pos-
sible transverse instability and diffraction effects. Care was
taken to properly prepare the short edges at the ends of the
YIG strip. The short edge intended for reflection was cut to
be perpendicular to the axis of the strip. The other short edge
was tapered to reduce unwanted reflections.

For the microwave measurements, the film strip was po-
sitioned, with the YIG side down and GGG substrate side up,

over the microwave transducer and mechanical stage as de-
picted schematically in Fig. 1. Figure 1~a! shows the
grounded input and pickup microstrip transducer lines on
two separate copper clad microwave dielectric substrate
structures. The mechanical stage was designed to allow for
the translation of the pickup antenna along the long dimen-
sion of the YIG strip. The input and output microstrip lines
were designed for an impedance of 50V, with narrower 50-
mm-wide, 2-mm-long sections just under the YIG film por-
tions. These 50-mm-wide sections under the YIG were
needed for efficient wide band excitation and detection of the
magnetostatic wave pulses for the operating point and pulse
widths of the experiment. Figure 1~a! also shows a vectorH
which is parallel to the long direction of the YIG strip. This
H denotes the static magnetic field. A field parallel to the
propagation direction down the YIG strip from the input an-
tenna to the pickup antenna and far edge of the YIG results
in magnetostatic backward volume wave signal propagation.

Figure 1~b! shows the YIG film strip and the two antennas
across the film in simplified schematic form to define clearly
the geometry and the mechanical positioning parameters for
the experiments. The diagram also shows a pulse propagat-
ing at some carrier wave vectork and group velocityvg . For
BVW excitations,k andvg are oppositely directed. The dis-
tance between the input microstrip antenna and the far end
edge of the YIG film is designated asL. For the various
sequences of measurements to be presented below, this dis-
tance was maintained at fixed values in the 8–10 mm range.
The distance between the input microstrip antenna and the
output antenna is designated asZ in Fig. 1~b!. In the experi-

FIG. 1. ~a! Schematic diagram of the YIG film transducer struc-
ture. ~b! Propagation geometry and spacings for the film strip and
the movable transducer section. The structure consists of two sepa-
rate planar microstrip transmission line sections which narrow
down to input and output transducer sections. These lines are on the
top surfaces of microwave dielectric substrates with conducting
ground plane backings. The long and narrow YIG film on a gado-
linium gallium garnet~GGG! substrate is positioned YIG side down
over the transducer sections of the input and output microstrip lines.
The input line section is fixed in position and the output section is
movable. The distance from the input transducer to the far edge of
the film is denoted asL. The distance from the input transducer to
the movable output transducer is denoted asZ. The structure sup-
ports the propagation of BVW pulses with a carrier signal wave
vectork and a group velocityvg .
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ments, this distance was changed by moving the pickup
transducer under the YIG film. The mechanical stage range
of movement allowedZ to be varied between 2 and 15 mm.
The accurate determination of these distances will be particu-
larly critical to the analysis of the pulse reflection data. They
were determined through visual measurement of actual dis-
tances with a traveling microscope in combination with a
vernier scale on the translation stage, and by extrapolation
from the actual pulse timing versus position data. The visual
measurements were accurate to about 0.1 mm. The single-
pulse data to be presented in Sec. III also indicate a position
error from the pulse timing data in the60.1 mm range.

Three specific measurements form the basis of the results
to be presented below. These are~1! measurements of cw
transmitted power versus frequency under low power condi-
tions, ~2! measurements of peak powers for the detected
pulses at the output antenna as a function of the antenna
positionZ for different input pulse powers, and~3! measure-
ments of the actual profiles of the various pulse signals at the
output antenna. The control parameters for such experiments
are, of course, the geometry, the microwave carrier fre-
quencyf , the valueH of the static field, the microwave input
pulse widthTo , and the input pulse peak powerPin . For cw
signals or pulse widths which are not too narrow, that is,
when To@1/f is satisfied, the choices of geometry, fre-
quency, and field determine the carrier wave numberk and
the group velocityvg , as well as other parameters related to
the dispersive and nonlinear effects. Withv andk specified,
the choices forTo andPin further determine the actual dis-
persive and nonlinear response properties for the experimen-
tal pulses. These parameters will be considered in more de-
tail shortly.

The input microwave signals, both pulse and cw, were
obtained from a Hewlett-Packard synthesized sweeper, a fast
pulse generator, a fast microwave switch, and a power am-
plifier. Microwave pulses with widths as narrow as 3 ns were
possible. The results presented below are for an input pulse
width of 24 ns, as measured at the half power positions on
the pulse profile. The input and output microwave signals
were detected and analyzed with the aid of a Hewlett-
Packard microwave transition analyzer~MTA !. The MTA
could be operated in either the frequency domain as a net-
work analyzer or in the time domain as a fast sampling digi-
tal oscilloscope. Measurements in the frequency domain
were used to characterize the transmission properties of the
MSW signal. Pulse measurements in the time domain were
used to obtain most of the data to be considered shortly. The
static magnetic field was provided by a conventional iron
yoke electromagnet and measured with a digital Hall effect
gaussmeter. The entire system was controlled from a per-
sonal computer through a standard IEEE-488 interface bus.
Further details on the basic setup of the experiments may be
found in Refs. 2 and 3.

A directional coupler was used to sample the microwave
signal applied to the input transducer. With cable and con-
nector loss taken into account, the input signal as detected at
the MTA was approximately 27 dB down from the signal at
the input transducer shown in Fig. 1. Measurements of inci-
dent and reflected power at the input connection to the trans-
ducer structure yielded a power coupling efficiency of ap-
proximately 0.20 at the operating point for the MSW

measurements. That is, approximately 20% of the incident
power was converted into MSW pulse power in the YIG.

The output signal level at the MTA was approximately 2
dB down from the signal at the output transducer. The com-
bination of measurements on forward traveling pulses and
pulses traveling in the reverse direction after reflection made
it possible to extrapolate backward from the MTA signal to
determine the actual spin-wave power at the pickup strip
line. This capability will be critical for the data analysis at
the end of Sec. III. As will be shown, the MSW power con-
version efficiency to strip line power was approximately
25%.

In the results presented below, signal levels are given in
several ways. The input power levels shown on the left side
vertical axes for the pulse signals in Figs. 3 and 8 are indi-
cated in mW. These values correspond to the actual power
levels detected at the input channel to the microwave transi-
tion analyzer~MTA !, increased by 27 dB to approximate the
power levels at the input to the transducer structure. The
output power levels shown on the right side vertical axes of
Figs. 3 and 7 are indicated inmW. These values correspond
to the actual powers registered at the MTA input but in-
creased by 2 dB to approximate the power levels at the out-
put of the transducer structure. The peak signal levels for the
forward traveling and reflected microwave pulse signals in
with Figs. 5 and 6 are shown in mV. These values corre-
spond to the input channel MTA signal voltages. The con-
nection between a given MTA voltageV and powerP fol-
lows the relationP5 1

2V
2/R, where R is the 50V input

impedance for the MTA channel. TheV2/R factor comes
from Ohm’s law. The factor of 1/2 is needed to connect the
peak voltage readings for the 5.8 GHz signal to average mi-
crowave power. The voltage levels in Figs. 5 and 6 are
shown on a logarithmic scale. Since the MSW power is pro-
portional to the square of the dynamic magnetization re-
sponse, the mV data correspond to the dynamic magnetiza-
tion response amplitude rather than power. The decay in the
mV signal level with either distance or time will yield the
operational relaxation rate for the dynamic magnetization.

B. Nomenclature

A recent report by Hurben and Patton14 contains a de-
tailed review of the properties of magnetostatic backward
volume waves in YIG films at microwave frequencies and
under low power conditions. One of several key properties of
these BVW excitations is their dispersion relation of fre-
quency versus wave number. The dispersion relation for the
BVW carrier frequencyvk as a function of wave numberk
may be obtained from Ref. 14 according to

cot~kz
i S!5

1

2 F ~vk
22vH

2 !2~vB
22vk

2!

A~vB
22vk

2!~vk
22vH

2 !
G ~1!

and

k5AvB
22vk

2

vk
22vH

2 kz
i . ~2!

The parameterS in Eq. ~1! denotes the film thickness. The
vH and vB are frequency parameters defined byvH5gH
and vB5g[(H14pMs)H]

1/2, whereMs is the saturation
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magnetization andg denotes the absolute value of the gyro-
magnetic ratio for the electron magnetic moments in the ma-
terial. Thek z

i parameter represents an effective wave-vector
component for the mode profile across the film. For YIG at
room temperature, the nominal value of 4pMs is 1750 G.
For free-electron moments corresponding to a Lande´ g fac-
tor, g52, one hasg51.763107 rad/Oe s for frequency in
rad/s andg52.8 GHz/kOe in practical units. Note that the
ferromagnetic resonance~FMR! frequency for in-plane mag-
netized isotropic magnetic films is atvFMR5vB , even
though the analyses for FMR and BVW excitations are for
different limits. In the above formulas and for all analyses
which follow, the Gaussian system of units is used. Frequen-
cies in rad/s will be denoted byv,vk ,vH ,vB , etc. These
same frequencies, when specified in Hz or GHz, will be de-
noted byf , f k , f H , f B , etc.

Figure 2 shows a dispersion curve for the lowest-order
solution to Eqs.~1! and ~2!. The figure shows the magneto-
static backward volume mode frequencyf k , in GHz, as a
function of wave numberk, in rad/cm for the 4pMs andg
values cited above, a film thicknessS55.1 mm and a field
H51384 Oe. ThisS value is the thickness for the YIG film
used for the experiments considered below. TheH value
corresponds to the field used for the single-soliton pulse re-
flection experiments to be discussed in the next section. The
inset in Fig. 2 shows an expanded view of the dispersion
curve for the region neark50. The curve in this expanded
view is decorated by a solid circle atf k55.779 GHz and
k5125 rad/cm. This is the frequency used for the single-
pulse reflection experiments as well. The circle, therefore,
corresponds to the operating point for these experiments.
This operating point corresponds to ak z

i value of 0.36
rad/cm or an across-the-film wavelength of 17 cm. The mode
profile across the film is essentially uniform.

The dispersion curve starts at the top of the BVW band at
k50 and f k5 f B55.83 GHz. As the wave numberk in-
creases from zero,f k decreases with an initial negative slope.
The curve has positive curvature and gradually approaches a

limiting frequencyf k5 f H53.87 GHz in the limitk5`. The
negative slope corresponds to a negative group velocity and
is the origin of the term ‘‘backward’’ in the backward vol-
ume wave label. In the experiments, the input and output
transducers define the propagation direction for the pulses
and, hence, the direction ofvg . Strictly speaking, backward
volume waves will have the wave vectork directed opposite
to the propagation direction rather than in the same direction
as indicated in Fig. 1. The single-pulse measurements of the
next section yieldedungu values in the 2.573106 cm/s to
2.773106 cm/s range. The calculated value from
ungu5u]vk/]ku, Eqs. ~1! and ~2!, and the parameters listed
above is 2.523106 cm/s. These values will be discussed in
the next section.

Measurements ofungu versus frequency yielded a value of
590 cm2/rad s for the dispersion parameterD5]2vk/]k

2 at
the operating point in Fig. 2. This compares reasonably well
with the calculated value of 675 cm2/rad s. Theseungu andD
values are smaller than the corresponding values in Ref. 8
because the operating pointk value is somewhat larger.

BVW wave-packet propagation is possible as long as one
utilizes a carrier frequency located within the applicable
band limits and sufficiently wide pulses to maintain a narrow
spectral width which does not extend the frequency content
of the pulse beyond the edges of the band. As already indi-
cated, the group velocity of such pulses is determined by the
frequency operating point within the band and the slope of
the dispersion curve at that point. For a given propagation
distance, as between the microstrip transducers in Fig. 1, the
decay in pulse power due to damping will be smallest for the
largest possible group velocity. This condition is accom-
plished by operating as close as possible to thef B point in
Fig. 2. As already indicated, the solid circle on the dispersion
curve in Fig. 2 represents the 5.779-GHz operating point
chosen for much of this work. The downshift of this operat-
ing point from thef B band edge at 5.83 GHz, a shift of about
50 MHz, is needed because of the spectral width in fre-
quency content caused by the finite pulse width. For a pulse
width of 24 ns, the value used for many of the results given
below, the spectral half width of the microwave pulse signal
is about 20 MHz.

Turn now to the basic nonlinear properties for the BVW
excitations. For a frequency operating point close tovB or
f B , the nonlinear effects which lead to soliton formation may
be described to a good approximation in terms of an ampli-
tude dependentvB band limit. Consider a right-handedx-y-z
coordinate system for the in-plane magnetized film with the
x direction perpendicular to the film, they-direction in-
plane, and the in-planez direction alongk, H, andM s . This
configuration matches the setup for BVW wave-packet
propagation in Fig. 1. To lowest order, one may describe the
magnetization response for a propagating BVW signal as
given below:

mx~z,t !5 i&Ms

vH /vB

A11vH
2 /vB

2
u~z,t !e2 i ~kz2vkt !, ~3!

my~z,t !5&Ms

1

A11vH
2 /vB

2
u~z,t !e2t~kz2vkt !, ~4!

FIG. 2. Dispersion diagrams of magnetostatic backward volume
wave frequencyf k vs wave numberk. The horizontal dashed lines
and the frequenciesf B and f H denote band limits. The solid curves
were calculated for a 5.1-mm-thick yttrium iron garnet film with an
in-plane static fieldH51384 Oe. The solid circle atf k55.779 GHz
and k5125 rad/cm represents the operating point for the single-
pulse experiments.
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Mz5Ms2
umx~z,t !u21umy~z,t !u2

2Ms
5Ms@12uu~z,t !u2#. ~5!

The functionu(z,t) comprises a normalized complex enve-
lope function for the BVW wave-packet dynamic magneti-
zation amplitude. The precession is in the Larmor sense and
corresponds to an elliptical polarization for the transversex
and y components of the dynamic magnetization according
to

umx~z,t !u
umy~z,t !u

5
vH

vB
. ~6!

This condition is strictly applicable only for an operating
point close to thevB or f B band edge.

The nonlinear response is obtained from the realization
that the BVW upper band edge frequency limit
vB5g[(H14pMs)H]

1/2 applies only in the small signal
limit for which u(z,t) is small andMz is very nearly equal to
Ms . For large-amplitude excitations, one must write
vB(Mz)5g[(H14pMz)H]

1/2 and obtain, thereby, an
amplitude-dependent band edge. One then may proceed to
define a nonlinear response parameterN to describe the fre-
quency shift in the operating point frequencyvk with ampli-
tude according to

N5
]vk

]uuu2
. ~7!

For an operating point frequencyvk which is reasonably
close tovB , N may be approximated by evaluating the rate
of change in the band edge frequencyvB with respect to
uu(z,t)u2.

From the above equations, along with the specified mate-
rials, field, and frequency parameters, one may readily obtain
N52vHvM/2vB521.0231010 rad/s. One may also evalu-
ate the rate of change invk with uu(z,t)u2 numerically, based
on the dispersion equations given above and withvM re-
placed byvz5g4pMz . This procedure yields anN value of
21.031010 rad/s. This later value will be used for the nu-
merical evaluations given below. It is important to note that
the definitions ofN vary in the literature, due mainly to
different defined connections between thez component of
the magnetization,Mz , and uuu2. Equation ~5! makes this
connection in a simple way, but requires more complicated
connections to obtain the transversemx andmy components
of the dynamic response in terms ofu. An alternate ap-
proach, first introduced by Zvezdin and Popkov,15 was used
in Ref. 8. In any case, the final effect is the same, namely, an
amplitude-dependent excitation frequency as defined through
Eq. ~7!.

As discussed in the references cited in the Introduction, it
is this nonlinear frequency shift which can, in certain situa-
tions, compensate for the wave-packet spreading caused by
dispersion and produce solitons. One may note that the non-
linear coefficientN for BVW signals isnegative, while the
dispersion parameterD is positive for BVW excitations.
BVW signals, therefore, satisfy the Lighthill criterion for
soliton formation, N•D,0. Under conditions when the
Lighthill criterion is satisfied, the working equation for theo-
retical soliton calculations is the nonlinear Schro¨dinger

~NLS! equation. A practical form of this equation which may
be directly applied to MME soliton experiments is given by

i S dudt 1ng
du

dzD1
1

2
D
d2u

dz2
2Nuuu2u52 ihu. ~8!

All the parameters in Eq.~8! have been defined except the
relaxation rate parameterh. This relaxation rate parameter
described the losses or damping of the microwave magnetic
response. In the linear response analysis, the transverse com-
ponents of the dynamic magnetization decay according to
u(z,t)5u(0,0)e2ht5u(0,0)e2(h/ng)z. For solitons, how-
ever, one finds that the decay inu is at a somewhat faster
rate.16 In the experiments to be described shortly, it will be
possible to measure these decay rates directly by measuring
output signal power as a function of the transducer separa-
tion Z. The linear decay rateh will be found to be about
53106 rad/s. This corresponds to a ferromagnetic resonance
linewidth, which is approximately equal to 2h/g, of about
0.6 Oe. Such losses are typical of good-quality single-crystal
YIG films.

The usual procedure for comparing theory to data for soli-
ton experiments is to set up a boundary value problem with
an initial u(0,t) or u(z,0) profile, use numerical methods to
compute variousu(z,t) profiles for the propagating wave
packets, and compare these calculated profiles with the mea-
surements. Such comparisons may be found in Ref. 8. For
the present purposes, however, only one relatively simple
NLS equation solution result is needed, the analytical order
one-soliton wave-packet amplitude solution from inverse
scattering theory.15 This amplitude, expressed in terms of the
parameters already established, is given by

uu~z,t !u5u0e
22htsechF ~z2ngt !u0e

22htUNDU
1/2G . ~9!

Equation ~9! is a solution to Eq.~8! in the limit of small
damping. The amplitudeu0 refers to the initial peak value of
u(z,t) at some timet50 for the propagating wave-packet
profile. Equation~9! demonstrates two little realized but
critical properties of soliton pulses. First, note thee22ht ex-
ponential decay term which multiplies the initial amplitude
u0. This term gives an amplitude decay rate of 2h, which is
twice the usual rate for linear pulses. This more rapid decay
for soliton pulses relative to linear pulses will provide one
means of identification for soliton signals. The second im-
portant result comes from the appearance of theu0e

22ht

amplitude factor inside as well as in front of the sech func-
tion. This leads to a soliton shape which becomes wider as
the amplitude decays. This increase in width will provide
another test of the soliton character of the pulse signals to be
considered in the following sections. In order to put this
inverse connection on a more quantitative basis, define the
width Gt of the above sech function as the spread in time
from one side of the pulse to the other for a reduction in
amplitudeu0/2. In the limit of small damping andhGt!1,
this theoretical soliton width at half the peak amplitude is
given by
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G t5
2 ln~21) !

u0ng
UDNU

1/2

. ~10!

The comparison of the theoretical width with measured
BVW pulse widths will be one test for soliton formation to
be considered in Sec. III.

In considering MME soliton formation, four characteristic
times for linear and nonlinear MME pulses are often of im-
portance, the characteristic relaxation timeTr , a characteris-
tic dispersion timeTd , a characteristic nonlinear response
time Tn , and the propagation time from wave-packet launch
to observation,Tp . These times are discussed in Refs. 7 and
8 and are not a major focus here. It will still be useful,
however, to take note of their values.

The relaxation timeTr is simply the decay time of the
dynamic magnetization response due to energy dissipation. If
only relaxation is considered, the amplitude of the MME
wave packet will simply decay according toe2ht with a
characteristic 1/e decay time given byTr51/h. Based on the
h value cited above, 53106 rad/s,Tr is 200 ns.

The dispersion timeTd may be defined as the time for a
pulse of initial widthT0 and power amplitudeuu0u

2 to double
its width due to dispersion. If one takes the spectral width in
frequency for an initial MME pulse of widthT0 to be 2p/T0,
one may obtain an approximate dispersion time

Td5
ng
2T0

2

2puDu
. ~11!

For the parameters given above, one obtainsTd~ns!51.92
@T0~ns!#

2. For T0524 ns,Td is 1100 ns. Note that theTd
defined above issmaller than the dispersion time defined in
Refs. 7 and 8 by a factor of 2p. This is due to the more
realistic 2p/T0 value of the spectral width cited above. Ref-
erences 7 and 8 set this width at 1/T0.

The nonlinear response time may be defined as the time
for the nonlinear frequency shift to yield a phase change ofp
between the original low power carrier signal and the shifted
carrier signal at power amplitudeuu0u

2. This time is obtained
as

Tn5
p

uNu uu0u2
. ~12!

For the N value given above, one obtainsTn~ns!
53071/@uu0u3102#2. Note that forTn to fall in the 100–1000
ns range relevant to the current experiments, theuu0u3102

parameter must be on the order of 2–5. This corresponds to
an initial umu response on the order of 2–5 % ofMs .

The fourth characteristic time is the propagation timeTp
for the low-amplitude wave-packet pulse in a particular ex-
periment. In the context of the current experiments, this time
is given simply byTp5Z/ungu for the pulses detected imme-
diately after launched from the input transducer or
Tp5(2L2Z)/ungu for pulses after edge reflection. The dis-
tances for the experiments to be considered below range
from about 5 to 15 mm with correspondingTp values in the
200–600 ns range.

The interplay between these various characteristic times
sets the conditions for both the linear pulse response at low
power and the generation and observation of solitons at high
power. In simple terms, the formation of solitons involves a

compensation for the phase change between the wave-packet
harmonic components caused by dispersion by the phase
change caused by the nonlinear frequency shifts for these
components. A rigorous treatment which includes the possi-
bility of the generation of more than one soliton leads to15

T0
2uu0u2.~n21/2!2

p2

ungu2
UDNU, ~13!

wheren is a positive integer soliton number which loosely
corresponds to the number of solitons created. This result
reflects the intuitive expectation that thelower the dispersion
or thehigher the nonlinear frequency response parameterN,
the shorter the pulse width and/or the lower the power am-
plitude needed to produce solitons. Based on the parameters
already indicated, Eq.~13! gives a critical [T0(uu0u3102)] 2

product value for order one solitons of 200 ns2. The soliton
threshold forT0524 ns is atuu0u3102'0.6, or at anumu value
on the order of 1% ofMs .

There are additional constraints onuu0u
2 which are related

to the relaxation timeTr and the propagation timeTp . Con-
sider relaxation first. The conditionTn,Td is already imbed-
ded in Eq.~13!. However, if the nonlinear response timeTn
is longer than the relaxation timeTr , decay due to relaxation
will dominate and the soliton generation will not be possible.
Basically, the pulse decays before it has a chance to form a
soliton. A second condition for solitons, therefore, is ob-
tained fromTn,Tr . This amounts to a condition on the ini-
tial pulse power amplitudeuu0u

2 alone:

uu0u2.uu0urn
2 5

p

uNu
h. ~14!

For the values ofN and h already given, one obtains
uu0um310253.9. In other words, a dynamic response with
umu on the order of 4% ofMs is needed to form a soliton in
the presence of relaxation.

Now consider the propagation time constraint. In order to
observe solitons which have been completely formed, the
propagation timeTp should belonger than the nonlinear re-
sponse timeTn . This amounts to asecond conditionon the
initial pulse power amplitudeuu0u

2,

uu0u2.uu0upn
2 5

p

uNu
ungu
1 cm

. ~15!

A distance of 1 cm is inserted in Eq.~15! to represent a
typical propagation distance. For the parameter values al-
ready given, one obtainsuu0upn310252.9. Here too, the level
of umu required for solitons is on the order of a few percent of
Ms .

None of the above limits represent hard conditions on
either the creation or the observation of soliton behavior.
Note first that the various characteristic times are defined
somewhat arbitrarily, in terms of a 1/e decay forTr , a dou-
bling in pulse width forTd , and a phase change ofp for Tn .
Other definitions could have been used as well. The levels
obtained above, therefore, represent more a rule of thumb
than a definite threshold forn solitons. The damping and
propagation time constraints, moreover, simply mean that
whatever behavior is observed may correspond to additional
damping effects or incomplete soliton formation. The key
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points are that~1! a dynamic magnetizationumu response on
the order 1% ofMs is needed to produce solitons and~2! the
time scales for soliton formation are in the 100–1000 ns
range.

One further result which will be needed for the analysis of
the data to follow concerns the connection between the
power flux PMSW for the propagating BVW signal and the
dynamic magnetization responseumu for the mode. A simple
connection between these two parameters can be obtained
from the basic response equations defined above and Max-
well’s equations, under the assumption of a uniform dynamic
response across the width and thickness of the film.17 The
result, expressed in Gaussian units, may be written as

umu25
vM

vH
S 11

vH
2

v2 D PMSW

16SWungu
. ~16!

This connection will prove useful for the analysis of the
pulse reflection data in the next section.

III. PROPAGATION AND REFLECTION OF BVW MME
SOLITONS

Some typical pulse measurement results from the edge
reflection experiment are shown in Fig. 3. The particular
results shown are for nominal values forZ andL of 6.6 and
8.8 mm, respectively, a pulse width of 24 ns as already in-
dicated, and power levels which correspond to soliton propa-
gation over the range of the data shown. The input power of

70 mW was above the minimum power required to produce
solitons but below the power at which multisoliton profiles
occur. More detailed results on soliton propagation and re-
flection will be presented shortly. The focus here is on the
pulse timing and sequencing when edge reflection is in-
volved. Figure 3 shows results for two different experiments,
one with a single input pulse and one for two input pulses.
Figure 3~a! shows trajectories for the two pulses in a distance
versus time format. The solid circles and vertical lines de-
note the launch times and the detection times at the pickup
transducer. Figure 3~b! shows the input and output pulse sig-
nals as a function of time for a single-pulse experiment and
Fig. 3~c! shows the corresponding signals for a two-pulse
experiment. The zero time reference is arbitrary. The input
and output power scales for Fig. 3 were discussed in Sec. II.
They are included simply to indicate the range of input and
output power levels for the experiment. The accurate deter-
mination of relative changes in output peak powers with
transducer position will be critical to the measurements to be
presented shortly, however. The focus of this section is on
the single pulse experiment results of the type shown in Fig.
3~b!. Results for the two-pulse collision experiment will be
considered in Sec. IV.

As evident from Figs. 3~a! and 3~b!, the single-pulse ex-
periment involves the launch of a rectangular pulseI 1, the
forward propagation of that pulse along the film and past the
point of the pickup transducer to produce signalF1, and then
reflection of the pulse from the end of the film to produce a
second signalR1 as the pulse passes the pickup transducer
traveling in the reverse direction. The basic measurements to
be presented in this section concern~a! the positions in time
and ~b! the amplitudes for theF1 and theR1 pulses as a
function of pickup transducer position. Such data, as will be
evident shortly, can provide three important pieces of infor-
mation:~1! the position of the reflecting film edge,~2! ranges
of incident power which produce linear and soliton signals,
and~3! a quantitative power transfer factor for the fraction of
the soliton pulse signal which is actually transferred to the
pickup transducer. One important feature of the profile data
in Fig. 3~b! is evident from the relative widths of theF1 and
R1 pulses. The reflectedR1 pulse is clearly wider than the
forward traveling F1 pulse. This widening occurs even
though the two signals represent the same soliton. It is due to
the connection between the soliton peak amplitude and the
soliton width embodied in Eq.~9!. As the soliton decays in
amplitude, the width increases. The experimental connection
between soliton amplitude and width will be established at
the end of this section.

Figure 4 shows the results of measurements of pulse tim-
ing as a function of the pickup transducer position relative to
the input transducer, for two different input peak power val-
ues. The position of the reflecting film edge, relative to the
launch transducer, was held fixed at a nominal value around
10 mm. The input peak power was 3.7 mW for the low
power results in Fig. 4~a! and 145 mW for the high power
results in Fig. 4~b!. As will be made evident shortly from
corresponding data on pulse power, the 3.7-mW input power
produces linear pulses and the 145-mW power produces soli-
ton pulses. The horizontalZ scale in Fig. 4 indicated the
nominal separation between the input transducer and the

FIG. 3. Representative trajectories and pulse profiles for the
single- and double-pulse experiments in the backward volume wave
configuration for the 5.1-mm-thick yttrium iron garnet film strip, a
static magnetic field of 1384 Oe, and a carrier frequency of 5.779
GHz. The pulse width was 24 ns.~a! Schematic trajectories of po-
sition relative to the input transducer vs time for the two-pulse
experiment, with pulse reflection at the film edge position, detection
at the pickup transducer position, and pulse collision at the position
of the solid circle.~b! Input and output soliton pulse signals vs time
for the single-pulse experiment.~c! Input and output soliton pulse
signals versus time for the two-pulse experiment. The nominal po-
sition of the output transducer relative to the input transducer was
6.6 mm. The nominal spacing between the output transducer and
the reflecting film edge was 2.2 mm.

15 216 54KOVSHIKOV, KALINIKOS, PATTON, WRIGHT, AND NASH



pickup transducer in mm, as measured directly from the ver-
nier scale on the translation stage. The vertical time scale
represents the time for the peak in the forward traveling or
reflected pulse at the pickup transducer measured relative to
the time for the leading edge of the input pulse at the half
amplitude point in voltage.

TheZ values and time points shown in Fig. 4 yield pulse
velocity determinations to be presented shortly. If these av-
erage velocity values and the timing data are extrapolated
backwards to determine transducer spacings, one obtains val-
ues which are smaller than the indicatedZ values by about
0.160.05 mm. These differences are within experimental er-
ror for the distance determinations. Note also that the trans-
ducer widths are 50mm or 0.05 mm. All transducer separa-
tion determinations must be uncertain to this dimension in
any case. The important effects come from the change in the
pulse position in time as the pickup transducer is moved
relative to the launch transducer.

The solid lines in Fig. 4 indicate linear least-squares fits to
the time versus position data for the four sequences of timing
measurements shown. The vertical dashed lines in the two
graphs designate the crossover points for the linear fits to the
forward and reflected data sequences in each case. The nu-
merical values of these intercepts are also indicated.

The two sets of data in Fig. 4 show clearly the propaga-
tion characteristics for the forward traveling and reflected
pulse signals at low and high powers. The lower set of points
for each graph represent the increase in the pickup time for
the forward traveling pulse as the pickup transducer is

moved away from the launch transducer. The slope of the
response in each case represents the group velocity for the
forward traveling pulse. The fitted low and high power for-
ward traveling pulse group velocities are 2.583106 and
2.573106 cm/s, respectively. The standard deviation from
the mean for these velocity determinations was 0.92 and
0.85%, respectively.

The higher set of points for each graph represents the
decrease in the pickup time for the reflected pulse as the
pickup transducer is moved closer and closer to the film
edge. The slope of the response in each case represents the
negative of the group velocity for the reflected pulse. The
fitted low and high power pulse group velocities for the re-
flected pulses are 2.773106 and 2.713106 cm/s. The stan-
dard deviation from the mean for these velocity determina-
tions was 0.85 and 1.18% for these two determinations,
respectively.

The vertical dashed line intercept points for the two
graphs in Fig. 4 will turn out to be important parameters for
the results to follow. These intercepts, from the low- and
high-power fits, respectively, are 9.9360.09 and 9.8960.11
mm, where the errors indicate standard deviations from the
mean. The average intercept is equal to 9.9160.1 mm. This
intercept corresponds to the extrapolatedZ value for the
pickup transducer at the film edge.

It is noteworthy that the fits in Fig. 4 give rather accurate
but different group-velocity values for the forward traveling
and reflected signals. The 1% random errors in the fits are
significantly smaller than the 6% differences in these two
velocities. The origin of these differences has not been in-
vestigated. They may be related to small misalignments be-
tween the static field and the YIG strip or anisotropy effects
for the film. The 6% difference in velocities will have little
impact on the results considered below. Where needed below
for purposes of calculation, an averageungu value of
2.663106 cm/s will be used.

Figure 5 shows measurement results on the decay in pulse
peak amplitude for the same pulse experiments used for the
data shown in Fig. 4. The graphs display the peak detected
voltage at the MTA for the pickup transducer. The two
graphs are for the same low- and high-power conditions as in
Fig. 4, with the peak input power set at 3.7 mW for Fig. 5~a!
and at 145 mW for Fig. 5~b!. The vertical axes in Fig. 5
show peak output pulse voltages obtained from the pickup
transducer as recorded by the MTA. The horizontal axes in
Fig. 5 are the same as in Fig. 4. For the discussion to follow,
it will be important to keep in mind that each voltage-
position data point in Fig. 5 has a corresponding voltage-
time data point. A full analysis of the results will require
consideration of both position and time points.

As discussed above, the vertical scales gives peak signal
levels in millivolts as detected at the MTA. The 100 mV
voltage level corresponds to a detected MTA peak power of
100mW. For a cable attenuation of 2 dB, one then has about
160mW at the output of the transducer structure. The actual
transducer pickup powers are not needed for the analysis of
the data in Fig. 5. They will be important for the determina-
tion of actual soliton peak powers, as will be considered
shortly.

Note that the vertical scales for both graphs are logarith-
mic. The linear character for the individual plots or plot seg-

FIG. 4. Representative data on pulse propagation time vs pickup
transducer position for the forward traveling and reflected pulse
propagation experiment under low- and high-power conditions and
with other operating parameters the same as for Fig. 3. The low-
power data in~a! are for an input power of 3.7 mW and the high-
power data in~b! are for an input power of 145 mW. The solid lines
show the results of linear best fits to the data. The dashed lines
indicate crossover positions for the forward traveling and reflected
pulses for each graph.
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ments is indicative of a constant decay rate for those data.
The relaxation rateh introduced in Sec. II is equal to the
slope of the semilogarithmic response of voltage as a func-
tion of time for a given curve or curve segment multiplied by
ln~10!. The various straight lines in Fig. 5 indicate linear fits
to various parts of the data.

The vertical dashed lines indicate fitted crossover points
in positionZ for the linear fits to the forward traveling and
reflected pulse data at largeZ values. These crossover points
further indicate anapparent film edge position which is
based solely on the pulse amplitude versus distance data.
These apparent edge positions turn out to be somewhat larger
than the film edge position obtained from the fits shown in
Fig. 4. These different film edge positions have important
implications which will be considered in detail at the end of
this section.

The two-signal level vs position graphs in Fig. 5 have the
same general character as the signal level vs time graphs in
Fig. 4. For a given graph, the data points at the higher volt-
age levels, which decrease in voltage as theZ position is
increased, represent the forward traveling pulses. The data
point at the lower voltage levels, which increases as theZ
position is increased, represents the reflected pulses. It is
important to note that low power data in Fig. 5~a! show a
nearly linear response on the semilogarithmic scale of the
display, with about the same decay rates for the forward
traveling and the reflected pulses. For the high power data,

however, both the forward traveling pulse decay and the re-
flected pulse decay results appear to separate into two re-
gions, one with a lower decay rate at smallZ values and one
with a higher decay rate at largeZ values. As will be dis-
cussed shortly, the higher decay rate region is one indication
of soliton propagation.

Consider first the low-power results in Fig. 5~a!. The data
show two important results, one concerning decay and one
concerning crossover. Consider decay first. The linear decay
in voltage versus propagation distance on the semilogarith-
mic scale shown is indicative of the constant low-power re-
laxation rate for the MME peak signal dynamic magnetiza-
tion amplitude. Note that the actual power would correspond
to the square of the voltage so that the voltage itself corre-
sponds to the dynamic magnetization amplitude. The fitted
slope for lnV versusZ corresponds to a spatial decay rate
b5h/ungu. The fitted slope for lnV versus time corresponds to
the actual relaxation rate parameterh. Low-power decay
rates were obtained from the straight-line least-squares fits to
the amplitude versus time. The fitted relaxation rates for the
forward traveling and reflected pulses at low power were
5.33106 and 4.73106 rad/s, respectively. These rates con-
vert to equivalent ferromagnetic resonance half power lin-
ewidths of 0.60 and 0.53 Oe, respectively. Such linewidths
are quite reasonable for high-quality single-crystal YIG films
of the sort used here. The deviation from the mean for the
aboveh values amounted to about62% for the forward
traveling pulse data and65% for the reflected pulse data,
which is marginally consistent with the 12% difference inh
values. As with the group velocity determinations discussed
above, these small but possibly significant differences in the
h values for the forward traveling and reflected pulses do not
affect the results presented here and have not been explored
further. For purposes of analysis and where needed, an aver-
age low-power relaxation rate parameterh was taken to be
equal to 53106 rad/s.

Now consider the crossover result for the data in Fig. 5~a!.
The vertical dashed line atZ510.4 mm shows the intersec-
tion of the linear best-fit lines for the forward traveling and
reflected pulse data. The actual fitted intersection point was
at Z510.4060.28 mm, where the error gives the deviation
from the mean. Naively, one might expect this intersection to
be at the sameZ value as for the pulse timing data in Fig.
4~a!. That intersection was atZ59.9360.09 mm. In spite of
the large errors in both intersection values, it is clear that the
intersection point is at a largerZ value for the fitted decay
data than for the timing data. There is a simple explanation
for this discrepancy. As the forward traveling pulse travels
across the pickup transducer and produces an output signal,
the power which is picked off for detection reduces the
power of the still propagating pulse. Hence, the voltages cor-
responding to the actual forward traveling pulse are some-
what smaller than the data points would indicate. In order to
obtain an intersection point which is representative of the
film edge reflection, one would need to shift all the data
points for the forward traveling pulse down in voltage by
some fraction to reflect the fraction of power picked off by
the antenna.

This effect is more than an interesting aside. As will be
discussed shortly, one has the same effect at high power. The
mismatch in intersection points for the actual data in both

FIG. 5. Representative data on and fits to data on output pulse
peak detected voltage vs pickup transducer position for the forward
traveling and reflected pulse propagation experiment under low-
and high-power conditions and with other operating parameters the
same as for Figs. 3 and 4. The low-power data in~a! are for an input
power of 3.7 mW and the high-power data in~b! are for an input
power of 145 mW. The solid lines show the results of linear best fits
to the segments of data tracked by the lines. The dashed lines indi-
cate apparent crossover positions for the forward traveling and re-
flected pulses for each graph.
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cases will make it possible to determine the pickup factor for
the antenna. Since one can measure the detected power ab-
solutely, this pickup factor makes it possible to determine the
absolute peak power for the pulse incident on the antenna.
The determination of this absolute power, moreover, makes
it possible to correlate pulse peak power with pulse width
and compare the empirical correlations with soliton predic-
tions.

Turn now to the high-power results in Fig. 5~b!. As with
Fig. 5~a!, two important effects are evident from the data,
one concerning decay rates and one concerning crossover.
Consider the decay rate effect first. It is clear that the decay
rates for the data in Fig. 5~b! are segmented. The forward
traveling pulse starts off with a low decay rate and changes
to a higher decay rate forZ positions above about 7.5 mm.
Further, the reflected pulse starts out, forZ'10 mm or so,
with about the same higher decay rate just before reflection,
but then returns to a lower decay rate forZ positions below
about 8 mm.

The steps inZ which were used for the measurements
were too large to pinpoint the transition regions more accu-
rately. Nevertheless, the effect is clear. After launch and for
some time following launch, the propagating high power
pulse goes through a formation process. The position of the
transition atZ'7.5 mm, combined with the previously mea-
sured propagation times, indicates that this formation time is
on the order of 300 ns or so. The fitted relaxation rate in this
region was 5.93106 rad/s, with a standard deviation from the
mean of 2%. This rate is about 10% higher than the corre-
sponding low-power incident pulse decay rate.

For Z.7.5 mm, the fitted relaxation rate increases to
7.83106 rad/s, with a standard deviation from the mean of
1%. This rate is a factor of 1.5 higher than the corresponding
low-power incident pulse decay rate. In previous work, this
increase in the decay rate has been associated with the propa-
gation of solitons.16 It is reasonable, therefore, to interpret
the present incident pulse high-power data in terms of~i! a
formation region over which the interplay between nonlinear
response and dispersion works to produce the MME soliton,
followed by ~ii ! a region over which the more or less formed
soliton propagates forward in the film. A soliton formation
time of 300 ns or so is reasonable from the considerations
given in Sec. II. Recall that the dispersion time parameterTd
was estimated as about 1000 ns. For a nonlinear response
time Tn in the 100–1000 ns range, one requires an input
dynamic magnetization amplitudeumu on the order of 2–5%
of Ms . Further, the single-soliton threshold condition of Eq.
~13! indicates a minimum input dynamic magnetization am-
plitude umu of about 1%. Recall that none of these consider-
ations represent hard conditions for MME solitons. The
range of numbers, nevertheless, is consistent with the
formation-to-soliton effect identified from Fig. 5~b!.

The reflected pulse data in Fig. 5~b! support the soliton
hypothesis as well. Immediately after reflection, the decay
rate is approximately the same as immediately before reflec-
tion, but is then reduced forZ values below about 8 mm.
This is because, initially after reflection, the pulse still has
sufficient amplitude to maintain its soliton character. As it
decays, however, the amplitude becomes insufficient to sup-
port a soliton pulse and the propagation characteristics revert
to those expected at low power. For the reflected pulse signal

and soliton regionZ values from 8 to 9 mm, the fitted relax-
ation rate is 7.53106 rad/s, with a standard deviation from
the mean of 3%. This rate is a factor of 1.6 higher than the
corresponding low-power reflected pulse relaxation rate. As
with the forward traveling pulse result, this higher relaxation
rate is one indication of soliton propagation. Once the pulse
moves toZ values below 8 mm, the fitted relaxation rate
drops to 3.03106 rad/s, with a standard deviation from the
mean of 3%. This rate is a factor of 0.6 smaller than the
corresponding low-power reflected pulse relaxation rate. The
reasons for this apparently anomalous drop are not known.
Dispersion may be a factor here, in spite of the relatively
long initial pulse width.

Note that the peak signal voltage at which the decay rate
changes from the soliton value to the lower value is about 25
mV, compared to the 100 mV value for soliton formation
from the forward traveling pulse data, for an amplitude ratio
of four. It is not possible to obtain a ratio of amplitudes for
the soliton at formation and at changeover back to a disper-
sive pulse from the simple working equations of Sec. II. One
may, however, use the fact that all the high-power pulse
profiles had a single-peak character similar to the profiles in
Fig. 3 to argue that the pulses correspond at most ton51
solitons. From Eq.~13!, one must have a factor of 3 increase
in uu0u to go from n51 to 2 solitons. These ratios are cer-
tainly in the same range. The factor of 4 drop in amplitude
from soliton formation to changeover is certainly reasonable.

The basic crossover effect for the high-power data is the
same as discussed above in connection with the low-power
data. The high-power intersection point for the linear fits to
the forward traveling and reflected soliton pulse data is at
Z510.0960.24 mm. Recall the intersection point of 9.89
60.11 mm obtained from the timing data for the high power
pulses. In spite of the large errors, these data indicate the
same power pickup effect discussed above. This section on
the propagation and reflection of soliton pulses is concluded
with an analysis of this pickup effect and its implications for
MME soliton measurements.

The timing data from Fig. 4 and the voltage decay data
from Fig. 5 have been combined to yield the low- and high-
power semilogarithmic graphs of MTA voltage versus time
shown in Fig. 6. The format is the same as for Figs. 4 and 5.
As before, Fig. 6~a! is for the low-power data and Fig. 6~b! is
for the high-power data. The top left set of points in Fig. 6~a!
corresponds to the six data points for the forward traveling
pulses and the dashed line through those points represents
the linear best fit to the data. The top left set of points in Fig.
6~b! correspond to the four data points for the forward trav-
eling soliton pulses and the dashed line through those points
represents the linear best fit to these data. Note that the slope
of the linear fit for the soliton data is steeper than for the
low-power pulse data. These slopes give the relaxation rates
in these regimes. As indicated above, the soliton regime
high-power relaxation rate is a factor of 1.5–1.6 greater than
that for the low-power pulses.

The lower set of points in Fig. 6~a! corresponds to the six
data points for the reflected pulses at low power. The dashed
line through those points represent the best fit which could
be obtained by shifting the linear best fit to the forward pulse
data down by a constant factor. The fit reduction factor
needed to produce this line was 0.872, as indicated on the
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graph. The standard deviation of the six data points from the
dashed line fit amounted to an error of about 35%. The lower
set of data points in Fig. 6~b! corresponds to the three data
points for the reflected soliton pulses. The dashed lines
through those points represent the best fit which could be
obtained by shifting the linear best fit for the forward pulse
soliton data down by a constant factor. The fit reduction
factor needed to produce this line was 0.864. The standard
deviation of the three data points from the dashed line
amounted to an error of about 10%.

Based on the remarks already provided concerning the
mismatch in crossover points obtained from the pulse timing
data and the voltage decay data, the downward shifts in sig-
nal voltages from the forward pulses to the reflected pulses
are readily explained in terms of power pick off at the trans-
ducer. It is noteworthy that the fit reduction factors at low
power and at high power are essentially the same, in spite of
the very different pulse decay characteristics. Note also that
these factors refer to the MSW signal amplitude and not
power. The corresponding transducer power pickup factor is
given by@12~0.87!2#, or approximately 0.25. In other words,
the pickup transducer picks off about 25% of the power from
the MSW pulse as it propagates across the transducer. Such a
pickup is clearly significant.

This pickup effect was not anticipated, and the error is too
large to place a value on this pickup factor with great preci-
sion. Furthermore, one should also consider any loss of sig-

nal due to the edge reflection before ascribing all of these
losses to transducer pickup. Tsankov and co-workers found
that this effect is small for forward volume MSW signals.7

This possible loss contribution will not be taken into account
here. In order to place these effects on a quantitative footing,
however, precision decay measurements for two pickup
transducers and variable distances will be needed.

In spite of the lack of accuracy, it will prove instructive to
use this pickup power factor to estimate the actual absolute
peak power for a given soliton pulse incident on the pickup
transducer and use this power to estimate the soliton ampli-
tude uutu. It will then be possible to examine the relation
between the variousuutu values and measured pulse widths.
Equation~10! provides a simple relation betweenuutu and the
order one soliton half widthGt under the assumption of small
damping. A comparison of this simple theoretical prediction
with the present data will prove instructive. Because of the
aforementioned error problems, no extensive interpretation
can be made. The results below are intended only to demon-
strate the possible correlations with simple one soliton theory
and to point out possible problems.

The working equations for the above procedure are Eqs.
~10! and ~16!, along with the implicit connection between
umu2 and uuu2 from Eq. ~5!, uuu251

2umu2/M s
2. The peak signal

voltageV in volts at the MTA for a given data point in Figs.
4 or 5 is first converted into a value for the MSW power
incident on the pickup transducer,PMSW, according to the
relationPMSW5@V2/100#@1012/10#@2#@4#@107#. The divisor of
100 is from theP-V relation for the MTA system given in
Sec. II A, the@1012/10# factor accounts for the 2 dB attenua-
tion in the line from the pickup transducer to the MTA, the
@2# accounts for the bidirectional pickup of the strip line, the
@4# derives from the 0.25 MSW power pickup factor at the
antenna, and@107# converts power from J to ergs. One then
uses Eq.~16! to obtainumu and Eq.~5! to obtain the dynamic
magnetization wave-packet reduced peak amplitudeuutu.
One measures the experimental half width for the corre-
sponding pulse voltage signals to obtain the pulse widthGt .
Finally, the theoretical connection betweenuutu and Gt is
obtained from Eq.~10!.

Results from the above procedure are shown in Fig. 7,
where pulse width is shown as a function of the peak ampli-
tude. Amplitude is given in percent of the saturation magne-
tization Ms . The four different symbols designate the four
different pulse regions identified in connection with Fig. 5.
The circles are for the forward traveling pulse in the soliton
formation region, the squares are for the forward traveling
pulse in the soliton regime, the diamonds are for the reflected
soliton signal, and the triangles are for the reflected pulse
after decay back to the linear range. The solid line gives the
result from Eq.~10!.

Consider first the data points for the highest peak ampli-
tude values in the 1.5–2.5% range. The experimental results
in Fig. 7 show that these high-power pulses, which corre-
spond to the soliton formation and soliton propagation for-
ward traveling regimes, have widths which are in reasonable
agreement with the predictions for simple order one solitons
with no damping. If there is appreciable loss associated with
edge reflection, the data points will be shifted further to the
left and away from the theory. It is important to note that no
adjustable parameters have been invoked for the results

FIG. 6. Data and fits to data on output pulse peak detected
voltage vs propagation time for the forward traveling and reflected
pulse propagation experiment under low- and high-power condi-
tions and with other operating parameters the same as for Figs. 3–5.
The low-power data in~a! are for an input power of 3.7 mW and the
high-power data in~b! are for an input power of 145 mW. The
dashed lines through the forward pulse and forward soliton data
show the results of linear best fits to the data. The dashed lines
through the reflected pulse and reflected soliton data show these
same lines shifted down by the indicated fit reduction factor.
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shown. The data points derive purely from the measurements
and the Eq.~6! connection between the MSW power and the
dynamic response. The theoretical curve derives from Eq.
~10!, with known parameters. From these results, it appears
that as the soliton first forms, its properties are fairly close to
those expected from a simple undamped order 1 soliton sech
response.

Move now to lower powers and amplitudes, and follow
the data points for the reflected soliton and residual regimes.
Here, it is seen that the pulse widths do increase somewhat as
the amplitude decreases, but the rate of change is much
smaller than expected for the simple sech-type soliton. This
less rapid increase in pulse width, relative to the simple
theory, may be due to some combination of several factors.
First, the theoretical result is valid only in the limit of small
damping. The damping here is not small. Second, close in-
spection of the actual pulse shapes reveals profiles which, in
general, are not at all like simple sech functions. The pulse
signals are asymmetric and are decorated by additional side
lobes and, in some cases, background level voltages which
make it difficult to determine simple width parameters.

It is also important to take note of various sources of error
for the results in Fig. 7. Consider experimental errors first. If
one assumes an error of60.05 for the MSW power pickup
coefficient and an error of60.5 dB for the 2-dB attenuation
factor, the error in the peak amplitude values on the horizon-
tal axis is about615%. The measurement error in the pulse
widths was below61 ns. However, the actual pulse shapes
were not particularly symmetric and baselines were not well
defined. The practical error in the pulse width determinations
was closer to65 ns. Recall also that the antenna power
pickup factor of 0.25 was obtained by ignoring any possible
loss due to the edge reflection. A 1-dB edge reflection loss
charges our 0.25 factor to 0.31 and reduces the peak ampli-
tude values shown in Fig. 7 by approximately 10%. An ad-

ditional source of error may lie in Eq.~10!. The actual propa-
gating BVW mode in the narrow YIG strip may be more
complicated than that used in the model calculation.

In summary for this section, the formation, propagation,
and reflection properties of MME BVW soliton pulses has
been examined in detail. Group velocities which are essen-
tially unchanged from that at low power. One obtains a clear
signature, both for the formation of the MME solitons after a
time from launch of several hundred ns and for the change-
over back to low power propagation characteristics after a
drop in amplitude by about a factor of 4. The reflection of
pulses from the end of the YIG film allows for the experi-
mental determination of an antenna power pickup factor.
This factor, in turn, allows one to estimate the absolute soli-
ton amplitude and calculate soliton widths for comparison
with measurements. While the error in these determinations
is not small, the results are reasonable. Future precision mea-
surements of these properties should make it possible to
characterize quantitatively the amplitudes, widths, and over-
all response profiles for MME solitons.

IV. INTERACTION AND COLLISION
OF BVW MME SOLITONS

The collision experiment was carried out by launching
single pulses and two pulses in sequence, observing a first
series of pickup signals as these pulses pass by the output
transducer, and then observing a second series of signals
after the pulses reflect off the film edge and travel back by
the output transducer in the opposite direction. Typical re-
sults for pulse power levels in the soliton regime established
above were shown in Fig. 3. The Sec. III discussion of Fig. 3
was intended only to establish the basic nature of the propa-
gation and reflection experiment. Here, the focus is on the
implications of these data and similar results at high power
levels which illustrate the effects of collision for these non-
linear MME pulses.

Recall that the input power level was the same for the
single- and double-pulse traces shown in Fig. 3. Recall, fur-
ther, that this power level was chosen~1! to produce pulses
which would form solitons before the forward detection
points for theF1 andF2 pulses and~2! be sufficient to allow
the propagating pulses to retain their soliton character long
enough for reflection and a second detection of theR1 andR2
pulses. Through this arrangement, one produces the collision
situation depicted in the top diagram of Fig. 3. This diagram
illustrates the trajectories of the two pulses in the experi-
ment. When two pulses are launched, the MME wave pack-
ets collide prior to the detection of the reflectedR1 andR2
pulses. The MME pulse profiles shown in the bottom and
middle graphs demonstrate that the collision has little or no
effect on the individual pulse shapes.

The middle graph in Fig. 3 shows the shapes for theF1
andR1 pulses when there is no collision. The soliton propa-
gation is accompanied by the same rapid decay in amplitude
discussed above and analyzed in detail in connection with
Figs. 5 and 6. There is no change in shape from theF1
profile to theR1 profile. The widening of theR1 pulse rela-
tive to theF1 pulse is a consequence of the soliton pulse
shape indicated in Eq.~9!, which demonstrates the connec-
tion between pulse width and amplitude. In the limit of small

FIG. 7. Pulse width as a function of peak amplitude, according
to the definitions given in the text. The solid points are from the
high-power signals shown in Figs. 4–6, and discussed in the text.
The circles are for the forward traveling pulses in the soliton for-
mation regime, the squares are for the forward traveling soliton
pulses, the diamonds are for the reflected soliton signals, and the
triangles are for the follow-on residual linear pulses in the reflected
range. The solid curve gives the theoretical prediction for simple
order 1 soliton sech pulses.
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damping, one would expect that the product of the pulse
width and amplitude would be constant. A detailed examina-
tion of the pulses in Fig. 3 indicates that the amplitude width
product is reduced by a factor of 0.6 fromF1 to R1. This
difference is probably a consequence of the large decay rates
which are on the order of the propagation times. Apart from
these details, the point to be emphasized is that the soliton
properties for the pulse have been established. One needs to
keep the shapes of these pulses in mind as the effect of
collision is considered.

The double pulse results in the bottom graph of Fig. 3
demonstrate the effect of such collision. The delay time be-
tween the input pulses of 85 ns or so allows for collision to
occur roughly midway between the pickup transducer and
the reflecting film edge. The collision occurs between the
reflected initial pulse and the still forward traveling second
pulse. As the bottomR1 andR2 profiles indicate, the colli-
sion has virtually no effect on either pulse. The initialF1 and
F2 pulses are identical and the reflectedR1 andR2 pulses are
also identical. This shows that the two single-soliton pulses
pass through each other intact and retain their original char-
acter at pickup. To the accuracy of the group velocity mea-
surements, the head-on collision between the two solitons
also does not change their velocities.

The collision survival property was found to persist for
power levels as high as 4 dB above the single-soliton regime
of Fig. 8~a!. With a further increase in the input power level,
however, several new and striking effects have been found.
This report on formation, propagation, reflection, and colli-
sion of MME solitons will be concluded with a brief report
on these new effects.

As is well known, the pulse shapes for the individual
forward traveling soliton pulses begin to show a double-peak
character for powers well above the single-soliton threshold.
This additional peak indicates the formation of an order 2
soliton. The effects of higher powers on soliton profiles and
the quantitative measurement of higher-order soliton proper-
ties have been discussed in detail in Refs. 7, 8, 18, and 19.
Due to limitations in power and constraints due to the large
decay rates for the soliton signals, it has not been possible to
extend the above collision considerations into the multi-
soliton regime. In order to do so, one would need to apply
the same considerations discussed in Sec. III to ensure the
propagation of an order 2 soliton, for example, over the en-
tire range of propagation and reflection times. This has not
been possible. It has been possible to go to powers somewhat
higher than those discussed above and observe additional
effects.

Figure 8 shows representative data for the collision effects
which have been found for input power levels a factor of 3 or
so above the input power level used for the data in Fig. 3.
Figures 8~a! and 8~b! are identical to the corresponding
graphs in Fig. 3. Figures 8~c! and 8~d! follow the same for-
mat but show the effects of the higher input power on the
pulse profiles. The input power of 210 mW was a factor of 3
larger for Figs. 8~c! and 8~d! than for Figs. 8~a! and 8~b!. It
is also 45% larger than the high-power level for Figs. 4–6.

Consider first the graph for the single-pulse experiment in
Fig. 8~c!. Here, theF1 pulse no longer has the single-peak
character associated with order 1 solitons. The data show the
beginnings of the formation of a second peak after the first

main peak. Note also that the amplitude of the main peak is
smaller than the corresponding peak in Figs. 8~a! or 8~b!,
even though the power level is higher by a factor of 3. This
turnover effect in the main peak amplitude is characteristic
of the situation which occurs when higher-order solitons are
generated.7,8 The reflectedR1 pulse in Fig. 8~c! is also
changed in relation to theF1 pulse. In contrast to the situa-
tion in Fig. 8~a!, theR1 pulse in Fig. 8~c! does not have the
same shape as theF1 pulse. Presumably, this is due to the
decay which occurs during the return trip prior to the second
detection and a corresponding drop in amplitude below the
order 2 soliton threshold. Note that theR1 pulse in Fig. 8~c!
is similar in amplitude to theR1 pulse in Fig. 8~a! but has a
somewhat more complicated shape.

The interesting effects occur for two pulses and powers
well above the single-soliton threshold, as shown in Fig.
8~d!. Perhaps the most interesting effect is for the forward
traveling pulses. TheF1 pulse in Fig. 8~d! is identical to the
F1 pulse in Fig. 8~c!. However, the second forward traveling
pulse, theF2 pulse, is now changed significantly. Note that
these two pulses are launched approximately 85 ns apart.
One would expect, in principle, that the first pulse would
have no effect on the second pulse. While this expectation is
valid at low powers and even for solitons at moderate power

FIG. 8. Representative high-power pulse profiles for the single-
and double-pulse experiments in the backward volume wave con-
figuration for the 5.1-mm-thick yttrium iron garnet film strip, a
static magnetic field of 1384 Oe, and a carrier frequency of 5.779
GHz. ~a! Input and output soliton pulse signals vs time for the
single-pulse experiment from Fig. 3.~b! Input and output soliton
pulse signals vs time for the two-pulse experiment from Fig. 3.
~c! Input and output pulse signals vs time for the single-pulse ex-
periment and a power level well above the level required for soli-
tons. ~d! Input and output soliton pulse signals vs time for the
two-pulse experiment and a power level well above the level re-
quired for solitons. The nominal position of the output transducer
relative to the input transducer was 6.6 mm. The nominal spacing
between the output transducer and the reflecting film edge was 2.2
mm.

15 222 54KOVSHIKOV, KALINIKOS, PATTON, WRIGHT, AND NASH



levels, it does not appear to be true at higher powers. It is
clear from the shapes of theF1 andF2 pulses in Fig. 8~d!
that the first pulse must produce some sort of a wake which
affects significantly the evolution of the second pulse prior to
detection.

Turn now to the effects of collision, as shown by theR1
andR2 pulses in Fig. 8~d!. The initial pulse shape after the
return trip is about the same as in the case of one pulse only
and no collision. TheR1 pulse in Fig. 8~d! has the same
profile as theR1 pulse in Fig. 8~c!. TheR2 pulse, however, is
quite different. The most obvious effect is a decrease in peak
power by a factor of 2 or so, relative to the peak power for
R1 pulse. This factor of 2 drop occurs in spite of the fact that
theF2 pulse has about the same peak value as theF1 pulse.

The above results indicate that the effects of collision be-
tween nonlinear MME pulse signals at power levels above
those for single solitons is quite complicated. The above re-
sults are presented here simply as a matter of experimental
fact. It is clear that further experiments and extensive theo-
retical modeling will be needed to further define and under-
stand these effects.

V. SUMMARY AND CONCLUSION

The work reported above demonstrates several new as-
pects of soliton physics in general and MME solitons in
magnetic films in particular.

The data on pulse decay during propagation and reflection
demonstrate clear regimes for soliton formation, propaga-
tion, decay, and changeover back to linear MME wave pack-
ets. The details of the pulse amplitude decay before and after
reflection from the end edge of the supporting film reveal a
useful power pickoff effect as the pulse moves over the
pickup transducer. This effect allows one to determine ex-
perimentally the absolute power associated with the soliton
MME pulse. These experimentally determined soliton peak

powers and measured soliton widths, while consistent with
predictions for simple sech-type order one soliton pulse, ex-
hibit some significant departures from the simple theory.

The follow-on and collision properties when two separate
MME pulses are propagated at powers in the single-soliton
regime and at somewhat higher powers demonstrate several
new effects. Solitons at power levels just above threshold
behave as expected. These pulses pass through each other
without appreciable change. However, there are new and un-
expected effects at higher powers. First, there is a wake ef-
fect in which the shape of a second soliton following behind
a previously launched soliton is significantly modified. Sec-
ond, there is a collision effect, in which the second soliton
suffers a significant additional decay.

Further work is needed for both the one-pulse and the
two-pulse scenarios. For single pulses, careful measurements
are needed to clarify group velocity discrepancies found for
different power levels and opposite propagation directions
and to better define the amplitude-width relations for order
one solitons. For double pulses, it is necessary to quantify
the wake and interaction properties observed at high power.
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