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Charge transfer in hyperthermal energy collisions of Li* with alkali-metal-covered Cu(001).
I. Dynamics of charge state formation
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We have measured the charge state fractions in the scattered flux versus the work-function change induced
by Cs adsorbates when hyperthermal energy ldns are incident on Cs/Q001). As the work functiong
decreases from its clean surface valde=(4.59 eV}, the positive ion fraction decreases from 0.64 to less than
a few percent, while the negative ion fraction slowly increases from less than a few percent to 0.14 at the
lowest work function attainedg=1.29 e\j. Theoretical calculations based on a many-body solution to the
time-dependent, multiple-state, Anderson-Newns model of resonant charge transfer qualitatively reproduce the
observed trends. Detailed examination of the calculations shows that the theoretically predicted dependence of
the final charge state fractions on work function and the dynamics of the charge-transfer process are both
strongly influenced by the wave function of the ion-surface system when the incident ion is close to the surface
and also by the changing relationships between the relevant time and energy scales as the scattered particle
moves away from the surfacgS0163-18206)08144-1

[. INTRODUCTION branching ratios for collisions of Ui ions with clean and
alkali adsorbate-covered (@01) surfaces,® and examine
The study of charge transfer in ion-surface collisions haghe dynamics of charge transfer predicted by a many-body
intensified over the last decad@ in part because charge solution to the time-dependent, multiple-state, Anderson-
transfer plays a fundamental role in dynamical processellewns model of resonant charge transfetere we concen-
such as molecular chemisorption and dissociation, and berate on the resonant mechanism of charge transfer because it
cause charge transfer can be used to probe the ion-surfaiethought to dominate for alkali ion-surface systeénand
interaction. In addition, charge transfer plays a role in appli-we ignore the Auger and direct radiative mechanisms since
cations such as secondary-ion-mass spectroscopy and redlge probability for scattering into final states via these
tive ion etching® Significant experimental and theoretical mechanisms is thought to be snfallso, we only model the
progress has therefore been made in an effort to obtain asutgoing trajectory of the scattered particles since experi-
increasingly detailed understanding of charge transfer. ments have shown that, for particles which are described by
Despite this progress, understanding the rich complexityelatively simple trajectories, the outgoing trajectory deter-
of the charge-transfer process demands more precise memines the final charge staté® We find that the present
surements of branching ratios to different final states. Thigheory qualitatively reproduces nearly all the trends seen in
presents an experimental challenge, since many outcomdise data.
are possible when a positively charged ion collides with a Early experiments concentrated on the scattering of low-
surface. One of these is simply that the ion scatters as anergy alkali ions from clean metal surfaces, and showed
positive ion — that is, without a change of its initial charge that the dominant charge states in the scattered flux are the
state. Numerous alternative outcomes are made possible Ippsitively charged states and the neutral stHt@$e results
electron transfer between the scattering ion and the surfacef these experiments could be described well with the single-
which allows the charge state of the ion to change. For exstate Anderson-Newns model of resonant charge
ample, the ion may be neutralized into the ground state otransfer*~# Later experiment$ utilizing low and hyper-
into an excited state, or may even form a negative ion. Théhermal energy ions could also be well described with this
charge state of the scattering ion can be changed by differemodel when using atomic state lifetimes and energies that
charge-transfer mechanisms, including resonant, Auger, arftad since been calculated by Nordlander and Ty The
direct radiative mechanisms. To develop an understanding cfame model, when modified to include the effect of the ion
the different mechanisms, knowledge of the branching ratioselocity parallel to the surface plan®;?® can be used to
to the different possible charge states and their dependenciescribe experiments which utilize grazing scattering geom-
on experimentally controlled variablés.g., velocity, work etries.
function) is required. Subsequent comparison of theoretical Scattering experiments with low work-function surfaces
predictions to measured charge state fractions may then prdévave shown that other final charge states, such as the nega-
vide insight to the dynamics of charge transfer, which is thdive ion state and neutral excited states, can be present in the
fundamental goal of this research. scattered flux:°?4=2|n early work, the formation of nega-
In this paper and the following companion pagethich  tive ions was assumed to be a one-electron process, so that
we refer to as paper )llwe will present measurements of the single-state Anderson-Newns model could be
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applied?*?%*°This assumption allowed the prediction of the the photon flux due to the £{2p)— Li°(2s) transition. In
gualitative dependences of the negative ion yield on workhis paper, we compare theoretical predictions to the mea-
function and ion velocity. However, one is forced to apply surements of the charge state fractions; in paper Il, we dis-
the model differently at different work function values, cuss the measurements of the relative probability of scatter-
which is unsatisfactory. Additionally, the single-state modeling into the Li%(2p) state. Here the comparison between
is simply not capable of describing experiments in whichtheory and experiment reveals important qualitative features
multiple (i.e., more than Pstates are observed in the scat- (SPin, multiple states, inclusion of the adsorbate-induced
tered flux. To describe the experimental observations of mulélectrostatic potentiaithat such a theory must possess, and
tiple states in the scattered flux theoretically, one is therefor@0Vides insight into the dynamics of resonant charge trans-
compelled to abandon the single-state model in favor 0{er. In particular, we will discuss the role of the wave func-
models which include multiple states.

tion of the ion-surface system when the ion is close to the
Over the past decade, a number of multiple-state model

surface, of the energies of the atomic states relative to the
have been developéd:31-*°Some of these models have, in Fermi level of the metal, and of the lifetimes of the atomic

addition to the ground positive ion state and the ground neuStates in the vicinity of the surface in determining the dy-
tral atom state, included the negative ion Stat® while ~ namics of resonant charge transfer. _

others include both the negative ion state and a neutral ex- N S€c. I, we describe the experimental techniques used
cited staté®3739The data presented here will be used to tesfO® Measure the charge state fractions. In Sec. lll, we present

a many-body model of resonant charge tran&fehich al- the data, followed by a description of the theory in Sec. IV.
lows for the production of positive ions, ground state neutral’V& cOmpare the theoretical predictions to the data in Sec. V,
@nd also discuss the effect of the local electrostatic potential

atoms, negative ions, electron-hole pairs, and excited-sta - e
neutral atoms. of the adsorbates used to change the surface work function in

We point out that an alkali-covered surface has a spatially?€C: VI- We conclude the paper with a summary in Sec. VII.
varying electrostatic potential, and previous
work14'24'29'3°"?’8'4?‘45:|1as shown that when this inhomoge- Il. EXPERIMENTAL TECHNIQUE
neous potential is included in charge-transfer models, the
guantitative agreement between the model and experimental Our data were obtained in a versatile, two-tiered, ultra-
data is improved. This is because the scattered projectile wiliigh vacuum (UHV) chamber that has been described
in general explore the full three-dimensional nature of theelsewhere? we provide relevant details here. The upper tier
inhomogeneous potential. Such potentials have been calcis devoted to preparing and monitoring the sample surface
lated theoretically®*® and spatially varying potentials have and the lower tier is used for performing the ion-scattering
been used with the single-state Anderson-Newns model toneasurements. The upper tier is equipped with a set of
make comparisons to experiméfit? Recently, such a po- reverse-view optics for low-energy electron diffraction
tential has also been incorporated into the many-body modéLEED), a set of optics for Auger electron spectroscopy
used in this paper to describe the neutralization behavior ofAES), a Kelvin probe, three alkali getter sources, a sputter
Li * scattering from alkali-covered £01).*® A result of  gun, and a residual gas analyzer. The lower tier of the cham-
these previous works is that inclusion of the local electro-ber contains the final electrostatic lens for focussing the ion
static potential does not qualitatively change the work-beam onto the sample, a hemispherical electrostatic
function dependence of the charge state fractions predicteahalyzer’® and a neutral particle detectofNPD) for
by the theory when alkali ions scatter from a surface atomalkalis®?>3
and in fact the quantitative changes in the neutral fractions
are also small. This result suggests that the dynamics are
effectively predicted by a model in which the electrostatic
potential is treated as uniform along the surface. Since cal- Before the measurements of the charge state fractions
culations involving the inhomogeneous potential are espewere performed, both the orientation and the condition of the
cially computationally demanding with the many-body Cu(001) sample were checked using LEED and ion scatter-
model if the experimental situation requires averaging oveing, as described elsewhet@ur crystal cleaning procedure
many different trajectorie@s is the case for the experiments consisted of sputtering the sample with Aions with ki-
discussed hejewe do not include if’ Instead, we will focus netic energies ranging from 0.5 to 1.0 keV, and then heating
on a number of trends predicted with the model and comparthe sample via electron beam bombardment to at least 600
these to the trends seen in the data and then look in detail &€ for 1—-3 min. Typical currents on sample while sputtering
the dynamics of the charge transfer predicted by the modelvere 1-2uA. The resulting surface was found to be clean to
We will discuss the effect of the inhomogeneous potentialwithin the sensitivity of AES.
further in Sec. VI. To change the work function of the sample surface from
In this paper and in paper Il, we present a study of chargés initial value ¢; to its final value¢;, varying amounts of
transfer in systems where hyperthermal energy ldns col- Cs were deposited on the surface with an outgassed, com-
lide with clean and alkali adsorbate-covered@1).>® We  mercially available getter souré@ We measured the work-
measured the charge state fractions in the scattered flux usirfignction changeA ¢ = ¢:— ¢; by using a Kelvin probe. To
the time-of-flight technique together with a neutral alkali produce overlayers with different alkali coverages, we varied
atom detector. Using low-level photon-counting techniquesthe deposition time and then gentliye., without adsorbate
we also determined the relative probability with which the desorption annealed the sample to 200 {@hich we expect
incident ion will scatter into the 1%(2p) state by measuring enhances surface diffusion, which in turn leads to the spatial

A. Sample preparation
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uniformity of the overlayer This procedure led to highly
reproducible changes in the work function as determined by Li* ——) Cu(001) (100)
Kelvin probe measurements. ... b = 65° O = 64"

The uniformity and cleanliness of the overlayers were AR SARREARE ~ ',+ (a)
checked with AES. This was done by preparing an overlayer —— IT:;EIS(L% T
and then acquiring Auger spectra from different locations on
the sample. The Auger spectra indicated that the Cs coverage
was uniform to within the resolution of AES and that the Cs
overlayers were clean. During the measurement of the charge
state fractions, the pressure inside the UHV chamber was in
the high 10 *-torr range. This corresponds to a monolayer 1.0 2.0 3.0 4.0
formation time of approximately 20 h if one assumes a stick- time—of—arrival (usec)
ing coefficient of unity. Thus we expect no significant re-
sidual gas adsorption to occur during our data acquisition,
which takes less thm1 h when measuring charge state frac-
tions. Spot checks during data acquisitisee below verify
that no significant residual gas adsorption occurs.

Work done by Cousty, Riwan, and Soukiassian on the
Cs/CuY001) surfac&® shows that the Cs overlayers are disor-
dered for coverages up t6=0.37>" where 6=1 corre- L T
sponds to having one adsorbate atom for every substrate sur- 0.2 04 0.6 0.8 10
face atom. Since our heaviest Cs overlayers corresponded to ’ ' Ey/E; ' )
a coverage of~0.14>" we expect that the Cs overlayers in
our experiments are also disordered.
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FIG. 1. (a) A typical time-of-arrival spectrum, for the case of
400-eV Li" ions incident on clean GQ01), #;=65°. The final
angle of detection wag;=64°. The angles are measured with re-
spect to the surface normal. Solid line: ions plus neutral atoms.

We used the time-of-flight technique together with a neu-Dashed line: ions only. The vertical lines indicated the interval over
tral particle detectofNPD) to measure velocity-resolved which the spectra are integrated in order to obtain the ion fractions.
charge state fractions. The NPD is mounted on a rotatingp) The corresponding energy spectrum. Solid line: ions plus neutral
table in the bottom tier of the scattering chamber whose axigtoms. Dashed line: ions only.
of rotation coincides with the axis of the sample manipulator,
as determined by an alignment procedure similar to that deaxis has been converted to reduced eneEgyE;, where
scribed by McEacherret al®® The NPD utilizes surface E;=400 eV is the incident energy of the Liion beam, and
ionizatio®® and the procedure for measuring the chargeE; is the final energy after scattering.
state fractions has been presented in detail elsewfere.

B. Charge state fraction measurements

Knowing the Li* ion beam current, the beam pulse length, IIl. DATA
and beam chopping frequency, we estimate that the sample is
hardly dosed ¢=10*, whered=1 corresponds to one al- We have measured the work function dependence of the

kali adsorbate for every copper surface atdmthe incident  charge state fractions that results when 400-eV ldns im-
beam. We also believe that the alkali overlayers do nopinge on Cs/C(D01) with an incident angle of 65° and along
change on the time scale of the data acquisition because tiilee(100) azimuth. The final angle of detection is 64°. In Fig.
measured ion fractions do not change significantly during th&, we plot the charge state fractions versus the work-function
compilation of the spectra, except when the ion fractions arehangeA ¢ induced by the deposition of Cs on the surface.
a few percent or less. In these latter cases, the experimentdlhen the surface is clean, the only charge states in the scat-
uncertainties are somewhat larger. tered flux are the positive ion state and the neutral state; no
A typical time-of-arrival spectrum is shown in Fig(dl  negative ions are present in the scattered flux to within the
for the case of 400-eV Li incident on the clean GQ01) experimental uncertainty of a few percefabsolut¢. We
surface, along thé100) azimuth, with#;=65° as measured know this by comparing the results of two charge state frac-
from the surface normal. The final angle of detection istion measurements: one in which only the positive ions are
#;=64°, also measured from the surface normal. The solidejected, and one in which both positive and negative ions
line shows the signal due to both neutral atoms and ions, i.eare rejected. The results of these two measurements are the
the total flux, while the dashed line shows the signal due t@same to within the experimental uncertainty. We note that
the ions only(which is derived by subtracting the neutral the error bars in Fig. 2 represent the uncertainty in counting
time-of-arrival spectrum from the total time-of-arrival spec- statistics only; the scatter in the data provides a useful mea-
trum). The vertical lines in Fig. (B) define the time interval sure of the overall uncertainty. AS¢ decreases from zero
over which the intensity is integrated so that the positive ion(i.e., the work function decreageshe positive ion fraction
fraction can be obtainef.The raw data have been smoothed P* decreases. Fak¢>—1.8 eV, the negative ion fraction
for display in this plot(we note that the raw data were used is less than a few percent. The negative ion fraction becomes
to calculate the neutral fractions and their associated unceappreciable only foA ¢<<—1.8 eV, with a maximum value
tainties. In Fig. 1(b), the same data are shown and the timeof 0.14 atA ¢=— 3.3 eV. In the interval oA ¢ values where
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indicated by a thick solid line drawn through symbols, and

the width of each resonance is indicated by a pair of thin

solid lines. Increasing resonance widths imply increasing
couplings between the atomic states and the levels of the
metal, and corresponding increases in transition rates.

The qualitative work function dependence of the various
charge state fractions can be deduced by considering the
relative energies of the atomic state resonances in Fig. 3. For
the clean surface, the L{2s?) resonance and the £(2p)
resonance lie above the Fermi level, and hence we would
expect that particles in these states are rarely found in the
scattered flux. However, as the work function decreases, the
T T TR Li °(2p) resonance becomes degenerate with the occupied
0.0 10 20 —3.0 levels of the metal and becomes increasingly filled. As the

. . . . : 5
Ao (V) wprk_fqncﬂon d(_acreas_es further, the.1(|23) resonance
will similarly begin to fill.?3 On the basis of these energetic
FIG. 2. Measured absolute charge state fractions v sgonsiderz_:})tions, it is therefore ex_pec_ted that increasing num-
Adb= by b, for 400 eV Li* incident on Cs/C(D0D, 6, 65°, and ers of Li _(2p) atoms and negative ions are produced_ as the
0;=64°. The error bars represent uncertainty from counting statis\-,.vork fL.mCtlon decrea;es_. The.se eXpeCtatlonS are partially ful-
tics only. See text for details. f!lled since the negative ion y|eld_|ncreases as the work func-
0
tion decreases. However, the yield of'[2p) atoms does
the negative ion fraction is appreciable, the positive ion frac—nOt steadily |ncr.easéf5'26‘28The latter point suggests that
tion does not exceed a few percent ' one must consider more than the energetics in the one-
' electron picture.

Another important component of this picture is the life-

IV. THEORY time broadening of the atomic states, which arises from the
interaction between the levels of the metal and the atomic
states. As the atom approaches the surface, its states broaden

The one-electron picture of electron transfer between amto resonances which have lifetimes inversely proportional
atom and a surface was put forward by Gurney in 1¥35, to the broadening. When considering a single atomic state
and continues to prove useful as a pedagogicainteracting with a continuum of occupied metal levels in the
tool 1°9-614262This picture is useful for understanding how adiabatic limit, the occupancy of the atomic state is given by
the charge state fractions qualitatively depend on surfacthe fraction of the resonance lying below the Fermi level.
work function and ion velocity. We include a brief discus- When the atom has a finite velocity, however, it becomes
sion of the one-electron picture, since its concepts provide amportant to consider the relationship between the relevant
starting point from which to discuss the charge-transfer dytime scales; in particular, the time scale set by the resonance
namics predicted by the theory of Marstenal. described in  lifetime, 7,, and the time scale set by the velocity of the
Sec. IV B. atom, Toiion- The resonance lifetime decreases rapi@ly-

We begin by presenting a plot in Fig. 3 of a set of atomicsentially exponentially as the atom moves away from the
state resonances, within the one-electron picture, for gurface, while the velocity of the atom is essentially un-
lithium atom in the vicinity of the C(D01) surface. These changed after the atom makes its hard collision with the sur-
correspond to states of the isolated atom which are shown &ce. Therefore, as the atom leaves the surface, the relation-
the right side of the figure. The energy of each resonance iship between the time scales changes: close to the surface,

where 7,<7on: the atom loses “memory”(i.e., the
charge state of the atom is independesftits charge state
before its collision with the surface; far from the surface,
where 7, m010n, the charge state of the atom no longer
—— Ao(257)=062 eV changes; and, at intermediate ion-surface separations, where
T~ Tmotion, W€ C€an expect rapid changes in the charge state
of the atom.
Although it is difficult to predict just how the changing
Io(2p)=8.54 &V relationship between the time scales affects the charge state
fractions, it is possible to draw a few conclusions for the case
in which only onestate[e.g., Li%2s)] is considered, the
others[e.g., Li°(2p) and Li~(2s?)] being absent. For in-
stance, for sufficiently high velocity, the system will not
1.0 3.0 5.0 7.0 9.0 . . .
2 (&) have time to respond, and the final occupancy of the atomic
state will simply be what it was at the distance of closest

FIG. 3. Li resonance energies, using spline fits to the energiegpproach. For sufficiently low velocity, as the atom leaves
calculated by Nordlander. The corresponding widths are indicatethe surface, the occupancy will follow the fraction of the
by pairs of thin solid lines. resonance lying below the Fermi levélWe therefore ex-

400 eV Li* ——) Cs/Cu(001), (100)
0 = 65°, 6; = 64°

LB AL UL L L L L B L L LB

Li+ 61| 6t Li+, Li°, Data:
Li- e e e Pt
A aa P
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pect that as the velocity decreases, the distance at which thiee interesting physics of this model originates from this
final occupancy is “determined” increases; this implies thatterm because it allows electrons to make transitions between
the occupancyi.e., the neutral fractionwill increase as the the atom and the metal.
velocity decreases since the fraction of thé(is) reso- The fourth (fifth) term describes the intra-atomic Cou-
nance below the Fermi level increases with distance. Also, a®mb repulsion between electrons of different spin which are
the work function decreases, a larger fraction of the resoin different (the sameg spatial orbitals. The quantity ,, is
nance will lie below the Fermi leveht all distances and so  the energy cost for forming the negative ion by placing one
the occupancy should increase as the work function deelectron in the atomic stateand placing another electron in
creases. the atomic statéy; U, is similarly defined.
To obtain a solution to the Schdimger equation, the true
B. Theory of Marston et al. wave function is approximated by a superposition of a finite
. : . . . number of basis states, each of which is characterized by a
To interpret the data presented in section Ill in detail, we,

use the theory of Marstoet al..” This theory is an extension specific number of electron-hole paffsBy substituting the

of a version of the time-dependent Anderson-Newns mode pproximate wave function into the Schifger equation,

: 4 ne can derive equations of motion for the amplitudes of
that was de\_/eloped_m 1985 by Brako and Ne ere, the these basis states; these equations can be solved and the am-
model Hamiltonian i§

plitudes obtained as a function of time. The square of each

amplitude is the occupancy of the corresponding basis state.

H(t)=>, [eP(t)P1+ @ (t)P,ylclec,, To obtain the charge state fractions, a sum of the occupan-
aa cies of the appropriate basis states is calculésee below.

1/2 The main approximation in the derivation of the equations of

+ ) € Cl%Crat N > (VP motion is the truncation of the basis set. The truncation may
k. aka be performed systematically by consideriNgas a general

+V212;I)<(t)P2]C;aCka + H.c) index and then retaining terms in the equations of motion up

to and including those of a particular order irN1/
) We define a basis set that includes states which have up to
+a§>:b Uap Na Np+ 5; UaaNa(Na=1). (1) one electron-hole pair, and comment on the implications of
this choice of basis. The truncated basis set is given by

The first term describes the atomic states, whefg
(?)) is the energy of the atomic stagewhen it is singly la;k)=
(doubly) occupied. The operatorg" andc,, , respectively,
create and annihilate an electron in the atomic stateith N
spin «. These operators obey the commutation relations ||_k>5<£)
{cl¥,Carar} = Baes Saur» Whered is the Kronecker delta func- ' N
tion. Thec operators are used to define corresponding num-
ber operatorsn,=2 ,cl* c,,. The operator®; andP, are 172 : :
used to project, respectively, onto states corresponding to @a;kq)z(m) > ClCaChleqel0)  a<k=ke,
singly or doubly occupied atomic level; we assume them to “b @)
be self-adjoint. The atomic state indexfor lithium is as
follows: a=0 corresponds to thes2orbital, a=1 corre- 1 1/2
sponds to the B, orbital, etc. The sum over the spin index |aa;kk>z(—_) > clcraclPogl0)  k<ke.
a runs from 1 toN, where N is the spin degeneracy 2N(N-1)/ &%
(N=2 for electrong this is true for all the sums over that )

appear in the Hamiltoniaft). The basis stat¢0) represents a positive alkali ion together
The second term describes the metal levels, whgris  \ith the ground-state metal af=0 K. The basis state
the energy of the metal level denoted by momentumnd |5:k) represents the state of the ion-surface system in which
the operators;“ andc,, , respectively, create and annihilate an electron is taken from the metal level denotecktand is
an electron of momentutk and spina. They obey the com-  pjaced into the atomic sta@. The basis stat@l;k) repre-
mutation relation {C}* o} = S Saqr, and define the sents the state of the system in which an electron is taken
number operatomk=2acl“ Cke - Inreality,k is a three vec- from the metal level denoted bl and is placed into the
tor, but it can be regarded as a scalar by absorbing the threeetal level denoted bl, wheree,> ¢ ; i.e., this is the state
dimensional aspects of the problem into the definitions ofwith one electron-hole pair. The basis st@@;kq) repre-
€, and theV,.(t). The sum ovek runs from O tox; thisis  sents the state of the system in which two electrons, one
true for all the sums ovek that appear in the Hamiltonian taken from the metal level denoted kyand one taken from
(2). the metal level denoted ly, are placed into the atomic state
The third term describes the interaction between thea; i.e., this is the negative ion state. The restrictionkamd
atomic states and the levels of the metal, where the quantitiag are to prevent double countinge., |aa;kq) is indistin-
V(1) and VE)(t), respectively, describe the coupling of guishable fromaa;qk)). The basis statéaa;kk) is also a
the metal level denoted by to the atomic stata and to the negative ion state, but here the two electrons have been taken
negative ion state formed by doubly occupyiagMuch of  from the same levek in the metal.

1 1/2
N S eedo k<. @

12
2 ¢lCal0)  I>ke k<ke, ()

@
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We approximate the true wave function of the system at
timet by a superposition of the basis states defined above:
[W())=F(1)[0)+ > bax(Dak)+ > en(t)]lik)
k<kg k=<kg
I>kg

+ 2 dagkgD]aakag)+ D dagrk(t)|aakk) .
k<kg k<kg

g<k
(6) < -

The probability that the ion-surface system will be found
in a state such that the atomic statés occupied is given by

p,= E |ba;k|2- ) ] FIG. 4. The restricted basis set employed by Marsbal. for

k<kg :
We call the entire collection of basis states that involve theplus one electron-hole pair. We choose not to include excited
Li °(2s) state the LP(2s) sector. Thus the sum in the pre- pegative ion states when calculating the charge state frac-
ceding equation is performed over all basis states in thgons because they are higher in enefagythe distance where
Li °(2s) sector. Throughout this paper, we will referRg as  the charge state is determinedlso, to our knowledge, no
the occupancy of the atomic staeSimilarly, we define the  calculations exist to provide estimates of the lifetimes of

charge state fractiorB* andP~ as excited negative ion states near a surface. Here we have not
included the states corresponding to a neutral atom plus one
P =f(t)|2+ E EE (8) electronéhole pair, although this has been done very
ke recently®®

The use of the basis set described above prevents loss of
memory of the incident charge stdtayhich has both an
experimental and theoretical bas$i®:'*2°We correct for

P™ =2 [dagkg®+ > |daakd? (9) this limitation — the truncation of the basis set to states with
kqiklf k=ke one electron-hole pair or less — by starting our calculations
so that the ion-surface system is in its lowest energy state
We emphasize that the present theory takes a conceptualiyhen the particle is at its distance of closest approach to the
different approach from that taken to analytically solve thesurface®* This procedure is partly justified because memory
single (atomig state, time-dependent, Anderson-Newnsloss is accompanied by the attainment of the lowest-energy
model* In particular, the present solution is written in terms state of the ion-surface system. We must check, however,
of the wave function of the ion-surface systef/(t)), that the restriction of the basis set, which prevents memory
rather than the number operatoy which specifies the occu- loss, does not also produce spurious dynamics on the outgo-
pation of the atomic state. ing trajectory. We expect the model to give reliable results if
To briefly summarize, the final atomic state occupancieshe probability for making one electron-hole pair is small;
of the scattered particle are calculated by solving the Schrgpresumably the probability for making multiple pairs is
dinger equation while using a truncated set of basis statesmaller still. To verify that the probability for making mul-
This basis set permits the production of positive ionstiple pairs is small requires the inclusion of more basis states.
ground-state neutral atoms, negative ions, particle-hole pairgor now, to be consistent, we require the occupancy of the
and excited-state neutral atoms. The present theory describsigle particle-hole pair sector to be small compared to unity;
transitions between the atomic states and the levels of thia practice, we find that the final occupancy of this sector is
metal. Auger processes were not included in the calculationapproximately equal to 0.10 or less.
presented here, and neither are electron-electron interactions With the approximations described above, the model can
within the metal. As with the Anderson-Newns model with adescribe the qualitative features of the charge-transfer dy-
single atomic state, energy can be deposited in the surface mamics if we start the ion-surface system in its lowest-energy
the form of electron-hole pairs, and the trajectory of the ionstate when the ion is at its distance of closest approach to the
is described classically. The present model and theurface. We therefore started all of the calculations presented
Anderson-Newns model for a single state differ by the presin this paperand the following papérin this way.
ence of the Coulomb repulsion, the addition of excited states, Input to the calculation of the charge state fractions are
and the production of electron-hole pairs. the energies and lifetimes of the participating atomic levels,
The truncated basis set used to obtain the results préhe normal velocity of the particle, the density of states of the
sented here includes states with only one electron-hole paimetal, and the work function of the surface. For the energies
and is illustrated in Fig. 4 for the case of lithium. Other statesof the participating levels, we have used a spline fit to ener-
which should be included in the solution to this ordee.,  gies calculated by Nordland@f,while choosing different
other states which involved two electron hppse those cor-  saturation values of the level energies near the surface. We
responding to excited negative ions and to a neutral atomplot the calculated energies along with the spline fits in Fig.

and
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TABLE |. Parameters describing the lithium resonance widths
calculated by Nordlander, using the three-parameter fit function. In
atomic units.

Fit function:
A(z)=exfda_1/z+InAg—az]

Level InAq a a_q

Li%(2s) 2.829 0.9831 —7.776
Li%(2p) —0.700 0.4691 —1.442
Li ~(2s?) —2.501 0.3337 —3.057

3. We note here that is referred to the jellium edge.

The lifetimes of the atomic states are used in the calcula-
tions to set the couplings between the states in the metal and
the atomic states. We often assume that the lifetimes, and

10!
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hence the resonance widths, of the states are given by the
calculations of Nordlander and Tulf® for r=2.6
tive ion state resonance width calculated by Teillet-Billy andcorresponding three-parameter fit functions given by EQ).

Gauyacd?® _ _ _ The fit functions differ from the calculated widths only at
For ease of calculation, we have fit the widths calculatedyisiances for which charge transfer has essentially ceased for
by Nordlander and Tullyor by Teillet-Billy and Gauyacn e relevant level. For the four-parameter functions, we have
with either of two 'functlons. The first function, involving simply chosen the saturation values of the resonance widths;
three parameters, is we comment on the effects of changing the magnitude of the
(10) resonance widths below. We chose the functional forms in
Egs.(10) and(11) since they display an exponential depen-
whereA(z) is the half-width at half-maximum of the appro- dence orez far from the surface and have relatively few pa-
priate resonance. The parameters used to achieve good fitstameters.
the calculated values with the function given by ELD) are The couplings/, which are the quantities appearing in the
shown in Table I. many-body Hamiltoniad, are obtained from the single-
The second function used to fit the calculated widthsparticle relations
which involves four parameters, is

A(z)=exda_,/z+InAy—az],

2A25(Z) 2
A Vi =| 2B | a2
A(2)- P (1 m(NL/D)
ehez A_) -1 2A2pz(z) 1/2
sa Vi) = Z(NLUD)| (13
The parameters used to achieve good fits to the calculated
values with the function given in Eq11) are shown in Table )
Il. 10 : . T

Comparisons between the lithium level widths calculated
by Nordlander and the fit functions are shown in Figs. 5 and
6 for the three- and four-parameter fit functions, respectively.

TABLE |l. Parameters describing the lithium resonance widths

calculated by Nordlander, using the four-parameter fit function, @
with n=4. In atomic units. —
N
; inA- < [u]
Fit function: 10-3 | \ 4
Ao A
A= — o
Ag\" n - o Li(2s), rs=2.6 A
gazy (| = | 1 a H%sz, r=2.6 N
Ay #* Li(2s%), ry=2.0 o
n=4 10—5 ' 1 '
Level A @ Agar 1.0 30 50 70 90
Li°(2s) 1.777 0.8290 0.074 z (&)
Li°(2p) 0.5004 0.5063 0.074
Li ~(2s?) 0.1750 0.3753 0.074 FIG. 6. Comparison of calculated lithium resonance widths and

corresponding four-parameter fit functions given by Bd,).
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2A,02(2) 172 lations. First, the wave function, or initial state, of the ion-
m) ) (14 surface system when the ion is close to the surfaeeall
that we have started every calculation presented in this paper
whereN is the spin degeneracy, is the number of energy Wwith the atom close to the surfgcelays a large role in
levels between the Fermi level and the bottom of the occudetermining the final occupancies. That is, the evolution of
pied portion of the metal band, am¥lis the energy width of the occupancies will depend on the energetics close to the
the occupied portion of the metal band. THu&/D is the  surface and also on the couplings between the basis states
density of states of the metal. It is important to note that bywhich compose the many-body wave function of the
specifying the couplings using E¢L2)—(14), we are assum- system’! It is very important to recognize that the energetics
ing the wide-band limit; i.e., the coupling to any state in thechange as the surface work function is decreased; this, in
metal is the same, independent of the position of the state iturn, changes the initial state, and hence the dynamics, which
the band. Note that the above relations are based on Fermidepend on the instantaneous amplitudes of the different basis
golden rule, and are valid only within a single-particle pic- states.
ture; they do not apply in the many-body theory. Because of Second, the energy differences between the atomic states
the ambiguity of obtaining the many-body couplings from and the Fermi level of the metal are very important in deter-
atomic state lifetimes derived in a single-particle picture, wemining the charge transfer. This is reflected in our finding
feel free to consider the level widths as parameters which cathat it is often true that a significant amount of charge is
be varied to obtain better agreement with the data. exchanged between the metal and an atomic state roughly
The normal velocity , of the particle during the outgoing when the atomic state becomes degenerate with the Fermi
trajectory is assumed to be constant. This assumption is eXevel. This is due to the fact that, when it becomes energeti-
pected to be reasonable because classical ion trajectories cally favorable during the outgoing trajectory to transfer
culated using the computer coderARrI (Ref. 69 show that charge(i.e., when the atomic state and the Fermi level are
the velocity is rapidly changing only very near the surface.nearly degeneratethe resonance width of the atomic state
To check if this assumption affects the calculated chargé€and the associated transition pate larger than it is at any
state fractions, we useslAFARI trajectories as input to the other subsequent part of the trajectory.
calculations. When starting the calculations with the particle Third, the relationship between the time scales set by the
at its distance of closest approach and with the ion-surfaceesonance widthgi.e., the many-body couplingsand the
system in its lowest energy state, we found no differencevelocity of the scattered particle partly determines the
between the final occupancies obtained usingskmaRI tra-  amount of charge transferred during a scattering event. It is
jectory or the trajectory in which the normal velcocity is necessary to keegl three of the above results in mind when
assumed to constant. We therefore used constant velocigxplaining the trends in the measured branching ratios; each
trajectories for all of the charge-transfer calculations pretrend must be individually considered because of the com-
sented in this paper with,=0.02 a.u. We typically start the plexity of this system.
particle atz=1 A; we find that the final charge state frac-  Since the initial state of the ion-surface system plays a
tions change by less than 0.0&bsolute if we start the cal- large role in determining the final charge state fractions, we
culation atz=2 A for work function values 1.29< ¢< now discuss it in more detail. We point out that when using
4.59 eV when using the resonance widths given by(ft).  the four-parameter functidisee Eq(11)] to fit the resonance
The density of states of the metal is assumed to be corwidths, all of the resonance widths are the same wiret
stant. The number of metal states used was typicalld, i.e., all of the many-body couplings between the basis
L =100 (above and below the Fermi leyelith a half-band- states are the same. Knowing this, and recalling how the
width D=4 eV. This number of metal states was chosen tdoasis states are coupled togetfge Fig. 4 one can quali-
ensure that the density of states did not affect the resultiatively understand why the initial charge state fractions
while allowing the calculations to achieve completion in achange with work function as shown in Fig. 7. The fact that
timely manner. This was done by increasingnd checking the couplings az=1 A  are quite large leads to an initial
how the final charge state occupancies changed. We chosgate which is a hybrid of the different basis states, and the
L=100 since the final charge state occupancies do nalegree of hybridization increases as the couplings increase.
change by more than 0.5% when adding more states. The manner in which the basis states are coupled together
The metal is described solely by its work-function value,via the metal surface can lead to initial occupancies which
and so an implicit assumption is made that the electrostatioiay be nonintuitive. For example, consider the clean surface
potential outside the surface does not depend on the positidhe., #=4.59 eV or A¢=0.00 eV: at z=1 A, the
along the surface. Thus the present version of the theoryi 9(2p) state is of higher energy than the 1(2s?) state
does not include the effect of the local electrostatic potential(see Fig. 3, yet the initial occupancy of l%2p) is larger
We believe that the present omission of this effect contribthan that of Li" (2s?). This is because the basis states com-
utes to the discrepancy between the calculations and the dapasing the LP(2p) sector are directly coupled to the lowest-
as shown in Sec. V. energy basis statéor the clean surface, at=1 A, this is the
positive ion basis state with no electron-hole panather
than coupled through an intermediate sector, as is the Li
~(2s°) sector(see Fig. 4 [The Li~(2s?) sector is coupled
Before we compare the results of the model to the data itto the positive ion basis state through theé’(ds) sector]
detall, it is useful to state a few common results that weThat is, only one electron hop is required for the positive ion
recognized after the examination of a large number of calcuto be neutralized into the P{2p) state while two electron

Vi |

V. DISCUSSION
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FIG. 8. Comparison of calculated to measured charge state frac-
tions. The fractions were calculated using the four-parameter func-
FIG. 7. Calculated initial charge state fractionszatl A, vs  tion [see Eq(11)] to fit the resonance widths calculated by Nord-
the work-function changd ¢, using the four-parameter functions lander.

[see Eq(11)] to fit the resonance widths calculated by Nordlander.

As A¢ decreasesmoving to the right on the\ ¢ axis), the work  reproduces the trends in the data: the decrease’ im$the
function decreases. work function is decreased, and the eventual increase of

: .. P7. This behavior is what we expected on the basis of the
hops are required to form the ground-state negative ion. . )
P q 9 g ne-electron picturg>®°%7942Here the final charge state

When the work function is decreased, the energy of the posi]? . flect ch in the initial state of the i ‘
tive ion state is effectively increased, while that of the Li ractions refiect changes In the initial state ot the ion-surtace

~(25?) state decreases, with the result that the (Js?) system; as the work function decreases, the initial occupan-

. - 2 .
becomes the lowest-energy basis state. This is why the initieﬁ'.es of the LP(2s) state and the Li(2s?) state increastsee

occupancy of Li" (2s?) rises as the work function decreases. ig. 7), as do the _corresponding final occup_ancies. The_ final
This also explains why the £{2p) state has a very low charge state fractions also reflect changes in the Fermi-level
initial occupancy when the work function is low: it is crossings of the different states. Although similar results
coupled to the lowest-energy basis sfate Li~ (2s2) statd have been produced be_fore by the .smgle state Anderson-
only via two intermediate statdge., the Li°(2s) state and Newns modé‘f (by changing the state mvolv_ed in the charge
either the Li* plus one electron-hole pair state or the'Li transfer for different ranges of work-function valjesne
state with no electron-hole pair should note that the single state Anderson-Newns model was
Since the large couplings among the basis states lead ohever intended to be applied in cases where substantial neu-

. . 4 . _
highly hybridized initial state close to the surface, we Seetrallzat|on occurs? In contrast, the Coulomb repulsion nec

that even basis states that are not energetically favored Wiﬁ]islsgééo i(?]estﬁr;b € rseltsueitiorrfoggr Salllgonr:f'c"’\ll\r/]ittk?etl#éalézif?g?;n'ts
have some occupancy when the system is put into its initial P ’ 9

state at the beginning of each calculation. As the syster@harge states. That the present model correctly obtains the

- T I . :
evolves in time and the particle moves away from the Sur'ngﬂ?r\zgl?zra(t)igamgndp Wi?gli C'hnas'til:]at'?ﬁg gg?e:uizf/zctelgl in
face, the energetics and the couplings change, which will ging

change the adiabatic state of the system at every value 6lge calculqtlon therefore represents a S|gn|f|cant_ a(_ivance be-
z. It is important to remember that the system tries to reacﬁond the smgle-state Anderson-Newns rg'%del' Slmllar_results
) iave been obtained with other mod&s$>72The quantita-

the lowest-energy state in the course of its evolution, and th%ve agreement between the calculation and the data is fortu-

Lh;igrgé\ rt]g ist:teﬂ:ee\rgzrzosr; st{]aetesql'r:lﬁir:z ;hité%VZ?éin:é?%ous, since the precise values of the calculated charge state
' i Y fractions, especiallfp~, can vary substantially upon chang-

completely evolve into this state indicates that we must con:

cern ourselves with the dynamics, which depend not only o9 certain of the input parameters to the calculation by mod-

the initial-state occupancies, but on the locations of theerate amounts, as we will discuss further in Sec. VB. We

Fermi-level crossings for the different atomic states, and oﬁlso note that the calculation does not reproduce the slope of

. T . o~
the time scales set by the particle velocity and the coupling hg Eégiilgfe\?;erlila(t;i%rr\:se ifnd?fhé\llgiaﬁeehli\é?rg;?;tggls (')?ednl:;lt?n_
between the basis states. P

duced by the alkali adsorbates, which we discuss in Sec. VI.

We have investigated the dependence of the calculated
charge state fractions on a number of different quantities,

In Fig. 8, we compare calculated charge state fractions tsuch as the magnitude of the resonance widths, the relative
the measured charge state fractions from Fig. 2. The calcunagnitudes of the resonance widths, and the initial occupan-
lated fractions were obtained by using the four-parametecies of the different basis states. We found that the qualita-
function [see Eq.(11) and Fig. §. The model qualitatively tive trends in the calculated charge state fractions shown in

A. Overview
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Fig. 8 are robust if these quantities are varied within reason-

able limits, which we describe in Sec. V B. 2 R I B I LS I L

The calculated charge state fractions follow a few trends, [ | —— NT, 4 parameter ]
which we note here. First, increasing or decreasing the mag- S e e 211;§mftegrameter .
nitude of all of the resonance widths by a factor of 2 changes | N - =P ]
P* by only a few percentabsoluté while respectively de- = ]
creasing or increasin®~ by approximately a factor of 2. 5 T /]
Second, increasing only the negative ion state resonance v 3 - /]
width affectsboth P* and P~, which shows that the nega- - i /]
tive ion state resonance width affects the dynamics even gy / /7
when the negative ion state is not present in the scattered L 2]
flux. Third, changing the magnitude and the distance depen- o Lol R el
dence of the resonance widths near the surfase4( A) can 0.0 -1.0 -2.0 -3.0
strongly influence the dynamics of the charge transfer since Ap (eV)

this changes both the initial state and the relative transition

rates between the basis states in the spatial region where all FIG. 9. Comparison of calculated charge state fractions using
of the rates are relatively large. Fourth, we find that most ofifferent resonance widths. See text for description.

the charge transferred comes from states of the metal near

the Fermi level, and that significant changes in the atomiare similar except for<2 A andz>6 A. Given the simi-
state occupancies often occur in the vicinity of the Fermi-larity of the fits over a large region, we see that the dynamics
level crossing of an atomic state. In fact, as the velocitycan be strongly influenced by the initial state of the system,
decreases, theate at which charge is transferred from a which is partly set by the resonance widths of the atomic
particular state of the metal to an atomic state achieves itstates.

maximum closer to the value affor which the state of the In Fig. 9, we also show the results obtained by using the
metal and the atomic state are degenerate. We also find thaiggative ion state resonance width calculated by TG, which
for high work-function values, most of the charge transferis fit using the four-parameter function. We note that the
occurs by the time that the atom is ab&uA from the sur- resonance width calculated by Teillet-Billy and Gauyacq
face. For low work functions, appreciable charge transfe(TG) is about one-third larger than that calculated by Nord-
occurs as far as 10 A from the surface, primarily because thiander(TG include the effect of the polarization of the atom
resonance width associated with the negative ion state

(which has a significant final occupancy at low work func-

tions decays relatively slowly with distance from the sur- o en 920 au, eo129 oF
face. We will provide a detailed discussion of these trends in C ]
Sec. VB. 2B o~ —— )
R 1 NT widths
o [~ / 1 4 pararileter fit
B. Details of the dynamics: charge state fractions § °r ) 1] — = 50525)

To begin this subsection, we investigate how the pre- Eg R 4 o Ep)
dicted charge state fractions change as we vary the resonance -/ NI 1 — - Ppar
widths that are used to describe the lifetimes of the various -~ 1
states in the vicinity of the surface. In Fig. 9, we compare the (I P I N B T
calculated fractions presented in Fig(@btained using the
four-parameter function; see Fig) € those obtained by e T o S
using the three-parameter functi@ee Fig. 3 to fit the reso- C ]
nance widths calculated by Nordlander. Recall that the four- - ]
parameter function achieves a saturation value at the surface » [ - { Y wdths
while the three-parameter function does not. Although the =3 | / N - pareoer
predicted values dP* are very similar for both fit functions, E o /’<f~—-——_ —_ = P°225)
we find thatP~ is more than a factor of 2 larger at the lowest o3 P I\ 4 oo B 2p)
work functions when using the three-parameter function. - w F ~ 1 — - Ppar

The increase ilP~ can be explained as follows. The two s [ .
different sets of width functions lead to initial states of the o Fa\
system which are quite different from one another, as can be ©00 40 BO 120 160 200
seen in the evolutions of the atomic state occupancies shown ’ ’ z (A)' ' ’
in Fig. 10 for $=1.29 eV A¢=—3.30 e\}. This greatly
changes the dynamics near the surficd <z< 4 A) and FIG. 10. Evolution of the calculated Li charge state occupan-

consequently alters the charge transfer that occurs betwegfg. forv,=0.02 a.u. andh=1.29 eV AP =—3.30 eV}. (a) Us-
z=4 A andz=9 A. Note that the fits for LT (2s%) state  ing the four-parameter function to fit the Nordlander resonance
resonance width using the three- and four-parameter funGidths. (b) Using the three-parameter functisee Eq. 1) to fit
tions are very similar except fa<2 A (see Figs. 5 and 6, the Nordlander resonance widths. The vertical lines indicate the
respectively. Also, the fits for the L?(2s) resonance width Fermi level crossing distance for the effective affinity level.



54 CHARGE TRANSFER IN HYPERTHERMAL ENERGY ... 14775

v,=.020 a.u., $=4.59 eV vz=.020 a.u., $=1.29 eV
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FIG. 11. Evolution of the calculated Li charge state occupan- FIG. 12. Evolution of the calculated Li charge state occupan-
cies, forv,=0.02 a.u. andp=4.59 eV A $=0.00 eV). (a) Using  cies, forv,=0.02 a.u. andh=1.29 eV (A ¢=—3.30 V). (a) Using
the four-parameter function to fit the Nordlander resonance widthsthe four-parameter function to fit the Nordlander resonance widths.
(b) Using the four-parameter function to fit the TG resonance width.(b) Using the four-parameter function to fit the TG resonance width.
The vertical lines indicate the Fermi level crossing distance for thelhe vertical lines indicate the Fermi level crossing distance for the
effective ionization level. effective affinity level.

by the surface potenti&). One can see that, for a given the TG resonance widtf0.0066 compared to 0.0065 with
work function, using the negative ion state resonance widthhe Nordlander resonance widtlyet changing the distance

calculated by TG decreas&s', and slightly decreaseR™ dependence of the Li(2s?) resonance width produces a sig-
with respect to using the negative ion state resonance widthificant change in the final occupancies of the other chan-
calculated by Nordlander. nels.

The decrease iR* obtained when using the negative ion  The larger negative ion state resonance width of TG leads
state resonance width of TG can be explained as followsto a slightly decreaseB®™ (Fig. 9) because it increases the
The larger negative ion state resonance width calculated brate at which electrons can hop between the negative ion and
TG gives a larger coupling between the i(Rs?) state, and the metal, thereby increasing the rate of(ds) production
the metal appears to hinder the transfer of electrons from thehen the LP(2s) state is energetically favored. This is most
Li°(2s) state to the metal in the region 2.5%<6.0 A.  evident for 2 A<z<4 A in Fig. 12, which shows the evo-
This can be seen by examining the evolutions of the occulutions of the occupancies fop=1.29 eV A¢=—3.30
pancies obtained using the Nordlander and TG negative ioaV). The first sharp decrease @@~ begins when the
state resonance widths. These are shownderd.59 eV  Li%2s) state becomes more energetically favorable than the
(A$=0.00 eV} in Fig. 11. There it is shown that the initial Li~(2s?) state ¢~1.7 A); the second sharp decrease occurs
states of the system are identi¢aecause the saturation val- approximately where the Li(2s?) state crosses the Fermi
ues of the level widths are chosen to be the same for both thevel (at z~6.2 A).

Nordlander and TG negative ion state resonance wigémsl By using different resonance widths for the negative ion
that the main differences in the evolutions occur betweerstate, we have shown that the charge state fractions are af-
z=3 A and 8 A. When using the Nordlander width for the fected even when the negative ion state is not present in the
negative ion stateP* increases by about 0.14 between scattered flux, which illustrates the importance of including
z=2.5 and 6.0 A [recall that the LY(2s) state crosses the multiple states in the theoretical description of charge trans-
Fermi level near 4.3 A, and that the system does not resporfér. That the intra-atomic correlation must be included to
instantaneously to crossing the Fermi Idvélowever, when obtain qualitatively correct results has been demonstrated
using the TG result for the negative ion state resonancereviously by Langreth and Nordland&rThese results also
width, P* increases by only 0.05 in the samaeinterval, demonstrate that the time scales set by the resonance widths
which demonstrates that the transfer of the electron from thaffect the charge transfer.

Li °(2s) state to the metal is less efficient. The occupancy of To test the sensitivity of the charge state fractions to
the Li~(2s?) state is hardly changed a1 A when using changing all of the resonance widths, we compare the results
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obtained with the resonance widths calculated by Nordlander
to results obtained by doubling and halving the same reso- = 7™ ML )
nance widths, as shown in Fig. 13. Here the three-parameter 2 F /'/ N - - )
functions are used to fit the calculated resonance widths. We = _ | - 1 NT, 0.5x widths
X X =9 L 4 3 parameter fit
see that, for a given work function, the values Rt ob- ae r b p+
tained are very similar, but that the valuesRof differ mark- Sk J —— P°§Zs)
edly from one another. At low work functionB,” decreases & o F\ 1 g‘i 2p)
H H . - T — — — ] — e —
when the resonance widths are all increased by the same © t \\ L 1 — - Ppar
factor. It is important to recognize that although there are = J 42 VE EF T B T .
guantitative differences between the charge state fractions 00 40 80 120 16.0 20.0
calculated using the different resonance widths, the basic z (&)

trends remain the same.
To explain the differences between the predicted values of FIG. 14. Evolution of the calculated Li charge state occupan-
P~ shown in Fig. 13, we examine the evolutions of the oc-cies, forv,=0.02 a.u. and)=1.29 eV (A = —3.30 eV}. (a) Using
cupancies foip=1.29 eV A¢p=—3.30 eV} in Fig. 14. We  2X the three-parameter function to fit the Nordlander resonance
find that changing all the resonance widths by a constanwidths.(b) Using the three-parameter function to fit the Nordlander
factor produces quite different initial states of the ion-surfacgesonance widthgc) Using 0.5< the three-parameter function to fit
system. We also find that the larger the transition rate is nedpe Nordlander resonance widths. The vertical lines indicate the
the Fermi-level crossing, the larger the decrease is in thEermi-level crossing for the effective affinity level.
occupancy of Li’ (2s?), as can be seen by comparing Figs.
14(a)—14(c) in the region 4 A<z<8 A. Thus a combination
of different initial occupancies and different transition rates

(i.e., time scalesin the vicinity of the Fermi level crossing  We noted in Sec. V that the work-function dependence of
leads to the large differences . the measured charge state fractions has a smihesolute

We explain the fact that changing all of the resonanceyalue of the slope than that predicted by the theoretical
widths by the same factor causes only small changd'in  model[this is also the case for the relative’(2p) yields, as
for high work functions by noting two competing trends shall be seen in paper]llWe must therefore investigate
which can be seen in Fig. 15. First, the larger th8(Rs)  possible explanations for the discrepancy between the pre-
resonance width, the more that the’(2s) resonance lies dicted and the observed work function dependence of the
below the Fermi level, and hence the larger the occupancy afharge state fractions and the relativé(dp) yields.
the Li°(2s) state.[In Fig. 15, the changes are modest. One possibility, suggested by previous
PO(2s), for example, increases by about 0.05 when doublingyork,1424:29.30.3842-46.535 that the local adsorbate-induced
all of the resonance widthisSecond, the larger the £42s) electrostatic potential surface broadens the work-function de-
resonance width, the more charge is transferred back to thsendence. In the experiments described in this paper, the
metal as the particle moves from+3 to 5 A, i.e., the more  work function is lowered by depositing varying amounts of
the occupancy of the (2s) state decreases. These two alkali atoms onto the Q001) surface. Upon adsorption, the
trends compete with one another, and the net effect is thailkalis behave like dipoles on the surface, and modify the
P* changes only a litte as the resonance widths ardocal electrostatic potential accordingly. Since our experi-
changed. This is in contrast to what is found in the singlements are performed in the regime of low coverages, the
state Anderson-Newns mod@lwhere changing the lifetime adsorbate spacing is always approximately two lattice con-
by a factor of two leads to changes " that are approxi- stants &7 A) or greater, and the local electrostatic potential
mately twice as large as in the present model. variesalong the surface. How the potential varies along the

VI. EFFECT OF THE LOCAL
ELECTROSTATIC POTENTIAL
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v,=.020 au., $=4.59 eV the spatial averaging of that potential. On the basis of these

S e (a) and other works, we expect that the effect of the local

o . adsorbate-induced electrostatic potential is the main reason
§° " ( ] NT, 2x widths why the measured formation probabilities vary more slowly
=3 _"/ 4 E: 25) with work-function change than the present theory would
.§ ¥ F 3 P°€2p) predict. Nonetheless, the qualitative dependences of the
ok i —— P probabilities with and without the inhomogeneous potential

OEv~N_ - ————4 — - Ppar L .

_ are the same, and the quantitative differences are small, so
= S SE N B S we expect that the dynamics of charge transfer are not quali-
tatively changed by including the inhomogeneous

DT ) potential’

o F 3 We note that a different explanation for the observed
g" :/ ] NT, 1x widths broadening of the work-function dependence of the charge
23 4 — 11;‘” 2 state fractions has been given. Zimny presented a theoretical
g f ] — — Po(s) ; : ;
o< F I Po§2p) study_ln which the broadenmg of the. charge-transfer data of
5“3" £ i - - p- Geerlingset al. can be explained by including the effect of

e PN - = — — — 4 — - Ppar spir® and the effect of the parallel velocity of the ion on the

N S P T I T apparent energies of the metal electrons. This model, which

e is based on a rate-equation approach, does not include the

Qe effect of the local electrostatic potential. This model was also

- F 1 © used to describe measurements, performed by by Jiang, Li,
o 71 NT. 05x widths and Koel, of the relative ion yields that result when'Lions
Zeo | 4 = p+ scatter from Cs adsorbates on gMNil) surface for different
2 . i —— P°EZS) Cs coverage® Although glancing angles are required for
°S b 1 o 2p) the application of the Zimny modeb¢=80°), Jiang, Li, and
A S J — - Ppar Koel found that the relative yields measured at a glancing

. :: - | | | ] final angle @;=70°) could be reproduced well by the model

S — of Zimny. Jiang, Li, and Koel also found that it was impor-

00 4.0 8‘2 (if'o 160 20.0 tant to include spin properly. We note that our measurements

were conducted af;=64°, and that the inclusion of spin in
) ) the model of Marstort al. does not broaden the work func-
FIG. 15. Evolution of the calculated Li charge state occupan-iing dependence enough to fit the désee Fig. 8 Finally
cies, forv,=0.02a.u., andp=4.59 eV A$=0.00 eV. @ Using 4,5 7imny model does not include excited states or negative
2X the three-parameter function to fit the Nordlander resonance o |is range of applicability is therefore not sufficient to

widths. (b) Using the three-parameter function to fit the Nordlander . . L .
resonance widthgc) Using 0.5 the three-parameter function to fit describe our entire set of daavhich includes data in paper

the Nordlander resonance widths. The vertical lines indicate thél)'

Fermi level crossing for the effective ionization level. Finally, we note that it has been suggested that the inclu-

sion of the local electrostatic potential in a semiclassical
surface is not known, and certainly changes with coveragenodel based on the single-state Brako-Newns model cannot
Since the energies of the atomic levels participating in theaccount for the observed broadening of the work-function
charge transfer are affected by the local electrostaticlependence of the charge state fractions. Ashwin and Woo-
potential?®“® the energy of the level varies as the particledruff measured the relative yields of scattered libns that
moves along the surfadee., closer to or farther from adsor- result when scattering 1-keV Lifrom Cs/C{110) with an
bate atomp’ incident angle ofg;=13° and a final angle of);=17°.""

For the experiments described here, the scattering particleheir observations of Li scattered from Cs adsorbates can-
samples many different local electrostatic potentials insteadot be reconciled with a single-state semiclassical model
of one, as we assumed in applying the theory of Marstormodified to include the adsorbate-induced poterfi&luch a
et al. When the inhomogeneous potential is included, the remodel predicts a unit neutralization probability for scattering
sult is a broadening of the theoretical curves of(ds) for-  from a Cs adsorbate. Thus the observation of positive ions
mation probability versud ¢ (i.e., coverage This has been scattered directly from Cs adsorbates indicate that the single-
shown in the work of Geerlings, Kwakman, and £band  state model is incomplete. However, these observations do
Kimmel and co-workeré>*?who included the local electro- not rule out the hypothesis that the local adsorbate-induced
static potential in the single state Brako-Newns model. Ofpotential can account for the observed broadening of the
particular relevance here is the recent work by Weare andiork function dependence of the charge state fractions. For
Yarmoff,*® which showed the same broadening, but using theéhe incident beam energies utilized by Ashwin and Woo-
model of Marstoret al. In particular, they compared calcu- druff, autoionization processes, typically omitted by most
lations with and without including inhomogeneities to mea-charge-transfer models, can océ®if® These processes may
surements of charge state fractions for Li undergoing a singlee responsible for the ions that they observe.
collision with either an alkali adsorbate or a substrate atom To summarize, a large body of evidence has accumulated
on alkali-covered AIL00). Incorporation of the local electro- which supports the idea that the electrostatic potential in the
static potential as in the works above effectively results invicinity of alkali adsorbates varies significantly with regard
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to charge transfer. We expect that it is important to includewidths of the relevant atomic states also play a role in deter-
such variations in the potential to obtain quantitative agreemining the charge transfer. We suggest that the differences
ment with the measured work-function dependence of théetween the measured and predicted fractions are at least

charge state fractions and excited-state yields. partially due to the effect of the adsorbate-induced local elec-
trostatic potential. The results presented here show that the
VIl. SUMMARY measured charge state fractions can be accounted for by as-

. suming that the resonant charge-transfer mechanism governs
In this paper, we presented measurements of the chargge eyvolution of the ion-surface system during the outgoing

state fractions in the flux scattered inflp=64° that result trajectory of the scattering particle.
when Li" ions impinge on Cs/Q001) with energy Note added in proofRecent work by Borisoet al. indi-
E{=400 eV, an incident angley;=65°, and along the cates that the resonance broadening and level energy can be
(100 azimuth. As the work function of the surface de- quite different for collisions with adsorbate atoms and sub-
creases, the fraction of particles scattered as positive iongrate atoms. Most of the collisions in our experiments take
monotonically decreases and eventually the fraction of parpjace with the substrate and not on top of an adsorbate. Cal-
ticles scattered as negative ions increases. culations are not yet available to include the adsorbate ef-
We have seen that the many-body theory of Martbal.  fects in an averaged way. To achieve quantitative agreement

reproduces the trends seen in the observed charge state fraith experiment, such calculations will have to be done.
tions. Although the production of electron-hole pairs was

limited to one by the practical implementation of the
theory®® which prevents complete loss of memory of the
incident charge state, the model can be applied to describe We thank Eric Dahl, David Goodstein, and Craig Keller
the data when the model system is started in its lowestfor many useful discussions. We also thank Peter Nord-
energy state when the ion is close to the surface. lander, Jean-Pierre Gauyacq, and Dominique Teillet-Billy
By performing theoretical calculations for a range of inputfor giving us the results of their lifetime calculations for use
parameters, we found that the state of the system when thie this study. This research was funded by the Air Force
ion is at its distance of closest approach to the surfac®ffice of Scientific Researc(AFOSR-91-013Y, by the Na-
strongly influences the charge transfer, that there is often fonal Science FoundatiofNSF-DMR-9022961, and the
significant amount of charge transferred in the vicinity of theCornell Materials Science CenteiNSF-DMR-9121654
relevant Fermi level crossings, and that the changing relab.R.A. was also supported by the Swedish Institute and the
tionships between the time scales set by the velocity of th&weden-America Foundation. J.B.M. was partially supported
scattering particle and the transition rate set by the resonandsy the National Science FoundatiNSF-DMR-9357613
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