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We have measured the charge state fractions in the scattered flux versus the work-function change induced
by Cs adsorbates when hyperthermal energy Li1 ions are incident on Cs/Cu~001!. As the work functionf
decreases from its clean surface value (f54.59 eV!, the positive ion fraction decreases from 0.64 to less than
a few percent, while the negative ion fraction slowly increases from less than a few percent to 0.14 at the
lowest work function attained (f51.29 eV!. Theoretical calculations based on a many-body solution to the
time-dependent, multiple-state, Anderson-Newns model of resonant charge transfer qualitatively reproduce the
observed trends. Detailed examination of the calculations shows that the theoretically predicted dependence of
the final charge state fractions on work function and the dynamics of the charge-transfer process are both
strongly influenced by the wave function of the ion-surface system when the incident ion is close to the surface
and also by the changing relationships between the relevant time and energy scales as the scattered particle
moves away from the surface.@S0163-1829~96!08144-1#

I. INTRODUCTION

The study of charge transfer in ion-surface collisions has
intensified over the last decade,1–3 in part because charge
transfer plays a fundamental role in dynamical processes
such as molecular chemisorption and dissociation, and be-
cause charge transfer can be used to probe the ion-surface
interaction. In addition, charge transfer plays a role in appli-
cations such as secondary-ion-mass spectroscopy and reac-
tive ion etching.4 Significant experimental and theoretical
progress has therefore been made in an effort to obtain an
increasingly detailed understanding of charge transfer.

Despite this progress, understanding the rich complexity
of the charge-transfer process demands more precise mea-
surements of branching ratios to different final states. This
presents an experimental challenge, since many outcomes
are possible when a positively charged ion collides with a
surface. One of these is simply that the ion scatters as a
positive ion — that is, without a change of its initial charge
state. Numerous alternative outcomes are made possible by
electron transfer between the scattering ion and the surface,
which allows the charge state of the ion to change. For ex-
ample, the ion may be neutralized into the ground state or
into an excited state, or may even form a negative ion. The
charge state of the scattering ion can be changed by different
charge-transfer mechanisms, including resonant, Auger, and
direct radiative mechanisms. To develop an understanding of
the different mechanisms, knowledge of the branching ratios
to the different possible charge states and their dependence
on experimentally controlled variables~e.g., velocity, work
function! is required. Subsequent comparison of theoretical
predictions to measured charge state fractions may then pro-
vide insight to the dynamics of charge transfer, which is the
fundamental goal of this research.

In this paper and the following companion paper~which
we refer to as paper II! we will present measurements of

branching ratios for collisions of Li1 ions with clean and
alkali adsorbate-covered Cu~001! surfaces,5,6 and examine
the dynamics of charge transfer predicted by a many-body
solution to the time-dependent, multiple-state, Anderson-
Newns model of resonant charge transfer.7 Here we concen-
trate on the resonant mechanism of charge transfer because it
is thought to dominate for alkali ion-surface systems,2 and
we ignore the Auger and direct radiative mechanisms since
the probability for scattering into final states via these
mechanisms is thought to be small.8 Also, we only model the
outgoing trajectory of the scattered particles since experi-
ments have shown that, for particles which are described by
relatively simple trajectories, the outgoing trajectory deter-
mines the final charge state.9,10 We find that the present
theory qualitatively reproduces nearly all the trends seen in
the data.

Early experiments concentrated on the scattering of low-
energy alkali ions from clean metal surfaces, and showed
that the dominant charge states in the scattered flux are the
positively charged states and the neutral states.11 The results
of these experiments could be described well with the single-
state Anderson-Newns model of resonant charge
transfer.12–14 Later experiments15 utilizing low and hyper-
thermal energy ions could also be well described with this
model when using atomic state lifetimes and energies that
had since been calculated by Nordlander and Tully.16–18The
same model, when modified to include the effect of the ion
velocity parallel to the surface plane,19–23 can be used to
describe experiments which utilize grazing scattering geom-
etries.

Scattering experiments with low work-function surfaces
have shown that other final charge states, such as the nega-
tive ion state and neutral excited states, can be present in the
scattered flux.5,6,24–28In early work, the formation of nega-
tive ions was assumed to be a one-electron process, so that
the single-state Anderson-Newns model could be

PHYSICAL REVIEW B 15 NOVEMBER 1996-IIVOLUME 54, NUMBER 20

540163-1829/96/54~20!/14765~15!/$10.00 14 765 © 1996 The American Physical Society



applied.24,29,30This assumption allowed the prediction of the
qualitative dependences of the negative ion yield on work
function and ion velocity. However, one is forced to apply
the model differently at different work function values,
which is unsatisfactory. Additionally, the single-state model
is simply not capable of describing experiments in which
multiple ~i.e., more than 2! states are observed in the scat-
tered flux. To describe the experimental observations of mul-
tiple states in the scattered flux theoretically, one is therefore
compelled to abandon the single-state model in favor of
models which include multiple states.

Over the past decade, a number of multiple-state models
have been developed.2,7,31–40Some of these models have, in
addition to the ground positive ion state and the ground neu-
tral atom state, included the negative ion state31–35 while
others include both the negative ion state and a neutral ex-
cited state.36,37,39The data presented here will be used to test
a many-body model of resonant charge transfer,7 which al-
lows for the production of positive ions, ground state neutral
atoms, negative ions, electron-hole pairs, and excited-state
neutral atoms.

We point out that an alkali-covered surface has a spatially
varying electrostatic potential, and previous
work14,24,29,30,38,40–46has shown that when this inhomoge-
neous potential is included in charge-transfer models, the
quantitative agreement between the model and experimental
data is improved. This is because the scattered projectile will
in general explore the full three-dimensional nature of the
inhomogeneous potential. Such potentials have been calcu-
lated theoretically,48,49 and spatially varying potentials have
been used with the single-state Anderson-Newns model to
make comparisons to experiment.40,42 Recently, such a po-
tential has also been incorporated into the many-body model
used in this paper to describe the neutralization behavior of
Li 1 scattering from alkali-covered Al~001!.46 A result of
these previous works is that inclusion of the local electro-
static potential does not qualitatively change the work-
function dependence of the charge state fractions predicted
by the theory when alkali ions scatter from a surface atom,
and in fact the quantitative changes in the neutral fractions
are also small. This result suggests that the dynamics are
effectively predicted by a model in which the electrostatic
potential is treated as uniform along the surface. Since cal-
culations involving the inhomogeneous potential are espe-
cially computationally demanding with the many-body
model if the experimental situation requires averaging over
many different trajectories~as is the case for the experiments
discussed here!, we do not include it.47 Instead, we will focus
on a number of trends predicted with the model and compare
these to the trends seen in the data and then look in detail at
the dynamics of the charge transfer predicted by the model.
We will discuss the effect of the inhomogeneous potential
further in Sec. VI.

In this paper and in paper II, we present a study of charge
transfer in systems where hyperthermal energy Li1 ions col-
lide with clean and alkali adsorbate-covered Cu~001!.5,6 We
measured the charge state fractions in the scattered flux using
the time-of-flight technique together with a neutral alkali
atom detector. Using low-level photon-counting techniques,
we also determined the relative probability with which the
incident ion will scatter into the Li0(2p) state by measuring

the photon flux due to the Li0(2p)→ Li 0(2s) transition. In
this paper, we compare theoretical predictions to the mea-
surements of the charge state fractions; in paper II, we dis-
cuss the measurements of the relative probability of scatter-
ing into the Li0(2p) state. Here the comparison between
theory and experiment reveals important qualitative features
~spin, multiple states, inclusion of the adsorbate-induced
electrostatic potential! that such a theory must possess, and
provides insight into the dynamics of resonant charge trans-
fer. In particular, we will discuss the role of the wave func-
tion of the ion-surface system when the ion is close to the
surface, of the energies of the atomic states relative to the
Fermi level of the metal, and of the lifetimes of the atomic
states in the vicinity of the surface in determining the dy-
namics of resonant charge transfer.

In Sec. II, we describe the experimental techniques used
to measure the charge state fractions. In Sec. III, we present
the data, followed by a description of the theory in Sec. IV.
We compare the theoretical predictions to the data in Sec. V,
and also discuss the effect of the local electrostatic potential
of the adsorbates used to change the surface work function in
Sec. VI. We conclude the paper with a summary in Sec. VII.

II. EXPERIMENTAL TECHNIQUE

Our data were obtained in a versatile, two-tiered, ultra-
high vacuum ~UHV! chamber that has been described
elsewhere;50 we provide relevant details here. The upper tier
is devoted to preparing and monitoring the sample surface
and the lower tier is used for performing the ion-scattering
measurements. The upper tier is equipped with a set of
reverse-view optics for low-energy electron diffraction
~LEED!, a set of optics for Auger electron spectroscopy
~AES!, a Kelvin probe, three alkali getter sources, a sputter
gun, and a residual gas analyzer. The lower tier of the cham-
ber contains the final electrostatic lens for focussing the ion
beam onto the sample, a hemispherical electrostatic
analyzer,51 and a neutral particle detector~NPD! for
alkalis.52,53

A. Sample preparation

Before the measurements of the charge state fractions
were performed, both the orientation and the condition of the
Cu~001! sample were checked using LEED and ion scatter-
ing, as described elsewhere.5 Our crystal cleaning procedure
consisted of sputtering the sample with Ar1 ions with ki-
netic energies ranging from 0.5 to 1.0 keV, and then heating
the sample via electron beam bombardment to at least 600
°C for 1–3 min. Typical currents on sample while sputtering
were 1–2mA. The resulting surface was found to be clean to
within the sensitivity of AES.

To change the work function of the sample surface from
its initial valuef i to its final valuef f , varying amounts of
Cs were deposited on the surface with an outgassed, com-
mercially available getter source.55 We measured the work-
function changeDf5f f2f i by using a Kelvin probe. To
produce overlayers with different alkali coverages, we varied
the deposition time and then gently~i.e., without adsorbate
desorption! annealed the sample to 200 °C~which we expect
enhances surface diffusion, which in turn leads to the spatial
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uniformity of the overlayer!. This procedure led to highly
reproducible changes in the work function as determined by
Kelvin probe measurements.

The uniformity and cleanliness of the overlayers were
checked with AES. This was done by preparing an overlayer
and then acquiring Auger spectra from different locations on
the sample. The Auger spectra indicated that the Cs coverage
was uniform to within the resolution of AES and that the Cs
overlayers were clean. During the measurement of the charge
state fractions, the pressure inside the UHV chamber was in
the high 10211-torr range. This corresponds to a monolayer
formation time of approximately 20 h if one assumes a stick-
ing coefficient of unity. Thus we expect no significant re-
sidual gas adsorption to occur during our data acquisition,
which takes less than 1 h when measuring charge state frac-
tions. Spot checks during data acquisition~see below! verify
that no significant residual gas adsorption occurs.

Work done by Cousty, Riwan, and Soukiassian on the
Cs/Cu~001! surface56 shows that the Cs overlayers are disor-
dered for coverages up tou50.37,57 where u51 corre-
sponds to having one adsorbate atom for every substrate sur-
face atom. Since our heaviest Cs overlayers corresponded to
a coverage ofu'0.14,57 we expect that the Cs overlayers in
our experiments are also disordered.

B. Charge state fraction measurements

We used the time-of-flight technique together with a neu-
tral particle detector~NPD! to measure velocity-resolved
charge state fractions. The NPD is mounted on a rotating
table in the bottom tier of the scattering chamber whose axis
of rotation coincides with the axis of the sample manipulator,
as determined by an alignment procedure similar to that de-
scribed by McEachernet al.50 The NPD utilizes surface
ionization52,53 and the procedure for measuring the charge
state fractions has been presented in detail elsewhere.53

Knowing the Li1 ion beam current, the beam pulse length,
and beam chopping frequency, we estimate that the sample is
hardly dosed (u51024, whereu51 corresponds to one al-
kali adsorbate for every copper surface atom! by the incident
beam. We also believe that the alkali overlayers do not
change on the time scale of the data acquisition because the
measured ion fractions do not change significantly during the
compilation of the spectra, except when the ion fractions are
a few percent or less. In these latter cases, the experimental
uncertainties are somewhat larger.

A typical time-of-arrival spectrum is shown in Fig. 1~a!
for the case of 400-eV Li1 incident on the clean Cu~001!
surface, along thê100& azimuth, withu i565° as measured
from the surface normal. The final angle of detection is
u f564°, also measured from the surface normal. The solid
line shows the signal due to both neutral atoms and ions, i.e.,
the total flux, while the dashed line shows the signal due to
the ions only~which is derived by subtracting the neutral
time-of-arrival spectrum from the total time-of-arrival spec-
trum!. The vertical lines in Fig. 1~a! define the time interval
over which the intensity is integrated so that the positive ion
fraction can be obtained.54 The raw data have been smoothed
for display in this plot~we note that the raw data were used
to calculate the neutral fractions and their associated uncer-
tainties!. In Fig. 1~b!, the same data are shown and the time

axis has been converted to reduced energy,Ef /Ei , where
Ei5400 eV is the incident energy of the Li1 ion beam, and
Ef is the final energy after scattering.

III. DATA

We have measured the work function dependence of the
charge state fractions that results when 400-eV Li1 ions im-
pinge on Cs/Cu~001! with an incident angle of 65° and along
the^100& azimuth. The final angle of detection is 64°. In Fig.
2, we plot the charge state fractions versus the work-function
changeDf induced by the deposition of Cs on the surface.
When the surface is clean, the only charge states in the scat-
tered flux are the positive ion state and the neutral state; no
negative ions are present in the scattered flux to within the
experimental uncertainty of a few percent~absolute!. We
know this by comparing the results of two charge state frac-
tion measurements: one in which only the positive ions are
rejected, and one in which both positive and negative ions
are rejected. The results of these two measurements are the
same to within the experimental uncertainty. We note that
the error bars in Fig. 2 represent the uncertainty in counting
statistics only; the scatter in the data provides a useful mea-
sure of the overall uncertainty. AsDf decreases from zero
~i.e., the work function decreases!, the positive ion fraction
P1 decreases. ForDf.21.8 eV, the negative ion fraction
is less than a few percent. The negative ion fraction becomes
appreciable only forDf,21.8 eV, with a maximum value
of 0.14 atDf523.3 eV. In the interval ofDf values where

FIG. 1. ~a! A typical time-of-arrival spectrum, for the case of
400-eV Li1 ions incident on clean Cu~001!, u i565°. The final
angle of detection wasu f564°. The angles are measured with re-
spect to the surface normal. Solid line: ions plus neutral atoms.
Dashed line: ions only. The vertical lines indicated the interval over
which the spectra are integrated in order to obtain the ion fractions.
~b! The corresponding energy spectrum. Solid line: ions plus neutral
atoms. Dashed line: ions only.
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the negative ion fraction is appreciable, the positive ion frac-
tion does not exceed a few percent.

IV. THEORY

A. One-electron picture

The one-electron picture of electron transfer between an
atom and a surface was put forward by Gurney in 1935,58

and continues to prove useful as a pedagogical
tool.1,59–61,42,62This picture is useful for understanding how
the charge state fractions qualitatively depend on surface
work function and ion velocity. We include a brief discus-
sion of the one-electron picture, since its concepts provide a
starting point from which to discuss the charge-transfer dy-
namics predicted by the theory of Marstonet al.described in
Sec. IV B.

We begin by presenting a plot in Fig. 3 of a set of atomic
state resonances, within the one-electron picture, for a
lithium atom in the vicinity of the Cu~001! surface. These
correspond to states of the isolated atom which are shown at
the right side of the figure. The energy of each resonance is

indicated by a thick solid line drawn through symbols, and
the width of each resonance is indicated by a pair of thin
solid lines. Increasing resonance widths imply increasing
couplings between the atomic states and the levels of the
metal, and corresponding increases in transition rates.

The qualitative work function dependence of the various
charge state fractions can be deduced by considering the
relative energies of the atomic state resonances in Fig. 3. For
the clean surface, the Li2(2s2) resonance and the Li0(2p)
resonance lie above the Fermi level, and hence we would
expect that particles in these states are rarely found in the
scattered flux. However, as the work function decreases, the
Li 0(2p) resonance becomes degenerate with the occupied
levels of the metal and becomes increasingly filled. As the
work function decreases further, the Li2(2s2) resonance
will similarly begin to fill.63 On the basis of these energetic
considerations, it is therefore expected that increasing num-
bers of Li0(2p) atoms and negative ions are produced as the
work function decreases. These expectations are partially ful-
filled since the negative ion yield increases as the work func-
tion decreases. However, the yield of Li0(2p) atoms does
not steadily increase.5,6,26–28The latter point suggests that
one must consider more than the energetics in the one-
electron picture.

Another important component of this picture is the life-
time broadening of the atomic states, which arises from the
interaction between the levels of the metal and the atomic
states. As the atom approaches the surface, its states broaden
into resonances which have lifetimes inversely proportional
to the broadening. When considering a single atomic state
interacting with a continuum of occupied metal levels in the
adiabatic limit, the occupancy of the atomic state is given by
the fraction of the resonance lying below the Fermi level.
When the atom has a finite velocity, however, it becomes
important to consider the relationship between the relevant
time scales; in particular, the time scale set by the resonance
lifetime, t r , and the time scale set by the velocity of the
atom,tmotion. The resonance lifetime decreases rapidly~es-
sentially exponentially! as the atom moves away from the
surface, while the velocity of the atom is essentially un-
changed after the atom makes its hard collision with the sur-
face. Therefore, as the atom leaves the surface, the relation-
ship between the time scales changes: close to the surface,
where t r!tmotion, the atom loses ‘‘memory’’~i.e., the
charge state of the atom is independent! of its charge state
before its collision with the surface; far from the surface,
where t r@tmotion, the charge state of the atom no longer
changes; and, at intermediate ion-surface separations, where
t r;tmotion, we can expect rapid changes in the charge state
of the atom.

Although it is difficult to predict just how the changing
relationship between the time scales affects the charge state
fractions, it is possible to draw a few conclusions for the case
in which only onestate @e.g., Li0(2s)# is considered, the
others@e.g., Li0(2p) and Li2(2s2)# being absent. For in-
stance, for sufficiently high velocity, the system will not
have time to respond, and the final occupancy of the atomic
state will simply be what it was at the distance of closest
approach. For sufficiently low velocity, as the atom leaves
the surface, the occupancy will follow the fraction of the
resonance lying below the Fermi level.13 We therefore ex-

FIG. 2. Measured absolute charge state fractions vs
Df5f f2f i for 400 eV Li1 incident on Cs/Cu~001!, u i565°, and
u f564°. The error bars represent uncertainty from counting statis-
tics only. See text for details.

FIG. 3. Li resonance energies, using spline fits to the energies
calculated by Nordlander. The corresponding widths are indicated
by pairs of thin solid lines.
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pect that as the velocity decreases, the distance at which the
final occupancy is ‘‘determined’’ increases; this implies that
the occupancy~i.e., the neutral fraction! will increase as the
velocity decreases since the fraction of the Li0(2s) reso-
nance below the Fermi level increases with distance. Also, as
the work function decreases, a larger fraction of the reso-
nance will lie below the Fermi level~at all distances!, and so
the occupancy should increase as the work function de-
creases.

B. Theory of Marston et al.

To interpret the data presented in section III in detail, we
use the theory of Marstonet al..7 This theory is an extension
of a version of the time-dependent Anderson-Newns model
that was developed in 1985 by Brako and Newns.64 Here, the
model Hamiltonian is7

H~ t !5(
a,a

@ea
~1!~ t !P11ea

~2!~ t !P2#ca
†acaa

1(
k,a

ek ck
†acka1S 1ND 1/2 (

a,k,a
~@Va;k

~1!~ t !P1

1Va;k
~2!~ t !P2#ca

†acka 1 H.c.!

1 (
a.b

Uab na nb1
1
2(

a
Uaa na~na21!. ~1!

The first term describes the atomic states, whereea
(1)

(ea
(2)) is the energy of the atomic statea when it is singly

~doubly! occupied. The operatorsca
†a andcaa , respectively,

create and annihilate an electron in the atomic statea with
spin a. These operators obey the commutation relations
$ca

†a,ca8a8%5daa8daa8, whered is the Kronecker delta func-
tion. Thec operators are used to define corresponding num-
ber operators:na5(aca

†a caa . The operatorsP1 andP2 are
used to project, respectively, onto states corresponding to a
singly or doubly occupied atomic level; we assume them to
be self-adjoint. The atomic state indexa for lithium is as
follows: a50 corresponds to the 2s orbital, a51 corre-
sponds to the 2pz orbital, etc. The sum over the spin index
a runs from 1 toN, where N is the spin degeneracy
(N52 for electrons!; this is true for all the sums overa that
appear in the Hamiltonian~1!.

The second term describes the metal levels, whereek is
the energy of the metal level denoted by momentumk and
the operatorsck

†a andcka , respectively, create and annihilate
an electron of momentumk and spina. They obey the com-
mutation relation $ck

†a,ck8a8%5dkk8daa8, and define the
number operatornk5(ack

†a cka . In reality,k is a three vec-
tor, but it can be regarded as a scalar by absorbing the three-
dimensional aspects of the problem into the definitions of
ek and theVa;k(t). The sum overk runs from 0 tò ; this is
true for all the sums overk that appear in the Hamiltonian
~1!.

The third term describes the interaction between the
atomic states and the levels of the metal, where the quantities
Va;k
(1)(t) and Va;k

(2)(t), respectively, describe the coupling of
the metal level denoted byk to the atomic statea and to the
negative ion state formed by doubly occupyinga. Much of

the interesting physics of this model originates from this
term because it allows electrons to make transitions between
the atom and the metal.

The fourth ~fifth! term describes the intra-atomic Cou-
lomb repulsion between electrons of different spin which are
in different ~the same! spatial orbitals. The quantityUab is
the energy cost for forming the negative ion by placing one
electron in the atomic statea and placing another electron in
the atomic stateb; Uaa is similarly defined.

To obtain a solution to the Schro¨dinger equation, the true
wave function is approximated by a superposition of a finite
number of basis states, each of which is characterized by a
specific number of electron-hole pairs.65 By substituting the
approximate wave function into the Schro¨dinger equation,
one can derive equations of motion for the amplitudes of
these basis states; these equations can be solved and the am-
plitudes obtained as a function of time. The square of each
amplitude is the occupancy of the corresponding basis state.
To obtain the charge state fractions, a sum of the occupan-
cies of the appropriate basis states is calculated~see below!.
The main approximation in the derivation of the equations of
motion is the truncation of the basis set. The truncation may
be performed systematically by consideringN as a general
index and then retaining terms in the equations of motion up
to and including those of a particular order in 1/N.

We define a basis set that includes states which have up to
one electron-hole pair, and comment on the implications of
this choice of basis. The truncated basis set is given by

ua;k&[S 1ND 1/2(
a

ca
†.ackau0& k,kF , ~2!

u l ;k&[S 1ND 1/2(
a

cl
†ackau0& l.kF ,k<kF , ~3!

uaa;kq&[S 1

N~N21! D
1/2

(
a,b

ca
†ackaca

†bcqbu0& q,k<kF ,

~4!

uaa;kk&[S 1

2N~N21! D
1/2

(
a,b

ca
†ackaca

†bckbu0& k<kF .

~5!

The basis stateu0& represents a positive alkali ion together
with the ground-state metal atT50 K. The basis state
ua;k& represents the state of the ion-surface system in which
an electron is taken from the metal level denoted byk and is
placed into the atomic statea. The basis stateu l ;k& repre-
sents the state of the system in which an electron is taken
from the metal level denoted byk and is placed into the
metal level denoted byl , wheree l.eF ; i.e., this is the state
with one electron-hole pair. The basis stateuaa;kq& repre-
sents the state of the system in which two electrons, one
taken from the metal level denoted byk and one taken from
the metal level denoted byq, are placed into the atomic state
a; i.e., this is the negative ion state. The restrictions onk and
q are to prevent double counting~i.e., uaa;kq& is indistin-
guishable fromuaa;qk&). The basis stateuaa;kk& is also a
negative ion state, but here the two electrons have been taken
from the same levelk in the metal.
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We approximate the true wave function of the system at
time t by a superposition of the basis states defined above:

uC~ t !&5 f ~ t !u0&1 (
k<kF

ba;k~ t !ua;k&1 (
k<kF
l.kF

el ;k~ t !u l ;k&

1 (
k<kF
q,k

daa;kq~ t !uaa;kq&1 (
k<kF

daa;kk~ t !uaa;kk& .

~6!

The probability that the ion-surface system will be found
in a state such that the atomic statea is occupied is given by

Pa5 (
k<kF

uba;ku2. ~7!

We call the entire collection of basis states that involve the
Li 0(2s) state the Li0(2s) sector. Thus the sum in the pre-
ceding equation is performed over all basis states in the
Li 0(2s) sector. Throughout this paper, we will refer toPa as
the occupancy of the atomic statea. Similarly, we define the
charge state fractionsP1 andP2 as

P15u f ~ t !u21 (
k<kF

uel ;ku2 ~8!

and

P25 (
k<kF
q,k

udaa;kqu21 (
k<kF

udaa;kku2. ~9!

We emphasize that the present theory takes a conceptually
different approach from that taken to analytically solve the
single ~atomic! state, time-dependent, Anderson-Newns
model.14 In particular, the present solution is written in terms
of the wave function of the ion-surface system,uC(t)&,
rather than the number operatorna which specifies the occu-
pation of the atomic state.

To briefly summarize, the final atomic state occupancies
of the scattered particle are calculated by solving the Schro¨-
dinger equation while using a truncated set of basis states.
This basis set permits the production of positive ions,
ground-state neutral atoms, negative ions, particle-hole pairs,
and excited-state neutral atoms. The present theory describes
transitions between the atomic states and the levels of the
metal. Auger processes were not included in the calculations
presented here, and neither are electron-electron interactions
within the metal. As with the Anderson-Newns model with a
single atomic state, energy can be deposited in the surface in
the form of electron-hole pairs, and the trajectory of the ion
is described classically. The present model and the
Anderson-Newns model for a single state differ by the pres-
ence of the Coulomb repulsion, the addition of excited states,
and the production of electron-hole pairs.

The truncated basis set used to obtain the results pre-
sented here includes states with only one electron-hole pair,
and is illustrated in Fig. 4 for the case of lithium. Other states
which should be included in the solution to this order~i.e.,
other states which involved two electron hops! are those cor-
responding to excited negative ions and to a neutral atom

plus one electron-hole pair. We choose not to include excited
negative ion states when calculating the charge state frac-
tions because they are higher in energy~at the distance where
the charge state is determined!. Also, to our knowledge, no
calculations exist to provide estimates of the lifetimes of
excited negative ion states near a surface. Here we have not
included the states corresponding to a neutral atom plus one
electron-hole pair, although this has been done very
recently.66

The use of the basis set described above prevents loss of
memory of the incident charge state,7 which has both an
experimental and theoretical basis.9,10,14,20We correct for
this limitation — the truncation of the basis set to states with
one electron-hole pair or less — by starting our calculations
so that the ion-surface system is in its lowest energy state
when the particle is at its distance of closest approach to the
surface.64 This procedure is partly justified because memory
loss is accompanied by the attainment of the lowest-energy
state of the ion-surface system. We must check, however,
that the restriction of the basis set, which prevents memory
loss, does not also produce spurious dynamics on the outgo-
ing trajectory. We expect the model to give reliable results if
the probability for making one electron-hole pair is small;
presumably the probability for making multiple pairs is
smaller still. To verify that the probability for making mul-
tiple pairs is small requires the inclusion of more basis states.
For now, to be consistent, we require the occupancy of the
single particle-hole pair sector to be small compared to unity;
in practice, we find that the final occupancy of this sector is
approximately equal to 0.10 or less.

With the approximations described above, the model can
describe the qualitative features of the charge-transfer dy-
namics if we start the ion-surface system in its lowest-energy
state when the ion is at its distance of closest approach to the
surface. We therefore started all of the calculations presented
in this paper~and the following paper! in this way.

Input to the calculation of the charge state fractions are
the energies and lifetimes of the participating atomic levels,
the normal velocity of the particle, the density of states of the
metal, and the work function of the surface. For the energies
of the participating levels, we have used a spline fit to ener-
gies calculated by Nordlander,67 while choosing different
saturation values of the level energies near the surface. We
plot the calculated energies along with the spline fits in Fig.

FIG. 4. The restricted basis set employed by Marstonet al. for
Li.
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3. We note here thatz is referred to the jellium edge.
The lifetimes of the atomic states are used in the calcula-

tions to set the couplings between the states in the metal and
the atomic states. We often assume that the lifetimes, and
hence the resonance widths, of the states are given by the
calculations of Nordlander and Tully16–18 for r s52.6
jellium.67 However, we have also on occasion used the nega-
tive ion state resonance width calculated by Teillet-Billy and
Gauyacq.68

For ease of calculation, we have fit the widths calculated
by Nordlander and Tully~or by Teillet-Billy and Gauyacq!
with either of two functions. The first function, involving
three parameters, is

D~z!5exp@a21 /z1 lnD02az#, ~10!

whereD(z) is the half-width at half-maximum of the appro-
priate resonance. The parameters used to achieve good fits to
the calculated values with the function given by Eq.~10! are
shown in Table I.

The second function used to fit the calculated widths,
which involves four parameters, is

D~z!5
D0

Fenaz1S D0

Dsat
D n21G1/n . ~11!

The parameters used to achieve good fits to the calculated
values with the function given in Eq.~11! are shown in Table
II.

Comparisons between the lithium level widths calculated
by Nordlander and the fit functions are shown in Figs. 5 and
6 for the three- and four-parameter fit functions, respectively.

The fit functions differ from the calculated widths only at
distances for which charge transfer has essentially ceased for
the relevant level. For the four-parameter functions, we have
simply chosen the saturation values of the resonance widths;
we comment on the effects of changing the magnitude of the
resonance widths below. We chose the functional forms in
Eqs.~10! and ~11! since they display an exponential depen-
dence onz far from the surface and have relatively few pa-
rameters.

The couplingsV, which are the quantities appearing in the
many-body Hamiltonian,7 are obtained from the single-
particle relations

V0;k
~1!~z!5S 2D2s~z!

p~NL/D ! D
1/2

, ~12!

V1;k
~1!~z!5S 2D2pz

~z!

p~NL/D !
D 1/2, ~13!

FIG. 5. Comparison of calculated lithium resonance widths and
corresponding three-parameter fit functions given by Eq.~10!.

FIG. 6. Comparison of calculated lithium resonance widths and
corresponding four-parameter fit functions given by Eq.~11!.

TABLE I. Parameters describing the lithium resonance widths
calculated by Nordlander, using the three-parameter fit function. In
atomic units.

Fit function:
D(z)5exp@a21 /z1lnD02az#

Level lnD0 a a21

Li 0(2s) 2.829 0.9831 27.776
Li 0(2p) 20.700 0.4691 21.442
Li 2(2s2) 22.501 0.3337 23.057

TABLE II. Parameters describing the lithium resonance widths
calculated by Nordlander, using the four-parameter fit function,
with n54. In atomic units.

Fit function:

D(z)5
D0

Fenaz1S D0

Dsat
D n21G1/n

n54
Level D0 a Dsat

Li 0(2s) 1.777 0.8290 0.074
Li 0(2p) 0.5004 0.5063 0.074
Li 2(2s2) 0.1750 0.3753 0.074
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V0;k
~2!~z!5S 2D2s2~z!

p~NL/D ! D
1/2

, ~14!

whereN is the spin degeneracy,L is the number of energy
levels between the Fermi level and the bottom of the occu-
pied portion of the metal band, andD is the energy width of
the occupied portion of the metal band. ThusNL/D is the
density of states of the metal. It is important to note that by
specifying the couplings using Eq.~12!–~14!, we are assum-
ing the wide-band limit; i.e., the coupling to any state in the
metal is the same, independent of the position of the state in
the band. Note that the above relations are based on Fermi’s
golden rule, and are valid only within a single-particle pic-
ture; they do not apply in the many-body theory. Because of
the ambiguity of obtaining the many-body couplings from
atomic state lifetimes derived in a single-particle picture, we
feel free to consider the level widths as parameters which can
be varied to obtain better agreement with the data.

The normal velocityvz of the particle during the outgoing
trajectory is assumed to be constant. This assumption is ex-
pected to be reasonable because classical ion trajectories cal-
culated using the computer codeSAFARI ~Ref. 69! show that
the velocity is rapidly changing only very near the surface.
To check if this assumption affects the calculated charge
state fractions, we usedSAFARI trajectories as input to the
calculations. When starting the calculations with the particle
at its distance of closest approach and with the ion-surface
system in its lowest energy state, we found no difference
between the final occupancies obtained using theSAFARI tra-
jectory or the trajectory in which the normal velcocity is
assumed to constant. We therefore used constant velocity
trajectories for all of the charge-transfer calculations pre-
sented in this paper withvz50.02 a.u. We typically start the
particle atz51 Å; we find that the final charge state frac-
tions change by less than 0.02~absolute! if we start the cal-
culation atz52 Å for work function values 1.29,f,
4.59 eV when using the resonance widths given by Eq.~11!.

The density of states of the metal is assumed to be con-
stant. The number of metal states used was typically
L5100 ~above and below the Fermi level!, with a half-band-
width D54 eV. This number of metal states was chosen to
ensure that the density of states did not affect the results
while allowing the calculations to achieve completion in a
timely manner. This was done by increasingL and checking
how the final charge state occupancies changed. We chose
L5100 since the final charge state occupancies do not
change by more than 0.5% when adding more states.

The metal is described solely by its work-function value,
and so an implicit assumption is made that the electrostatic
potential outside the surface does not depend on the position
along the surface. Thus the present version of the theory
does not include the effect of the local electrostatic potential.
We believe that the present omission of this effect contrib-
utes to the discrepancy between the calculations and the data
as shown in Sec. V.

V. DISCUSSION

Before we compare the results of the model to the data in
detail, it is useful to state a few common results that we
recognized after the examination of a large number of calcu-

lations. First, the wave function, or initial state, of the ion-
surface system when the ion is close to the surface~recall
that we have started every calculation presented in this paper
with the atom close to the surface! plays a large role in
determining the final occupancies. That is, the evolution of
the occupancies will depend on the energetics close to the
surface and also on the couplings between the basis states
which compose the many-body wave function of the
system.71 It is very important to recognize that the energetics
change as the surface work function is decreased; this, in
turn, changes the initial state, and hence the dynamics, which
depend on the instantaneous amplitudes of the different basis
states.

Second, the energy differences between the atomic states
and the Fermi level of the metal are very important in deter-
mining the charge transfer. This is reflected in our finding
that it is often true that a significant amount of charge is
exchanged between the metal and an atomic state roughly
when the atomic state becomes degenerate with the Fermi
level. This is due to the fact that, when it becomes energeti-
cally favorable during the outgoing trajectory to transfer
charge~i.e., when the atomic state and the Fermi level are
nearly degenerate!, the resonance width of the atomic state
~and the associated transition rate! is larger than it is at any
other subsequent part of the trajectory.

Third, the relationship between the time scales set by the
resonance widths~i.e., the many-body couplings! and the
velocity of the scattered particle partly determines the
amount of charge transferred during a scattering event. It is
necessary to keepall threeof the above results in mind when
explaining the trends in the measured branching ratios; each
trend must be individually considered because of the com-
plexity of this system.

Since the initial state of the ion-surface system plays a
large role in determining the final charge state fractions, we
now discuss it in more detail. We point out that when using
the four-parameter function@see Eq.~11!# to fit the resonance
widths, all of the resonance widths are the same whenz51
Å, i.e., all of the many-body couplings between the basis
states are the same. Knowing this, and recalling how the
basis states are coupled together~see Fig. 4!, one can quali-
tatively understand why the initial charge state fractions
change with work function as shown in Fig. 7. The fact that
the couplings atz51 Å are quite large leads to an initial
state which is a hybrid of the different basis states, and the
degree of hybridization increases as the couplings increase.

The manner in which the basis states are coupled together
via the metal surface can lead to initial occupancies which
may be nonintuitive. For example, consider the clean surface
~i.e., f54.59 eV or Df50.00 eV!: at z51 Å, the
Li 0(2p) state is of higher energy than the Li2(2s2) state
~see Fig. 3!, yet the initial occupancy of Li0(2p) is larger
than that of Li2(2s2). This is because the basis states com-
posing the Li0(2p) sector are directly coupled to the lowest-
energy basis state~for the clean surface, atz51 Å, this is the
positive ion basis state with no electron-hole pairs! rather
than coupled through an intermediate sector, as is the Li
2(2s2) sector~see Fig. 4!. @The Li2(2s2) sector is coupled
to the positive ion basis state through the Li0(2s) sector.#
That is, only one electron hop is required for the positive ion
to be neutralized into the Li0(2p) state while two electron
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hops are required to form the ground-state negative ion.
When the work function is decreased, the energy of the posi-
tive ion state is effectively increased, while that of the Li
2(2s2) state decreases, with the result that the Li2(2s2)
becomes the lowest-energy basis state. This is why the initial
occupancy of Li2(2s2) rises as the work function decreases.
This also explains why the Li0(2p) state has a very low
initial occupancy when the work function is low: it is
coupled to the lowest-energy basis state@the Li2(2s2) state#
only via two intermediate states@i.e., the Li0(2s) state and
either the Li1 plus one electron-hole pair state or the Li1

state with no electron-hole pair#.
Since the large couplings among the basis states lead to a

highly hybridized initial state close to the surface, we see
that even basis states that are not energetically favored will
have some occupancy when the system is put into its initial
state at the beginning of each calculation. As the system
evolves in time and the particle moves away from the sur-
face, the energetics and the couplings change, which will
change the adiabatic state of the system at every value of
z. It is important to remember that the system tries to reach
the lowest-energy state in the course of its evolution, and that
the ground state far from the surface is the lowest-energy
basis state, i.e., the Li0(2s) state. That the system does not
completely evolve into this state indicates that we must con-
cern ourselves with the dynamics, which depend not only on
the initial-state occupancies, but on the locations of the
Fermi-level crossings for the different atomic states, and on
the time scales set by the particle velocity and the couplings
between the basis states.

A. Overview

In Fig. 8, we compare calculated charge state fractions to
the measured charge state fractions from Fig. 2. The calcu-
lated fractions were obtained by using the four-parameter
function @see Eq.~11! and Fig. 6#. The model qualitatively

reproduces the trends in the data: the decrease in P1 as the
work function is decreased, and the eventual increase of
P2. This behavior is what we expected on the basis of the
one-electron picture.5,58,59,70,42Here the final charge state
fractions reflect changes in the initial state of the ion-surface
system; as the work function decreases, the initial occupan-
cies of the Li0(2s) state and the Li2(2s2) state increase~see
Fig. 7!, as do the corresponding final occupancies. The final
charge state fractions also reflect changes in the Fermi-level
crossings of the different states. Although similar results
have been produced before by the single state Anderson-
Newns model40 ~by changing the state involved in the charge
transfer for different ranges of work-function values!, one
should note that the single state Anderson-Newns model was
never intended to be applied in cases where substantial neu-
tralization occurs.14 In contrast, the Coulomb repulsion nec-
essary to describe situations with significant neutralization is
included in the present model, along with the different
charge states. That the present model correctly obtains the
behavior ofboth P1 and P2 in situations with substantial
neutralization and without changing the states involved in
the calculation therefore represents a significant advance be-
yond the single-state Anderson-Newns model. Similar results
have been obtained with other models.34,35,72The quantita-
tive agreement between the calculation and the data is fortu-
itous, since the precise values of the calculated charge state
fractions, especiallyP2, can vary substantially upon chang-
ing certain of the input parameters to the calculation by mod-
erate amounts, as we will discuss further in Sec. V B. We
also note that the calculation does not reproduce the slope of
the experimental curve forP1. We believe that this is due to
the effect of variations in the local electrostatic potential in-
duced by the alkali adsorbates, which we discuss in Sec. VI.

We have investigated the dependence of the calculated
charge state fractions on a number of different quantities,
such as the magnitude of the resonance widths, the relative
magnitudes of the resonance widths, and the initial occupan-
cies of the different basis states. We found that the qualita-
tive trends in the calculated charge state fractions shown in

FIG. 7. Calculated initial charge state fractions, atz51 Å, vs
the work-function changeDf, using the four-parameter functions
@see Eq.~11!# to fit the resonance widths calculated by Nordlander.
As Df decreases~moving to the right on theDf axis!, the work
function decreases.

FIG. 8. Comparison of calculated to measured charge state frac-
tions. The fractions were calculated using the four-parameter func-
tion @see Eq.~11!# to fit the resonance widths calculated by Nord-
lander.
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Fig. 8 are robust if these quantities are varied within reason-
able limits, which we describe in Sec. V B.

The calculated charge state fractions follow a few trends,
which we note here. First, increasing or decreasing the mag-
nitude of all of the resonance widths by a factor of 2 changes
P1 by only a few percent~absolute! while respectively de-
creasing or increasingP2 by approximately a factor of 2.
Second, increasing only the negative ion state resonance
width affectsboth P1 andP2, which shows that the nega-
tive ion state resonance width affects the dynamics even
when the negative ion state is not present in the scattered
flux. Third, changing the magnitude and the distance depen-
dence of the resonance widths near the surface (z,4 Å! can
strongly influence the dynamics of the charge transfer since
this changes both the initial state and the relative transition
rates between the basis states in the spatial region where all
of the rates are relatively large. Fourth, we find that most of
the charge transferred comes from states of the metal near
the Fermi level, and that significant changes in the atomic
state occupancies often occur in the vicinity of the Fermi-
level crossing of an atomic state. In fact, as the velocity
decreases, therate at which charge is transferred from a
particular state of the metal to an atomic state achieves its
maximum closer to the value ofz for which the state of the
metal and the atomic state are degenerate. We also find that,
for high work-function values, most of the charge transfer
occurs by the time that the atom is about 5 Å from the sur-
face. For low work functions, appreciable charge transfer
occurs as far as 10 Å from the surface, primarily because the
resonance width associated with the negative ion state
~which has a significant final occupancy at low work func-
tions! decays relatively slowly with distance from the sur-
face. We will provide a detailed discussion of these trends in
Sec. V B.

B. Details of the dynamics: charge state fractions

To begin this subsection, we investigate how the pre-
dicted charge state fractions change as we vary the resonance
widths that are used to describe the lifetimes of the various
states in the vicinity of the surface. In Fig. 9, we compare the
calculated fractions presented in Fig. 8~obtained using the
four-parameter function; see Fig. 6! to those obtained by
using the three-parameter function~see Fig. 5! to fit the reso-
nance widths calculated by Nordlander. Recall that the four-
parameter function achieves a saturation value at the surface
while the three-parameter function does not. Although the
predicted values ofP1 are very similar for both fit functions,
we find thatP2 is more than a factor of 2 larger at the lowest
work functions when using the three-parameter function.

The increase inP2 can be explained as follows. The two
different sets of width functions lead to initial states of the
system which are quite different from one another, as can be
seen in the evolutions of the atomic state occupancies shown
in Fig. 10 for f51.29 eV (Df523.30 eV!. This greatly
changes the dynamics near the surface~1 Å ,z, 4 Å! and
consequently alters the charge transfer that occurs between
z54 Å and z59 Å. Note that the fits for Li2(2s2) state
resonance width using the three- and four-parameter func-
tions are very similar except forz,2 Å ~see Figs. 5 and 6,
respectively!. Also, the fits for the Li0(2s) resonance width

are similar except forz,2 Å andz.6 Å. Given the simi-
larity of the fits over a large region, we see that the dynamics
can be strongly influenced by the initial state of the system,
which is partly set by the resonance widths of the atomic
states.

In Fig. 9, we also show the results obtained by using the
negative ion state resonance width calculated by TG, which
is fit using the four-parameter function. We note that the
resonance width calculated by Teillet-Billy and Gauyacq
~TG! is about one-third larger than that calculated by Nord-
lander~TG include the effect of the polarization of the atom

FIG. 9. Comparison of calculated charge state fractions using
different resonance widths. See text for description.

FIG. 10. Evolution of the calculated Li charge state occupan-
cies, forvz50.02 a.u. andf51.29 eV (DF523.30 eV!. ~a! Us-
ing the four-parameter function to fit the Nordlander resonance
widths. ~b! Using the three-parameter function@see Eq. 10!# to fit
the Nordlander resonance widths. The vertical lines indicate the
Fermi level crossing distance for the effective affinity level.
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by the surface potential73!. One can see that, for a given
work function, using the negative ion state resonance width
calculated by TG decreasesP1, and slightly decreasesP2

with respect to using the negative ion state resonance width
calculated by Nordlander.

The decrease inP1 obtained when using the negative ion
state resonance width of TG can be explained as follows.
The larger negative ion state resonance width calculated by
TG gives a larger coupling between the Li2(2s2) state, and
the metal appears to hinder the transfer of electrons from the
Li 0(2s) state to the metal in the region 2.5 Å,z,6.0 Å.
This can be seen by examining the evolutions of the occu-
pancies obtained using the Nordlander and TG negative ion
state resonance widths. These are shown forf54.59 eV
(Df50.00 eV! in Fig. 11. There it is shown that the initial
states of the system are identical~because the saturation val-
ues of the level widths are chosen to be the same for both the
Nordlander and TG negative ion state resonance widths!, and
that the main differences in the evolutions occur between
z53 Å and 8 Å. When using the Nordlander width for the
negative ion state,P1 increases by about 0.14 between
z52.5 and 6.0 Å @recall that the Li0(2s) state crosses the
Fermi level near 4.3 Å, and that the system does not respond
instantaneously to crossing the Fermi level#. However, when
using the TG result for the negative ion state resonance
width, P1 increases by only 0.05 in the samez interval,
which demonstrates that the transfer of the electron from the
Li 0(2s) state to the metal is less efficient. The occupancy of
the Li2(2s2) state is hardly changed atz51 Å when using

the TG resonance width~0.0066 compared to 0.0065 with
the Nordlander resonance width!, yet changing the distance
dependence of the Li2(2s2) resonance width produces a sig-
nificant change in the final occupancies of the other chan-
nels.

The larger negative ion state resonance width of TG leads
to a slightly decreasedP2 ~Fig. 9! because it increases the
rate at which electrons can hop between the negative ion and
the metal, thereby increasing the rate of Li0(2s) production
when the Li0(2s) state is energetically favored. This is most
evident for 2 Å,z,4 Å in Fig. 12, which shows the evo-
lutions of the occupancies forf51.29 eV (Df523.30
eV!. The first sharp decrease ofP2 begins when the
Li0(2s) state becomes more energetically favorable than the
Li2(2s2) state (z'1.7 Å!; the second sharp decrease occurs
approximately where the Li2(2s2) state crosses the Fermi
level ~at z'6.2 Å!.

By using different resonance widths for the negative ion
state, we have shown that the charge state fractions are af-
fected even when the negative ion state is not present in the
scattered flux, which illustrates the importance of including
multiple states in the theoretical description of charge trans-
fer. That the intra-atomic correlation must be included to
obtain qualitatively correct results has been demonstrated
previously by Langreth and Nordlander.37 These results also
demonstrate that the time scales set by the resonance widths
affect the charge transfer.

To test the sensitivity of the charge state fractions to
changing all of the resonance widths, we compare the results

FIG. 11. Evolution of the calculated Li charge state occupan-
cies, forvz50.02 a.u. andf54.59 eV (Df50.00 eV!. ~a! Using
the four-parameter function to fit the Nordlander resonance widths.
~b! Using the four-parameter function to fit the TG resonance width.
The vertical lines indicate the Fermi level crossing distance for the
effective ionization level.

FIG. 12. Evolution of the calculated Li charge state occupan-
cies, forvz50.02 a.u. andf51.29 eV (Df523.30 eV!. ~a! Using
the four-parameter function to fit the Nordlander resonance widths.
~b! Using the four-parameter function to fit the TG resonance width.
The vertical lines indicate the Fermi level crossing distance for the
effective affinity level.
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obtained with the resonance widths calculated by Nordlander
to results obtained by doubling and halving the same reso-
nance widths, as shown in Fig. 13. Here the three-parameter
functions are used to fit the calculated resonance widths. We
see that, for a given work function, the values ofP1 ob-
tained are very similar, but that the values ofP2 differ mark-
edly from one another. At low work functions,P2 decreases
when the resonance widths are all increased by the same
factor. It is important to recognize that although there are
quantitative differences between the charge state fractions
calculated using the different resonance widths, the basic
trends remain the same.

To explain the differences between the predicted values of
P2 shown in Fig. 13, we examine the evolutions of the oc-
cupancies forf51.29 eV (Df523.30 eV! in Fig. 14. We
find that changing all the resonance widths by a constant
factor produces quite different initial states of the ion-surface
system. We also find that the larger the transition rate is near
the Fermi-level crossing, the larger the decrease is in the
occupancy of Li2(2s2), as can be seen by comparing Figs.
14~a!–14~c! in the region 4 Å,z,8 Å. Thus a combination
of different initial occupancies and different transition rates
~i.e., time scales! in the vicinity of the Fermi level crossing
leads to the large differences inP2.

We explain the fact that changing all of the resonance
widths by the same factor causes only small changes inP1

for high work functions by noting two competing trends
which can be seen in Fig. 15. First, the larger the Li0(2s)
resonance width, the more that the Li0(2s) resonance lies
below the Fermi level, and hence the larger the occupancy of
the Li0(2s) state. @In Fig. 15, the changes are modest:
P0(2s), for example, increases by about 0.05 when doubling
all of the resonance widths.# Second, the larger the Li0(2s)
resonance width, the more charge is transferred back to the
metal as the particle moves fromz53 to 5 Å, i.e., the more
the occupancy of the Li0(2s) state decreases. These two
trends compete with one another, and the net effect is that
P1 changes only a little as the resonance widths are
changed. This is in contrast to what is found in the single
state Anderson-Newns model,20 where changing the lifetime
by a factor of two leads to changes inP1 that are approxi-
mately twice as large as in the present model.

VI. EFFECT OF THE LOCAL
ELECTROSTATIC POTENTIAL

We noted in Sec. V that the work-function dependence of
the measured charge state fractions has a smaller~absolute
value of the! slope than that predicted by the theoretical
model@this is also the case for the relative Li0(2p) yields, as
shall be seen in paper II#. We must therefore investigate
possible explanations for the discrepancy between the pre-
dicted and the observed work function dependence of the
charge state fractions and the relative Li0(2p) yields.

One possibility, suggested by previous
work,14,24,29,30,38,42–46,53is that the local adsorbate-induced
electrostatic potential surface broadens the work-function de-
pendence. In the experiments described in this paper, the
work function is lowered by depositing varying amounts of
alkali atoms onto the Cu~001! surface. Upon adsorption, the
alkalis behave like dipoles on the surface, and modify the
local electrostatic potential accordingly. Since our experi-
ments are performed in the regime of low coverages, the
adsorbate spacing is always approximately two lattice con-
stants ('7 Å! or greater, and the local electrostatic potential
variesalong the surface. How the potential varies along the

FIG. 13. Comparison of charge state fractions calculated with
different resonance widths. Forvz50.02 a.u. See text for descrip-
tion.

FIG. 14. Evolution of the calculated Li charge state occupan-
cies, forvz50.02 a.u. andf51.29 eV (Df523.30 eV!. ~a! Using
23 the three-parameter function to fit the Nordlander resonance
widths.~b! Using the three-parameter function to fit the Nordlander
resonance widths.~c! Using 0.53 the three-parameter function to fit
the Nordlander resonance widths. The vertical lines indicate the
Fermi-level crossing for the effective affinity level.
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surface is not known, and certainly changes with coverage.
Since the energies of the atomic levels participating in the
charge transfer are affected by the local electrostatic
potential,48,49 the energy of the level varies as the particle
moves along the surface~i.e., closer to or farther from adsor-
bate atoms!.74

For the experiments described here, the scattering particle
samples many different local electrostatic potentials instead
of one, as we assumed in applying the theory of Marston
et al.When the inhomogeneous potential is included, the re-
sult is a broadening of the theoretical curves of Li0(2s) for-
mation probability versusDf ~i.e., coverage!. This has been
shown in the work of Geerlings, Kwakman, and Los40 and
Kimmel and co-workers,41,42who included the local electro-
static potential in the single state Brako-Newns model. Of
particular relevance here is the recent work by Weare and
Yarmoff,46 which showed the same broadening, but using the
model of Marstonet al. In particular, they compared calcu-
lations with and without including inhomogeneities to mea-
surements of charge state fractions for Li undergoing a single
collision with either an alkali adsorbate or a substrate atom
on alkali-covered Al~100!. Incorporation of the local electro-
static potential as in the works above effectively results in

the spatial averaging of that potential. On the basis of these
and other works, we expect that the effect of the local
adsorbate-induced electrostatic potential is the main reason
why the measured formation probabilities vary more slowly
with work-function change than the present theory would
predict. Nonetheless, the qualitative dependences of the
probabilities with and without the inhomogeneous potential
are the same, and the quantitative differences are small, so
we expect that the dynamics of charge transfer are not quali-
tatively changed by including the inhomogeneous
potential.75

We note that a different explanation for the observed
broadening of the work-function dependence of the charge
state fractions has been given. Zimny presented a theoretical
study in which the broadening of the charge-transfer data of
Geerlingset al. can be explained by including the effect of
spin23 and the effect of the parallel velocity of the ion on the
apparent energies of the metal electrons. This model, which
is based on a rate-equation approach, does not include the
effect of the local electrostatic potential. This model was also
used to describe measurements, performed by by Jiang, Li,
and Koel, of the relative ion yields that result when Li1 ions
scatter from Cs adsorbates on a Ni~111! surface for different
Cs coverages.76 Although glancing angles are required for
the application of the Zimny model (u f>80°), Jiang, Li, and
Koel found that the relative yields measured at a glancing
final angle (u f570°) could be reproduced well by the model
of Zimny. Jiang, Li, and Koel also found that it was impor-
tant to include spin properly. We note that our measurements
were conducted atu f564°, and that the inclusion of spin in
the model of Marstonet al.does not broaden the work func-
tion dependence enough to fit the data~see Fig. 8!. Finally,
the Zimny model does not include excited states or negative
ions. Its range of applicability is therefore not sufficient to
describe our entire set of data~which includes data in paper
II !.

Finally, we note that it has been suggested that the inclu-
sion of the local electrostatic potential in a semiclassical
model based on the single-state Brako-Newns model cannot
account for the observed broadening of the work-function
dependence of the charge state fractions. Ashwin and Woo-
druff measured the relative yields of scattered Li1 ions that
result when scattering 1-keV Li1 from Cs/Cu~110! with an
incident angle ofu i513° and a final angle ofu f517°.77

Their observations of Li1 scattered from Cs adsorbates can-
not be reconciled with a single-state semiclassical model
modified to include the adsorbate-induced potential.24 Such a
model predicts a unit neutralization probability for scattering
from a Cs adsorbate. Thus the observation of positive ions
scattered directly from Cs adsorbates indicate that the single-
state model is incomplete. However, these observations do
not rule out the hypothesis that the local adsorbate-induced
potential can account for the observed broadening of the
work function dependence of the charge state fractions. For
the incident beam energies utilized by Ashwin and Woo-
druff, autoionization processes, typically omitted by most
charge-transfer models, can occur.78,79 These processes may
be responsible for the ions that they observe.

To summarize, a large body of evidence has accumulated
which supports the idea that the electrostatic potential in the
vicinity of alkali adsorbates varies significantly with regard

FIG. 15. Evolution of the calculated Li charge state occupan-
cies, forvz50.02 a.u., andf54.59 eV (Df50.00 eV!. ~a! Using
23 the three-parameter function to fit the Nordlander resonance
widths.~b! Using the three-parameter function to fit the Nordlander
resonance widths.~c! Using 0.53 the three-parameter function to fit
the Nordlander resonance widths. The vertical lines indicate the
Fermi level crossing for the effective ionization level.
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to charge transfer. We expect that it is important to include
such variations in the potential to obtain quantitative agree-
ment with the measured work-function dependence of the
charge state fractions and excited-state yields.

VII. SUMMARY

In this paper, we presented measurements of the charge
state fractions in the flux scattered intou f564° that result
when Li1 ions impinge on Cs/Cu~001! with energy
Ei5400 eV, an incident angleu i565°, and along the
^100& azimuth. As the work function of the surface de-
creases, the fraction of particles scattered as positive ions
monotonically decreases and eventually the fraction of par-
ticles scattered as negative ions increases.

We have seen that the many-body theory of Marstonet al.
reproduces the trends seen in the observed charge state frac-
tions. Although the production of electron-hole pairs was
limited to one by the practical implementation of the
theory,66 which prevents complete loss of memory of the
incident charge state, the model can be applied to describe
the data when the model system is started in its lowest-
energy state when the ion is close to the surface.

By performing theoretical calculations for a range of input
parameters, we found that the state of the system when the
ion is at its distance of closest approach to the surface
strongly influences the charge transfer, that there is often a
significant amount of charge transferred in the vicinity of the
relevant Fermi level crossings, and that the changing rela-
tionships between the time scales set by the velocity of the
scattering particle and the transition rate set by the resonance

widths of the relevant atomic states also play a role in deter-
mining the charge transfer. We suggest that the differences
between the measured and predicted fractions are at least
partially due to the effect of the adsorbate-induced local elec-
trostatic potential. The results presented here show that the
measured charge state fractions can be accounted for by as-
suming that the resonant charge-transfer mechanism governs
the evolution of the ion-surface system during the outgoing
trajectory of the scattering particle.

Note added in proof.Recent work by Borisovet al. indi-
cates that the resonance broadening and level energy can be
quite different for collisions with adsorbate atoms and sub-
strate atoms. Most of the collisions in our experiments take
place with the substrate and not on top of an adsorbate. Cal-
culations are not yet available to include the adsorbate ef-
fects in an averaged way. To achieve quantitative agreement
with experiment, such calculations will have to be done.
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