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Bond-charge interaction in the extended Hubbard chain
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We study the effects of a bond-charge interactioncorrelated hoppingon the properties of the extended
[i.e., with both on-site ) and nearest-neighboW} repulsiong Hubbard model in one dimension at half-
filling. Energy gaps and correlation functions are calculated by Lanczos diagonalization on finite systems. We
find that, irrespective of the sign of the bond-charge interactigrthe charge-density-wau€DW) state is
more robust than the spin-density-wal&DW) state. A small bond-charge interaction term is enough to make
the differences between the CDW and SDW correlation functions much less dramatic tharXwi@er-or
X=t and fixedV<2t (t is the uncorrelated hopping integrahere is an intermediate phase between a charge
ordered phase and a phase corresponding to singly occupied sites, the nature of which we clarify: it is
characterized by a succession of critical points, each of which corresponds to a different density of doubly
occupied sites. We also find an unusual slowly decaying staggered spin-density correlation function, which is
suggestive of some degree of ordering. No enhancement of pairing correlations was found Xoinathe
range examined.S0163-1826)02325-9

I. INTRODUCTION density-waveg[SDW) state. When nearest-neighbor repulsion
(V) is included, no exact solution has been found, even in
Over recent years bond-charge interactions between fepne dimension. For nearest-neighbor repulsion in the ab-
mions have been invoked to explain a variety of phenomenasence of both hopping and on-site repulsion, the ground state
such as lattice stiffening in polyacetyleh®,and high- displays charge orderingO), since it is more favorable for
temperature superconductivity’ This kind of interaction the electrons to doubly occupy alternate sites, leaving their
had already appeared in the study of magnetism of narrowmeighbors empty. As the hopping is switched on, quantum
d-band electrons as discussed by HubBatde Coulomb fluctuations disturb this “static” ordering, turning into a
interaction matrix elements are expressed in terms of Waneharge-density-waveCDW) state. Different approximations
nier stategi) localized at site$, giving rise not only to the have been used in order to obtain the phase diagram for
well-known on-site repulsiony =(ii|1/r|ii), and nearest- intermediate values of bottJ and V; the picture that
neighbor repulsion V=(ij|l/|ij), but also to emergesis thatthereisa CDW-SDW phase transition at zero
X=(ii|1lr|ij). The Hamiltonian then becomes temperature, along a critical curve slightly displaced from
the strong-coupling predictiox,= U/2.8713

He— S [t-X(n,_,+ nj—,r)](CiT(,Cj(rJr H.c) The information on the effects brought about by the bond-

(i charge interaction in the presence repulsiveon-site and
intersite interactiondi.e., U, V>0) is somewhat limited.
+Uzi nyn; +V 2 NigNior, 1) (For eitherU or V attractive, see, e.g, Refs. 4 and.1@n the

one hand, mean-field-type calculatibhpredict that a bond-
- ) o charge interaction gives rise to superconductive pairing for
where(ij) stands for nearest-neighbor site, (i) creates  4zx2>UV (z is the coordination numbgrthough very in-
(annihilate$ a fermion at sitei in the spin stater=1 or |,  teresting, the validity of this result in one and two dimen-
and nj=n;;+n;;, with ni,,zc:oci(,. The second-quantized sions should be questioned. On the other hand, when
form of the interaction justifies calling this extra term athe total number of doubly occupied sitdd;=X;n;.n; ,
bond-charge interaction, also referred to as correlated- diecomes a conserved quantity, allowing exact statements to
density-dependent-hopping: it favoteinders hopping in- be madé®~28 for the model defined by1) at half-filling
volving sites with nonzero charge ¥<0 (X>0). Whilein  ({(n)=1), and for any lattice dimensionalitgd: (i) For
the original problem the parameters were such that)<2zV-zmax(2,V), the ground state corresponds to a
U>Vs>X, in more recent applicatiohsone may have nonmagnetic charge ordered métat® (i) For
U>V~X, or evenU~V~X, such as in an effective model U>zmax(2,V), the ground state corresponds to a paramag-
for the CuO, planes in high-temperature superconductors. netic insulator, with exactly one fermion at every $tgsin-

For the case of on-site repulsion onfie., X=V=0, gly occupied(SO) sited, leading to a very high degeneracy
U+#0) an exact solution in one dimension based on the Bewith respect to the total spin valdéFurther, OvchinnikoV’
the ansatz has been known for some tinfr a half-filled also argues that a8l decreases below the SO boundary,
band and for strong repulsion, the ground state is reminiscetd =4t whenV<2t, the appearance of doubly occupied sites
of a Neel state, but differing in a fundamental way: the stag-(henceforth referred to as the DO regidmnfavored. Also for
gered spin correlations awitical, corresponding to an al- X=t, but in one dimension with/=0, one finds three re-
gebraic spatial decay; this is commonly referred to as a spingimes, differing by the allowed site occupanéy:no doubly

(ij).o0’
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occupied sitegno empty sitesfor (n)<1 ((1n)>1); (i) no
singly occupied sites(ii ) all possibilities®’*° 25— 71 T T

In view of the wide range of applications of bond-charge - 1
interaction, a clear understanding of the zero-temperature 2.0
phase diagram is clearly in order. In particular, the behavior )
with X of the boundary between the CDW and the SDW
phases is of interest, together with any indication of super- 1.5
conducting correlations becoming dominant. Wh¥e-t
most of the definite statements made in relation to the inter-
mediate(DO) phase concern the location of the boundaries 1.0
with the CO and SO phases, while a precise understanding of
its nature and of its properties is still lacking. With this in

mind, here we consider the half-filled model in one dimen- 0.5

sion and discuss the phase diagram; from now on, energies

will be expressed in units of the usual hopping, 0.0
The layout of the paper is as follows. In Sec. Il we briefly 0.0

outline the procedure used to determine the phase-transition
boundaries and several correlation functions, which will be
useful in interpreting the nature of the phases involved. In FIG. 1. Phase diagraiw vs U for the usual(i.e., X=0) ex-
Sec. Ill we present our results for the case without doubldénded Hubbard model at half-filing. CDW and SDW denote
occupancy conservation, i.e., ferl<X<1; the case&X=1 charge- and spin-density-wave ground states. The dotted line is the

is discussed in Sec. IV. And finally, Sec. V summarizes ourStrong-coupling predictioV,=U/2, and the solid line guides the
findings eye through our extrapolated results, shown as solid circles. For

comparison, some results from Ref. 11 are shown as empty circles.

IIl. ENERGY GAP AND CORRELATION FUNCTIONS by the charge-density correlation function,

The Hamiltonian (1) for chains with Ng sites and 1
N.=N; fermions (half-filled band is diagonalized through Fo(/)==(nini. ), (4)
the Lanczos algorithri®=2?? periodic (antiperiodid boundary 4 '

conditions are used fdi;=4,8,12 (Ns=6,10)° We obtain by the singlet superconductor correlation function,
the lowest eigenvalues and corresponding eigenvectors, from

which the energy gap, defined as Fsd/)=(Cis\Cis /1ChC]), (5)
A=E,—E, (20  and by the triplet superconductor correlation function,
is calculated, wheré&, and E; are the two lowest energy ]'—TS(/):<Ci+/LCi+/+1TCiT+ 1TCiTL>’ (6)

eigenvalues. The gap defined above is at constant number Where
particles, unlike the charge gap. used in Ref. 10, which is
related to a finite-difference approximant to the inverse com- m=n;;—n;, (7)
pressibility. At zero temperature, and in the thermodynamic
limit (TDL), a phase transition is marked by a change in thé?"d
ground state; one therefore expects the energy difference be-
tween the two lowest states to vanish at the transition point.
While in many quantum systems the energy gap, defined &@ne should note that with the above definitions the>o
in Eq. (2), only vanishes at the transition in the TBEin the  limit of the charge correlations is 1/4, whereas all others go
present cas@ vanishes for finite-sized systems, and it will to zero.
be used to estimate the location of CDW-SDW transition As further tests of our calculations, the dotted lines in Fig.
points. For a giverX, we fix V and determindJ .., the value 2 represent the behavior of spin and charge correlations in
of U where A vanishes. In principle, the location of the the absence of bond-charge interaction. Figu@ 8hows
transition point,U.(V,X), depends on the system si2d,, that in the CDW phase, charge correlations are slowly de-
and we have to perform extrapolations towalis— . caying with the distance, while spin correlations are rapidly
As a test of this procedure, we show in Fig. 1 our resultsdecaying, indicating that the former are dominating. In the
for the CDW-SDW transition line foX=0. We have found SDW phase the roles are inverted, as shown in Hig.. As
excellent agreement with other estimat®s®including the is well known, the system is far from a superconducting
deviation of the phase boundary from the strong-couplingnstability in this case, which is reflected by the singlet and
prediction V.= U/2 for U=1, confirming that the gap de- triplet correlations falling off with the distance much faster
fined by Eq.(2) is indeed appropriate. than their spin or charge counterparts. We have also tested
In addition to the energy gap, the nature of the differentfor any crucial size dependence of the above correlation

phases is probed by the staggered spin-spin correlation funéunctions, and found that the results fig=12 are hardly
tion, different from those folNg=10 or 8. These procedures will

now be used in the analysis of the role played by bond-
Fo(/)=(—1)(mmi_ ), (3)  charge interaction.

ni:nm‘f'nii. (8)
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FIG. 3. Extrapolated phase diagravhvs U for the extended
Hubbard model at half-filling. The solid line represents the system
without bond-charge interaction, and the other lines correspond to
X=—0.1 (dotted, X=—0.5 (dashegl X=0.5 (long-dashey and
X=—1 (dot-dasheg

\ SDW region V=2 U=4.8 (b)
\ — €3> — Charge, X=0.0

\ —@— Charge, X=-0.10

\ -{3- spin, X=-0.0

—l— Spin, X=-0.10 by which the CDW state becomes an SDW state, a smaller
U, is needed wheiX<O0.

In Fig. 2(a) we show the effect of bond-charge interaction
on the correlation functions in the CDW region, by compar-
ing the results folX=0 (dotted lineg with the corresponding
ones forX=—0.1 (solid lineg. Charge correlations, which
are slowly decaying in the absence of a bond-charge interac-
20050 Lo SN tion, become strongly damped whiis 0. Spin correlations,

2 4 on the contrary, are enhanced when the bond-charge interac-

I tion is present. Turning into the SDW phase, we see from the

data shown in Fig. @) that the behavior is exactly the op-

hposite of that in the CDW phase: charge correlations are
enhanced, while spin correlations are depressed. Though
with somewhat smaller amplitudes of charge oscillations, the
behavior is qualitatively the same ¥sis decreased. There-
fore, the differences between CDW and SDW phases, which
are very pronounced wheX=0, become quite smooth al-

Il RESULTS FOR —1<X<1 ready for a small value oK. Since whenX=0 the CDW-

We now discuss the effects of correlated hopping on the?PW transition is expected to be of first order 1dr>1.5

phase-diagram and correlation functions. Using the procelS€€: €9, Ref. 13this may be indicative that bond-charge

dure outlined in Sec. II, the vanishing of the gap locates Anteraction weakens the first-order character of this transi-

phase transition point. Figure 3 shows constarsiections of This fact has other consequences. In a standard strong-

the phase diagram. For nonzexXg the CDW-SDW phase . X ; "
boundary is displaced to the right of that corresponding toCOUplmg perturbation theory analysisithe critical curve

X=0; that is, the CDW region grows witX|, at the ex- would be given by

0.3

ST

Correlation Function

(=)
[+2]

FIG. 2. Charge-densiticircles and spin-densitysquarey cor-
relation functions vs intersite distance, for a 10-site chain wit
V=2, in (a) the CDW phase Y=3.2), and(b) the SDW phase
(U=4.8); dotted lines and open symbols correspon&te0 and
solid lines and solid symbols t§=—0.1.

pense of the SDW region; see Fig. 3. The cXse*+0.5 U (t—X)2
illustrates that while for larg&) (andV) the location of the V°:§+1'545U—’ 9

phase boundary is independent of the sigXpthis is not so

for U=<2.5: the CDW region is larger foX>0 than for = which would indicate a growth of the SDW phase into the
X<0. A rough picture can be used to explain this sign de-CDW, contrary to the behavior shown in Fig. 3. The results
pendence, as follows. The dominant contribution to thedisplayed in Fig. 2 reflect the fact that the contribution of
ground state in the CDW phase is from a charge-ordere@DW-like states to the ground state in the CDW region is
state (---7/ 0 1] O T/---)). For smallV, a spin reso- much more important in the presence of a bond-charge inter-
nating between two sites would typically lower the energy byaction than whenX=0; a similar statement holds for the
~U for breaking the “pair,” and add- X due to the corre- contribution of CDW-like states in the SDW region. Since
lated hopping(in order to stress the role of the bond-chargethe standard strong-coupling analysis neglects these contri-
energy, we do not consider tltehopping. Since one can butions altogether, quantum fluctuations other than those
think of hopping-induced “pair” breaking as the mechanism present in Eq(9) could account for the above discrepancy.
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As far as superconducting correlations are concerned, T AT AT AT A
they are not enhanced by the presence of a bond-charge in- / so ! ! s
teraction in either phase, meaning that no tendency towards =
pairing has been detected at half-filling.

IV. RESULTS FOR X=1

The caseX=1 shows remarkable features due to the con-
servation of the number of doubly occupied sitt3his re-
gime can therefore be considered as quasiclassical, in the
sense that fluctuations brought about by the uncorrelated
hopping term are limited by the conservation of the number
of doubly occupied sites. Computationally, this considerably
restricts the Hilbert space, accelerating the Lanczos algo- T T T Y
rithm; we were able to consider lattices upNg= 24 in this '0'8_0 1.0 20 3.0 4.0
case.

The energy spectrum in the intermediate region deserves a
closer look. One finds three different regimed.ags varied. FIG. 4. Extrapolated lowest energy levels per fermion for dif-
For U<UC1(NS,V), the ground state corresponds to full ferent densities of doubly occupied sitgs=N, /N, which label

charge ordering (CO), with energy per fermion e curves.
Eco/Ns=U/2. At the other extremel>U, (Ns,V), the

ground state corresponds to singly occupi8@) sites, with
energyEso/Ng=V. In between those limits, the number of
doubly occupiedDO) sites plays a dominant role in select-
ing the ground states. The calculated endmpr fermion of

LA ARE RARRE R RS RELR:
\
[ENRRERNET] FRNYRRREN] FRARNNRNNE FETAN

V=0.5 X=1.0

Energy per fermion

Below Ue, the ground state suffers a succession of transi-

tions to states with continuously increasing density of DO
sites. In a renormalization group language, for fixédthe

DO region consists of a line of fixed points between the CO
and the SO regions; each fixed point corresponds to a density
of DO sites. AsV is varied, this line of fixed points is dis-

) i X , ﬁlaced accordingly, and we may view the DO region in the
1IN; . Since the regim& =1 can be considered as quasiclas-ase giagram of Fig. 5 as a critical region made up of fixed
sical, this is the strong-coupling result, where the energy co%

oints.
of having one doubly occupied sitdNg=1) is U. Similar !

VR Another remarkable feature of thé=1 region is that
analyses for the casé$,=2,3, . . . ,indicate that the slopes ;- 1ac \ith =3 ,(m)=N,—2N,, corresponding to the

of the lowest energy levels are given BY,/Ns, if  payimums? compatible with the number of DO sites, are
Np=<(Ns/2—1); recall thatN,=Ns/2 corresponds t0 having yeqenerate with those witf=0. In Ref. 17 it was shown

all _sites doubly occupied, V\.'hiCh is thg CO state. It IS INter 4t if one assumes the stability of the ferromagnetic state
esting to note that the dominant contributions to the groun similarly to the Nagaok4 probleny, then there is a full
state comes from states where the DO sites are farthest ap generacy ir€? at the transition p,oint\/=0 U=4. Our

so they are evenly distributed throughout the chain, and Sinr'esults show that this degeneracy is partially lifted ¥or
gly occupied sites surround both sides of the DO ones. Fo;r&

instance, whem,=4 on a 12-site ring, the dominant contri- Further insight is obtained by examining the correlation

butions to the ground state are functions defined by Eqs(3)—(6). In the CO region, the
11t L0107 11 0T)+Cp,

where C.p. stands for circular permutations.

When the lowest energies corresponding to different num-
ber of DO sites are compared, several regimes can be clearly
distinguished. For a given system size lhslecreases below
Ue, the lowest states correspond in succession to one, two,

three, etc., doubly occupied sites. On the other hand, since
the energy densities extrapolate to horizontal lines in the
thermodynamic limitsee the discussion abgyene may be
misled to think that all energies should merge in that limit, 1.0
amounting to a macroscopic degeneracy of states. The proper

way to analyze the DO region is therefore in termsdeh-

sities of DO sites, in a situation analogous to that of occu-

pancy. That is, for a given ratitd\,/Ng we calculate the 0_8 oo b oren bonen
lowest energies for chains witthN-N, DO sites out of 0 2.0 U 4.0 6.0
N-Ng sites, withN=1, 2, 3, and so forth. The energy levels
thus obtained extrapolate Big— <« to the ones shown in Fig. FIG. 5. Phase diagraiv vs U for the extended Hubbard model
4. Though for finite systems the densities do not vary conat half-filling andX=1. CO, SO, and DO stand for charge-ordered,
tinuously, the following trend can be inferred from Fig. 4: singly occupied, and doubly occupied states, respectively.

3_G||||||||||||||||||||||||||

co

2.0

SO
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The degeneracy of the state wili=0 with that having
maximum $ is also manifested when comparing the spin-
density correlation functions: Apart from the slightly larger
value at/"=0 (i.e., essentially the local momenthe ampli-
tude does not decay with the distance, reflecting the strong
pinning of the quasiferromagntic state.

Similarly to |X|<1, superconducting correlations are not
enhanced by bond-charge interaction.

l/l|

U=2.0 V=0.50

V. CONCLUSION

The effects of bond-charge interaction on the extended
Hubbard model have been inferred from the analysis of a
-0.4 particular gap function to locate the transition points, and
10 from various correlation functions; in the absence of bond-
charge interaction, i.eX=0, this procedure reproduces the
known results quite accurately. For fixéd# 1, we find that
Sthis term causes the charge-density-wave region to grow at
the expense of the spin-density-wave phase; this growth in-
Long-dashedsolid) lines represent data fok=1 with a ground creases withX| and is more pronounced f3(>0 than for .
state corresponding to one DO site on a chain witg=12 X<O._As far as correlations are concerqu, bond-pharge_ in-
(N,=18) sites. f[eractlon smooths the CDW-SDW transition, p_ossnbly_ dr_|v-
ing them to second order or, at least, weakening their first-

charge correlation function alternates between 1/2 and (®rder nature; this point is surely worth being pursued further.
without any decaying with the distance; similarly, the spin-. FOr X=1, we have presented evidence indicating that the
density correlations vanish identically, while superconductintermediate phase, between the charge ordered and singly
ing correlations are zero fof #0. This clearly confirms the ©CCupied states, comprises a succession of ground states cor-
static picture. In the SO region, the charge-density Correha[espor_]dlng.to a continuous variation of the density of doubly
tion function is uniform, sticking to the value 1/4, the usual Occupied sites. Further, the=0 states are degenerate
asymptotic value corresponding to one fermion per siteWith those having maximur§* compatible with the density
Since all singly occupied states are degenerate, irrespecti doubly occupied sites. Associated with these doubly oc-
of §* and of the spin arrangement for a givéh the specific c_upled states, the staggered spln—der_15|ty corr_elatlon func-
form of a spin-density correlation function depends on thelions corresponding t&°=0 develop “kinks,” while those
ground state one is considering, though the magnitude is aforresponding to a maximu® display pinning behavior.
ways 1. Again, no relevant superconducting correlations AS far as the possibility of bond-charge interaction favor-
were observed. ing a superconducting state, we have found no enhancement
We now turn to the analysis of correlations in the moreof pairing correlations, for the values uf considered here.
interesting DO region. First we consider the case of one DJ his does not rule out the possibility of pairing for larger
site. While charge correlations attain their limiting value 1/4values of|X|, for higher dimensions or for other band fill-
for any/>1, the staggered spin-density correlations displayngs; we are currently investigating the possibilities of other
a decreasing monotonic behavior, as shown in Fig. 6. Théllings and higher dimensions.

Spin Correlation Function

LR LI ALY RN E e R L L

o
N
E~Y
=2}
=<}

FIG. 6. Staggered spin-density correlation function vs intersit
distance in theS*=0 sector, forU=2 andV=0.5. Short-dashed
lines represent data fot=0 in the SDW region witiNg= 12 sites.

ground state in this case is dominated by states such as ~ Upon completion of this work, we received a preprint by
Arracheaet al,? in which the model discussed in Refs.
ot L1 L1141 171 H+Cp, 16-19 is studied by several methods; their model reduces to

the one presented here in some special cases, for which the

for Ng=12 and similarly folN;=18. Note that the DO site is ;
c]overall results agree with ours.

located in the ring exactly opposite to the empty site, an
that the alternating sequence of up and down spins is dis-
placed by one site whenever one goes through either an
empty or a DO site; this explains the sign changeft/)

in Fig. 6 near/=N4. For comparison, we also show in  We are grateful to F. C. Alcaraz, A. Aligia, S. S. Makler,
Fig. 6 the staggered spin-density correlation function in theand T. J. P. Penna for very interesting suggestions. We are
absence of bond-charge interaction in the SDW region. Thalso grateful to A. Aligia and L. Arrachea for sending us
“kinked” correlations obtained whelX=1 are quite robust, several preprints prior to publication. The calculations were
and their slower spatial decay is suggestive of some degrgmartly performed at the Centro Nacional de Supercom-
of ordering. In the region where the ground state correspondsuta@o of the Federal University of Rio Grande do Sul.
to two DO sites the behavior is qualitatively the same, andrinancial support from the Brazilian Agencies FINEP/MCT,
this may be a trademark of the DO region. CNPq, and CAPES, is also gratefully acknowledged.

ACKNOWLEDGMENTS




54 BOND-CHARGE INTERACTION IN THE EXTENDED HUBBARD CHAIN 1307

*Electronic address: daisy@if.uff.br 62, 113(1990.
"Electronic address: rrds@if.uff.br 15G. A. Lara and G. G. Cabrera, Solid State Commué, 1121
1s. Kivelson, W. P. Su, J. R. Schrieffer, and A. J. Heeger, Phys. (1990; Phys. Rev. B47, 14 417(1993.

Rev. Lett.58, 1899(1987; 60, 72 (1988. 18R, strack and D. Vollhardt, Phys. Rev. LetD, 2637 (1993.

23. T. Gammel and D. K. Campbell, Phys. Rev. L&6@, 71 17A. A. Ovchinnikov, Mod. Phys. Lett7, 1397 (1993; J. Phys.
(1988; D. K. Campbell, J. T. Gammel, and E. Y. Loh, Phys. Condens. Matte6, 11 057(1994.

Rev. B42, 475(1990. 18A. A. Aligia, L. Arrachea, and E. R. Gagliano, Phys. Rev5B
3J. E. Hirsch, PhysiceAmsterdam 158C, 326(1989; J. E. Hirsch 13 774(1995.
and F. Marsiglio, Phys. Rev. B1, 2049(1990; F. Marsiglio 19, Arrachea and A. A. Aligia, Phys. Rev. Leff3, 2240(1994;
and J. E. Hirschibid. 41, 6435(1990. L. Arrachea, A. A. Aligia, E. Gagliano, K. Hallberg, and C.
4F. H. L. Essler, V. E. Korepin, and K. Schoutens, Phys. Rev. Lett. Balseiro, Phys. Rev. B0, 16 044(1994; E. Gagliano, A. A.
68, 2960(1992; 70, 73 (1993. Aligia, L. Arrachea, and M. Avignonibid. 51, 14 012(1995;
5J. Appel, M. Grodzicki, and F. Paulsen, Phys. Rev4B 2812 L. Arrachea, A. A. Aligia, and E. Gagliano, Phys. Rev. L&,
(1993. 4396 (1996; L. Arrachea, A. A. Aligia, and E. Gaglian@un-
63. Hubbard, Proc. R. Soc. 276, 238 (1963. published.
"E. Lieb and F. Wu, Phys. Rev. Le0, 1445(1968. 204, H. Roomany, H. W. Wyld, and L. E. Holloway, Phys. Rev. D
8D. Cabib and E. Callen, Phys. Rev.1R, 5249(1975. 21, 1557(1980.
9B. Fourcade and G. Spronken, Phys. Re\293 5089(1984. 2'E. Gagliano, E. Dagotto, A. Moreo, and F. C. Alcaraz, Phys. Rev.
0B, Fourcade and G. Spronken, Phys. Rev285096(1984). B 34, 1677(1986); 35, 5297E) (1987.
113, E. Hirsch, Phys. Rev. Letb3, 2327(1984). 22C. C. Paige, J. Inst. Maths. Appl8, 341 (1976.
123 E. Hirsch, Phys. Rev. B1, 6022(1985. ZR. R. dos Santos and L. Sneddon, Phys. Re23B3541(1981).
133, wW. Cannon and E. Fradkin, Phys. Rev4B 9435(1990. 24y, Nagaoka, Phys. Rew47, 127 (1966.

¥R. Micnas, J. Ranninger, and S. Robaszkiewicz, Rev. Mod. Phy<°L. Arrachea, E. Gagliano, and A. A. Aligiaunpublishedl



