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We report the results of a study of the complex microwave surface impedanceZS resulting from vortex
motion in YBa2Cu3O72d thin films in a dc magnetic field applied parallel to the filmc axis. Using the
technique of stripline resonators we have measuredZS at frequencies from 1.2 to 22 GHz and at temperatures
from 5 to 65 K in magnetic fields from 0 to 4 T. We find that both the surface resistanceRS and the surface
reactanceXS increase almost linearly with the magnetic field. In zero applied magnetic field we find the
frequency dependence of the surface resistance to bef 2. In the mixed state, however, there is a significant
increase inRS , particularly at lower frequencies, causingRS to be approximately proportional tof 1.2 at all
measured temperatures. We show that fits of these data to models which include only a single pinning energy
and a single characteristic pinning frequency are not able to explain our results. We propose that these data
indicate the existence of a large number of metastable bound vortex states separated by energy barriersUb

whose magnitudes extend fromUb;0 K to several hundred K, and that the dominant part ofRS arises from
vortex transitions between these states.

I. INTRODUCTION

Not long after the discovery of high-temperature super-
conductivity, it became clear that understanding the behavior
of high-Tc materials in magnetic fields would present a con-
siderable challenge. Since the extent of the practical applica-
tion of high-Tc superconductors will in part be determined
by these behaviors, there is great potential benefit to be
gained through study of the relationship between the under-
lying physics in these materials and their in-field properties.
The behavior of high-Tc materials in magnetic fields has
been probed experimentally through a number of techniques
such as torsional oscillators,1 low-frequency ac magnetic
permeability,2,3 and microwave measurements of the com-
plex surface impedance at both low and high microwave
power levels.4–6 To date, these measurements have shown a
rich variety of phenomena which vary greatly, depending on
the time scale of the measurement and the temperature range
in which the measurements are made.

Our use of stripline resonators7–9 allows us to measure

both the real partRS and the imaginary partXS of the mi-
crowave surface impedanceZS of high quality epitaxial thin
films at frequencies from 1.2 to 22 GHz. This impedance
depends critically on both the amplitude and phase of the
vortex motion with respect to the applied rf fieldH rf .

We present the results of a comprehensive investigation of
the microwaveZS of YBa2Cu3O72d ~YBCO! in the mixed
state in magnetic fields from 0 to 4 T applied parallel to the
c axis, for temperatures from 5 to 65 K, which are well
belowTc'90 K for the YBCO films measured in this work.
Our results show that the application of the magnetic field
causesRS to increase significantly, particularly at low fre-
quencies. Figure 1 showsRS as a function of reduced tem-
peratureT/Tc at a dc magnetic field of 2 T for the first
~sample No. 1! of the two samples we will discuss below. In
all of our results the part ofRS which results from the pres-
ence of the external field has a relatively strong temperature
dependence even at low temperatures and is found to in-
crease with frequency with an approximatelyf 1.2 dependence
at all fields and temperatures. Further, we find thatZS is
linearly proportional to the magnetic field, indicating that we
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are not probing collective effects, but rather the interactions
of individual vortices with point defects in YBCO and that
the length scales of these interactions are probably on the
order of the coherence lengthj.3,10–12

We discuss our data in terms of two models of vortex
dynamics. The first model assumes that the pinning potential
is uniform and that there are two contributions to vortex
energy dissipation: a component due to pinned vortices and a
contribution from a small number of vortices which have
been thermally depinned in the temperature range
studied.13–15The second model assumes that the potential is
random and that, while the majority of the vortices are
strongly pinned, some of the vortices are pinned in meta-
stable states separated by energy barriers.16 In both models
the strongly pinned vortices are expected to dissipate energy
with an f 2 dependence at frequencies below the vortex pin-
ning frequency17 f P , the frequency at which viscosity no
longer allows the vortices to move fast enough to remain in
phase withH rf . In the uniform potential model, the ther-
mally depinned vortices are expected to be important only at
lower frequencies in this temperature range because their
contribution toRS is independent of frequency; at tempera-
tures between 5 and 65 K, almost all of the vortices are
pinned.15 In the model which takes the potential to be ran-
dom, the low-frequency vortex energy dissipation results
from vortex transitions between metastable states and leads
to RS; f .

We show that although both models provide a reasonable
description of ourXS data, a random potential model ex-
plains ourRS data much more readily than a uniform poten-
tial model. Our results suggest that in the frequency and
temperature regime of these experiments, theRS; f 1.2 data
cannot be understood in terms of a sum ofRS} f 2 andRS
} f 0 components described by uniform potential models.
Models which are based on a simple sum of these loss
mechanisms do not fully describe the vortex interactions
with pinning sites in the samples and do not accurately treat
all the important mechanisms by which energy from the
H rf field is dissipated by vortices. We propose that at fre-

quencies between 1 and 20 GHz we are probing small vortex
displacements which are on the order of the coherence length
j and which result in small random variations in vortex
energies.18 In order to explain our results, it is necessary to
consider disorder on these short length scales.

This disorder arises in part from the pinning of segments
of vortex cores by a random distribution of point defects of
volumeDv!j3 in the YBCO samples.3,10–12Because these
pinning centers are small, the range of the pinning interac-
tions r f is roughly the vortex core sizej so that vortex dis-
placements of;j can move a segment of a vortex core to a
new pinning energy minimum. Further, since the character-
istic dimensions of such defects are,j, individually they
cause only small variations in the sample order parameter. As
a result, they only slightly reduce the variations in the order
parameter due to the presence of the vortex core and there-
fore the energy gained in pinning the core by a point defect is
only a few K. We propose that the random distribution of
these defects results in a large number of closely spaced
energy minima separated by a random distribution of energy
barriers with magnitudes extending down to'0 K. This re-
sults in a broad distribution of characteristic frequencies for
the activation of vortex segments between metastable states.
It is this distribution of characteristic frequencies that can
explain the frequency, temperature, and field dependences of
RS andXS that are exhibited in our data.

II. EXPERIMENTAL METHODS

The microwave surface impedance data were obtained in
a liquid He cryostat fitted with a 9-T superconducting mag-
net operating in a persistent current mode to ensure field
stability. The samples were zero-field cooled to eliminate the
possibility of trapped flux. The data presented were obtained
at fields much greater than the lower critical fieldBc1 to
assure uniform penetration of our microwave resonators by
the external field, as verified through the use of a Hall effect
sensor.19

The samples were mounted in gold-plated copper pack-
ages which were fixed to a carbon glass thermometer and
mounted in a copper enclosure, which had a heater attached
to its base. The temperature was monitored and controlled to
obtain temperature stabilities of a few parts in 104.

The surface resistance and reactance data reported in this
paper were obtained from two YBCO samples grown on
LaAlO3 substrates. The two samples were grown by different
techniques. Sample No. 1 was 2500 Å thick and was pro-
duced through off-axis magnetron sputtering.20,21 Sample
No. 2 was 5800 Å thick and was produced through cylindri-
cal magnetron sputtering.22 The properties of these films are
listed in Table I. Both samples are high quality epitaxial
single-phase films with thec axis perpendicular to the plane.
All films were patterned with the use of standard photolitho-
graphic processes, and were then etched in a 0.25% phos-
phoric acid solution.

The microwave properties were studied through the use of
stripline resonators,7,8 which are especially useful for studies
of the frequency dependence of the surface impedance.
These devices support standing waves whose microwave
current has the formI rf5I 0sin(npz/s) wheren is the mode
number andz is the position along the lengths of the reso-

FIG. 1. RS vs reduced temperatureT/Tc in a 2-T magnetic field
for sample No. 1 at five different frequencies: (s) 1.23 GHz,
(h) 2.42 GHz, (n) 6.15 GHz, (d) 11.1 GHz, (j) 19.5 GHz.
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nator. The resonant frequency for the modes isf n5n f1 ,
where f 1 , is the lowest-frequency mode, which ranges from
1.2 to 1.5 GHz. The measurements were performed using a
vector network analyzer, and the highest-frequency modes
which could be measured were about 22 GHz. To prevent
radiation losses, the resonators were sandwiched between
two superconducting ground planes which formed the top
and bottom of a microwave cavity. The sides of the cavity
were formed by a gold-plated copper package in which the
resonator and ground planes were mounted. The resonator,
ground planes, and orientation of the applied field are shown
in Fig. 2. At most measurement frequencies, the dynamics of
the stripline completely dominates those of the surrounding
cavity. However, some of the modes of the resonator are at
frequencies very close to the modes of the cavity, and the
resulting coupling makes them unsuitable for these experi-
ments. Any residual cavity interactions with the remaining
modes were eliminated by subtracting the small zero field
RS from the in fieldRS at each frequency.

The striplines were weakly coupled so that microwave
signals could be applied to the resonator at one end and
monitored at the other, while not significantly reducing theQ
of the device. Stripline widths were selected so that at the
frequencyf 1 each resonator had a zero-field low-temperature
Q of about 105. This allowed measurement of the frequency
dependence of both the reactiveXS and the resistiveRS part
of theZS of these films to an accuracy of as much as 1 part
in 105.

The microwave losses in the LaAlO3 substrates, defined
in terms of a loss tangent, produce a change in the resonator
Q given by 1/Qm51/Q1tand, whereQm is the measuredQ
and tand'531026. This correction is small enough so that
it is not significant in this work.7,19,23The shifts in resonant
frequencies due to the changes in theQ of the resonator are
of order 1/Q2 and are always negligible in comparison to the
shifts we measure due to the changes in sample’s reactance.
Further, all of our data were taken with the microwave cur-
rent kept low enough so that the surface resistance is inde-
pendent on the rf power level.

As we shall discuss below,ZS in these samples is deter-
mined by the complex microwave penetration depthl̃ in
these films. The real part of the zero-field microwave pen-
etration depthl̃R(0) is essentially equal to the London pen-
etration depthlL at these frequencies. The imaginary part

l̃I(0) is proportional toRS . We extractl̃R from our mea-
surements of the mode frequencies which are determined by
the stripline inductanceL, which has a geometrical compo-
nent Lg and a kinetic componentLk which depends onl̃R
and on film thicknessd. To obtainL(l̃R) we have used the

TABLE I. Parameters of the films determined from both dc~four-point measurements! and microwave measurements. The penetration
depth atT5 0 K and in zero applied dc magnetic fieldl(0) is the parameter of a two-fluid model fit to our experimental points.

dc properties rf properties

Sample d Tc T1 T2 aP(0)
a f 1 T RS l(0)

No. (mm! (R50) ~K! ~K! ~N/m2) ~GHz! ~K! (V) ~Å!

1.23 5 2.531025

1 0.24 91 78.5 40.7 3.63105 1.23 20 6.531025 2650
1.23 65 2.931024

1.47 5 1.231025

2 0.58 89 75.8 23 9.73105 1.47 20 2.831025 2340
1.47 65 1.431024

aExtrapolated toT50 K, assuming thatUP@kT.

FIG. 2. View of the structure of a stripline resonator.~a! Pat-
terned resonator line. The rf current flows in thex-z plane parallel
to the resonator line.~b! View of the resonator plus ground planes
which form the top and bottom of the resonator cavity. The dc
magnetic field is in they direction parallel to thec axis.
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results of Sheenet al.8 The shifts in the resonant frequencies
are then

D f n5
2 f n0
2L S Ln0L D 1/2F d

dl̃R
L~ l̃R!GDl̃R , ~1!

where f n0 and Ln0 are, respectively, the zero-temperature
zero-field frequency and inductance of a resonant moden.
BecauseDl̃R is proportional toD f n andDXS , we will gen-
erally quote theDXS in the presentation of the data.

We obtainl̃R(0) and the zero-field transition temperature
Tc by incorporating the expression for the penetration depth
taken from the two-fluid model7,23,24

l̃R~T!5
l̃R~0!

F12S TTcD
4G1/2 ~2!

into L(l̃R) in Eq. ~1! to obtain the frequency shiftD f n for a
given mode as a function ofT. The parametersl̃R(0) and
Tc are varied to fit the frequency versus temperature data for
the first mode.

The surface resistanceRS , which is proportional to the
imaginary part of the microwave penetration depthl̃I , was
extracted from theQ of a mode and the frequencyf n using
the relationship8

RS5
G ~ l̃R /d! f n

Q
, ~3!

where the geometric functionG (l̃R /d) accounts for the fi-
nite ratio of the film thicknessd to l̃R .

7,8 The function
G (l̃R /d) also takes into account the stripline geometry, the
characteristic impedance of the stripline, and the current dis-
tribution within the resonator.

III. THEORY

As a result of the use of the correction factorsG (l̃R /d)
andL(l̃R) in Eqs. ~1! and ~3!,7,8 theRS and l̃R determined
from our data yieldZS for ac currents flowing in a semi-
infinite half-plane:

ZS5RS1 iXS5 im0vl̃. ~4!

In what follows we present the theories forl̃ for the motion
of vortices resulting from a dc magnetic field normal to the
plane of the film.

A. l̃ in the absence of vortices

In the absence of vortices the field dependence of the
London penetration depth19 lL is given approximately as

lL~B,T!'lL~0,T!F11
B

2Bc2

11~T/Tc!
2

12~T/Tc!
2G , ~5!

where we have used the Ginzburg-Landau approximation for
the upper critical fieldBc2(T). In our incorporation of this
effect we use a typical value of 100 T forBc2(0).

25–28 Be-
causeB/Bc2<0.03 for the highest dc fields discussed in this
work, the field dependence oflL changes our determination

of Dl̃R by less than 10% at typical measurement tempera-
tures. Because the correction tolL is not large, we are not
sensitive to the exact value and temperature dependence of
Bc2 .

In the absence of vortices the imaginary part of the mi-
crowave penetration depth resulting from normal fluid losses
in a two-fluid model18 is given as

l̃I5ImF lL

~112i @lL /dNF#
2!1/2G'lLS lL

dNF
D 2, ~6!

wheredNF is the microwave penetration depth of the normal
fluid. In this frequency and temperature regimedNF'3mm
and is determined almost entirely by extrinsic effects.9 Be-
causelL /dNF!1, the effect of the normal fluid losses is
almost completely contained in the zero fieldRS(0). Thus by
subtracting the zero-fieldRS(0) data from the in-field
RS(H) data at each temperature and focusing on
DRS5RS(H)2RS(0) we can isolate the losses associated
with magnetic vortices. SincedNF}1/f

1/2, its contribution to
RS will have an f 2 frequency dependence. Because this de-
pendence is very different than theRS; f 1.2 dependence we
have measured in all samples and at all temperatures, this
component is not important in our measuredRS .

B. l̃ in the mixed state

There are a number of theories which describe the behav-
ior of vortex systems in which some fraction of the vortices
is pinned and the rest of the vortices are momentarily freed
by thermal activation.13–15 In these theories, the displace-
mentsu of a pinned vortex segment, when driven by an ac
current j5 j 0e

ivt perpendicular toB, are determined by a
force balance equation of the form13–15

ivhu1aPu5 jBf01F~T!, ~7!

whereh is the linear vortex viscosity,aP is the vortex re-
storing force constant,B̂ is the field direction,f0 is the flux
quantum, andF(T) represents thermal fluctuations. It is cus-
tomary to define the pinning frequencyf P asaP/2ph. In the
Bardeen-Stephen model,29,30h is given by the following ex-
pression:

h5f0Bc2 /rn'231027
12~T/Tc!

2

11~T/Tc!
2 Ns/m2, ~8!

where the in-plane low-temperature normal-state resistivity
rn for YBCO is assumed to be roughly 100mV cm as other
authors have suggested.31,32 There are differing models for
the temperature dependence ofrn in Eq. ~8!13,27,33and there-
fore, the magnitude and temperature dependence ofh is
somewhat uncertain. Experimentally determined values for
h(T50) range from34,35 '531028 N s/m2 to28

'131026 N s/m2.
The vortex restoring force constantaP is related to the

vortex pinning potentialU(u) by the relation

aP'
1

l

]2U~u!

]u2
, ~9!

wherel is the length of the pinned vortex segment. Since, as
we will discuss below, our measurements indicate thataP is
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independent of magnetic field,19 we conclude thataP is
dominated by interactions between individual vortex cores
and pinning centers in the YBCO samples. In the simplest
approximation,aP is determined by the condensation energy
of the super electrons displaced by the pinning center and is
proportional toBc

2 whereBc is the thermodynamic critical
field. In this model the vortex restoring force constant is
given by10,30

aP~T!5aP~0!@12~T/Tc!
2#2. ~10!

A more detailed consideration of the scattering of quasipar-
ticles by pinning centers which result from point defects3,12,36

gives a different form foraP :

aP5aP~0!
@12~T/Tc!

2#2

~11T/Tc!
4 . ~11!

Equation~11! has a strong linear component to the tempera-
ture dependence in the limit of low temperatures, and is valid
in the absence of background quasiparticle scattering from
other nearby sample defects.

1. Coffey-Clem model

The Coffey-Clem model13 for vortex dynamics adds an
additional temperature dependence toaP which accounts for
the effects of thermal fluctuations of the vortices in a uniform
periodic potential. In this modelaP is divided by the factor

b~n!5
I 0~n!I 1~n!

I 0
2~n!21

, ~12!

where I 0 and I 1 are modified Bessel functions and
n5UP/2kT. For temperatures not too close toTc , b(n) is
'1. Other similar theories forl̃ do not consider this
effect.14,16

In addition to the pinned vortices, there are some vortices
which become thermally depinned. If the usual assumption is
made that the vortices are all pinned in wells of roughly the
same depth,13–15 those vortices will have a contributione to
ZS which is generally taken to be}exp$2UP /kT%.

14,15 In the
Coffey-Clem model it is

e5
1

I 0
2~n!

;p
UP

kT
expS 2UP

kT D , ~13!

whereUP is the mean depth of the vortex pinning potential.
ForUP@kT there is not a significant difference between the
various forms fore. The effect of the thermal depinning or
the quantum tunneling of vortices can be incorporated into
Eq. ~7! by multiplying aP by the factor

k5
i f /e f P

11 i f /e f P
. ~14!

This factor accounts for the reduction of the elastic pinning
force density of the vortex lattice.14

The motion of the vortices in response to the microwave
currentj can be described by an ac generalized susceptibility
xac which gives the vortex displacementu5xacjf0 . Equa-
tions ~7!, ~12!, ~13!, and ~14! can be used to give the com-
plex x ac

UP for a vortex in a uniform potential:

xac
UP5

1

aP

b~n!

11 i ~ f / f P!b~n!
2
i e

f

2p/h

11 i ~ f / f P!b~n!
. ~15!

Equation~15! is in a form for overdamped harmonic systems
with the dominant characteristic frequencies off P in the first
term and 0 Hz in the second.

2. Koshelev-Vinokur model

The Koshelev-Vinokur model16 considers the transitions
of vortex segments of lengthl between pairs of metastable
states separated by a distancedh;j in a random potential.
The states are separated by energy barriers and the charac-
teristic frequency for the activation over the barriers is
f th5 f aexp(2Ub /kT) where f a is an attempt frequency,37,38

which we take to be; f P,
10,26 andUb is the barrier height.

For this random potential model,xac
RP is given as

xac
RP~ f ,T!5

dh
2l 2

4kTE0
` g~Ub!dUb

11 i ~ f / f a!exp~Ub /kT!
1

1/aP

11 i ~ f / f P!
,

~16!

whereg(Ub) is the distribution of energy barriers. We treat
the viscous losses due to the majority of vortices which are
not hopping between potential minima by including a term to
Eq. ~16! such as the first term in Eq.~15! with UP@kT.

There are several contributions to the temperature depen-
dence ofxac obtained from Eq.~16!. At a given frequencyf ,
the metastable states for whichf' f th are those principally
responsible forDRS . Since the metastable states have
Ub;kT, any changes ing(Ub) at Ub;kT will produce
similar changes inDRS . As the typical values ofUb increase
with temperature, the differences in the energies between al-
lowed metastable vortex states increase. As a result, the num-
ber of available statesg(Ub) grows linearly withT. For this
reasonRS is expected to grow linearly withT at low
temperatures.16 Another component of the temperature de-
pendence ofxac arises from expected increases in bothl and
dh with increasing temperature.16,39

3. Frequency dependence of ZS

The velocity v of the driven vortices is given by
v5 ivxacjf0 . Using this relation forv and the equation for
the electric field generated by vortices,E5( i(f0v i)
5( ivBxacf0) j , we obtain an effective penetration depth in
the mixed state for temperatures not too close toTc :

l̃'FlL
21

Bf0

m0
x acG1/2. ~17!

In Eq. ~17! we have neglected the effects of the normal fluid
losses@Eq. ~6!# which is included directly by subtracting the
zero fieldRS from the in fieldRS as mentioned previously.

In both the uniform and the random potential models,
whenBf0xac/m0!lL @Eq. ~17!#, the surface impedance be-
comesZS} i f xac; therefore, for the uniform potential model
the second term in Eq.~15! will generate anRS} f 0 depen-
dence for the vortices which become thermally depinned. For
UP@kT, thisRS} f 0 term is strongly temperature dependent.
The first term in Eq.~15! will contribute anRS} f 2 depen-
dence forf, f P , while for f. f P all of the vortices will have
anRS} f 0. Additionally, at f5 f P there will be a significant
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reduction of the vortex contribution to the kinetic inductance,
since atf P the vortices will no longer move rapidly enough
to remain in phase withH rf . In the random potential model
@Eq. ~16!# for f> f P , the vortices behave as they do in the
uniform potential model. However, because the temperature
dependence forf th and the magnitude of the contribution to
x ac arising from eachf th in the random potential model will
be similar, the frequency dependence ofZS is only weakly
temperature dependent. Whenf is in the range of the thermal
frequencies f th5 f aexp@2Ub /kT#, RS is proportional to f
while the vortex contribution to the kinetic inductanceLk is
still dominated by the strongly pinned vortices and the ef-
fects of the hopping of vortices will be to decreaseLk with
increasing frequency at all frequencies. As a resultXS will
increase more slowly thanf at all frequencies.

IV. EXPERIMENTAL RESULTS

A. Frequency shifts

Figure 3 shows theXS changes of two resonator modes
(n51, 6! divided by the mode frequencyDXS / f n versus
temperature for sample No. 1 resulting from the application
of a 2-T magnetic field. These shifts are caused by the in-
crease ofl̃R which is due to two effects. The first is the small
increase tolL given by Eq.~5!, and the second, the one of
interest here, is due to the part of the vortex motion which is
in phase with the ac current. At frequencies much less than
f P , the part ofDXS / f n due to vortices in the measured tem-
perature regime~5–65 K! is given by

DXS / f n}B Re~xac!. ~18!

Because, as we shall discuss below, the vast majority of the
vortices is pinned, the real part ofxac is proportional to
1/aP @Eq. ~15!# in the uniform potential models. In the ran-
dom potential models, Rexac also contains an additional con-
tribution due to the activation of vortices between metastable
states. The differences between theDXS / f n data at the two

frequencies reflect the extent to which the vortices in the
sample are able to move rapidly enough to remain in phase
with H rf . As we shall discuss, our results indicate that the
largerDXS / f n values measured at low frequency arise from
a small number of vortex segments which are able to hop
between metastable vortex states rapidly enough to follow
H rf at f,7.3 GHz. For this reason we usef n' 7.3 GHz data
to determine more accurately the behavior of the pinned vor-
tices. The best-fit functions forDXS/ f 6}1/aP(T) from Eqs.
~10! and~11! are shown by the dashed and solid lines in Fig.
3. The measured temperature dependence ofaP is different
from that predicted by either Eq.~10! or ~11!. In order to fit
the data,aP must include a low-temperature linear compo-
nent which is not present in Eq.~10!. However, this linear
component is not as strong as that predicted by Eq.~11!
which considers quasiparticle scattering. The variation of the
higher-temperature part ofaP(T) is not as strong as that
expected from either Eq.~10! or Eq.~11!. Because neither of
these equations provides a particularly good fit, we use the
empirically determined form

aP~T!5aP~0!
12~T/T1!

2

11T/T2
~19!

for aP(T) in the fits to the Coffey-Clem model that follow.
The values forT1 andT2 obtained empirically for the two
samples are given in Table I. SinceaP(T) and U(T) are
related by Eq.~9!, we expect that the pinning energiesUP
will decrease with increasing temperature.

The frequency shifts of the resonator modesDXS for
sample No. 1 as a function of frequency atT55 and 40 K
~Fig. 4! show the nearly linearf dependence which is exhib-
ited in both samples at these temperatures. Also shown on
this graph are the nonlinear frequency shiftsDXS predicted
by Eq. ~17! with aP determined from the low-frequency
slope in Fig. 4 andf P taken to be 20 GHz~dashed curve! and
40 GHz ~solid curve!. The high-frequency data for both
samples show a more linear frequency dependence than ei-

FIG. 3. DXS / f n resulting from a 2-T magnetic field atn51
(s) andn56 (j) plotted on a logarithmic scale as a function of
temperature for sample No. 1. The solid line is a fit to ln(DXs/fn) for
n56 using Eq.~11!. The dashed line is the fit using Eq.~10!.

FIG. 4. TheDXS in sample No. 1 due to the application of a 2-T
magnetic field vs the mode frequency at two temperatures: (d) 5
K, (h) 40 K. The dashed curve shows theDXS calculated using the
Coffey-Clem model for f P520 GHz and the solid curve for
f P540 GHz. The inset to this graph shows theT540 K data re-
plotted asDXS / f n vs f n .
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ther of these curves from roughly 1.4 to 20 GHz. Because
DXS} f Re(xac), we conclude from this linear dependence
that most of the vortices are moving in phase withH rf at all
measured frequencies, so thatf P5aP/2ph is greater than 40
GHz for the majority of the vortices in both samples atT55
and 40 K. Because our data show thatf P@ f n , we are unable
to obtain the exact value off P from these data. An important
feature in the frequency shift data in Fig. 4 is that a linear
extrapolation of the 40 K frequency shift data tof50 yields
a nonzeroD f intercept. This feature can be seen as the de-
viation from a horizontal line in the inset of Fig. 4 in which
we plot DXS / f n vs f n for the first few modes of the 40 K
data in the main figure. As we shall discuss below, the sub-
linear behavior ofDXS causesaP to be frequency dependent
at all frequencies, and results from a small number of vorti-
ces being activated between metastable states with character-
istic activation frequencies in the range of the measurement
frequencies and below.

The frequency shift data from the two samples allow the
determination ofaP(T) and show thatf P is greater than 40
GHz for both samples at temperatures less than 40 K. These
results put an upper limit on the vortex viscosity and the
amount of energy that the pinned vortices can dissipate when
a uniform pinning potential is assumed such as in Eq.~17!,
as we discuss below.

B. Surface resistance

Figure 5 showsRS for sample No. 1 as a function of
frequency at 20 K forB50 T andB52 T. At zero magnetic
field the surface resistance follows roughly anf 2 dependence
indicated by the solid line, due to the power dissipation by
the normal electrons.7,23,40,41At 2 T the magnitude of the
surface resistance increases substantially, particularly at low
frequencies, changing the frequency dependence to roughly
f 1.33 ~dashed line!. If the zero-field resistance is subtracted
from the in-field resistance, thenDRS resulting from the vor-
tices is} f 1.24 at 2 T. With the values and functional forms
for aP obtained from the frequency shift data, we have at-
tempted to fitRS( f ) to the Coffey-Clem model, which in-

cludes thermal depinning, and provides a frequency depen-
dence ofRS different from thef 2 dependence that describes
the surface resistance for pinned vortices alone.

In the fits to the Coffey-Clem model, we use theaP(T)
taken from thef n.7.3 GHz data since this value accurately
reflects the slope of theDXS/ f n vs f n data (;1/aP) in Fig.
4. We adjustaP(T) so that the temperature dependence of
the real part of the microwave penetration depthl̃R , deter-
mined from the frequency shift measurements, is consistent
with that predicted by the model in the limit that the depth of
the vortex pinning potentialUP'7kT. This limit is consis-
tent with results of the fits at all measured temperatures as
we will discuss. The values of the restoring force constant
aP at 5 K found from the frequency shift measurements at
7.3 GHz for samples Nos. 1 and 2 are roughly 3.63105

N/m2 and 9.73105 N/m2, respectively, which are similar to
the values found by other authors.4,30 Because of the factor
b(n) in the Coffey-Clem model@Eqs. ~12! and ~15!#, the
values ofaP(0) required to fit theDRS to that model are
about 16% larger than those listed in Table I.~Note that the
parameters listed in Table I have errors of about 20%.! To
eliminate the small components ofRS due to the zero-field
losses in the films and possible interactions with the micro-
wave cavity, at each temperature, we subtract the zero field
RS from the in fieldRS . To prevent overweighting of the
high-frequency data by the fitting algorithm, we fit ln(RS) to
the ln(2im0vl̃I) data. In the fits, the low-frequencyRS data
determineUP almost entirely, while the high-frequencyRS
data determinef P .

In the fits to the Koshelev-Vinokur model, it is difficult to
estimate the temperature dependence for the individual pa-
rameters discussed in Sec. III B 2. As discussed previously,
the pinning energy of a vortex core tends to have the same
temperature dependence as theaP of a pinned vortex. How-
ever, contributions to our measuredaP arise from the hop-
ping of vortices between metastable states. As a result, the
actual temperature dependences ofaP and the vortex pinning
potential are not known precisely. For simplicity, when fit-
ting our data to Eq.~16!, we assumed thatl5100 Å,
dh550 Å, f P5 f a , and that these four parameters are tem-
perature independent forT,60 K. Varying f P with T would
allow the high-frequencyDRS to be adjusted independently;
however, the fits obtained from the Koshelev-Vinokur model
without varying f P were already quite reasonable. We as-
sume that the distribution of pinning energies at lowUb is
given byg(Ub)5(11Ub /U0)/U0 . The temperature depen-
dence ofU0 we set equal to that ofaP , and the temperature
dependence of both parameters is chosen so that the fre-
quency shifts predicted by Eq.~16! are within 10% of the
measured frequency shifts.42As previously mentioned, when
fitting these data we assumed that deviations fromDRS} f
are due to theDRS} f 2 dependence resulting from the vis-
cous losses of the majority of vortices which are not in-
volved in hopping between wells.

The fit to the Coffey-Clem model of the 40 KDRS( f )
data at 3 T for sample No. 2 is shown as the solid line in Fig.
6. The Coffey-Clem model accounts for the high levels of
low-frequency dissipation through thermally activated flux
creep which contributes a frequency-independent component
to DRS . The parameters generated by the fit in Fig. 6 are

FIG. 5. The surface resistanceRS(0) at 0 T in sample No. 1
(h) andRS(H) at 2 T (s) vs frequency plotted on a log-log scale.
The solid line showsRS} f 2, and the dashed line showsRS} f 1.33.
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UP /k5330 K andf P545 GHz. BecauseUP@kT, the low-
frequencyDRS should have a very strong exponential tem-
perature dependence@Eq. ~13!#. Additionally, fromh(T) and
aP(T) given by Eq.~8! and Eq.~19!, respectively, we find
that the high-frequencyDRS}aP

2 /h should have a relatively
weak temperature dependence. As a result, thefrequency de-
pendenceof DRS can be expected to be a strong function of
temperature in this sample at these temperatures. However,
the data indicate the opposite. In the samples tested, the
field-induced part ofDRS exhibits a predominant form of
DRS} f 1.2 at all fields at temperatures from 5 to 65 K. Fig-
ures 7~a! and 7~b! showDRS vs f for several temperatures
from 5 to 64 K for sample Nos. 2 and 1, respectively, and it
is seen that the slope is essentially independent of tempera-
ture. The fit of these data to the Koshelev-Vinokur model is
shown for sample No. 1 in Fig. 7~b! for temperatures of 5
and 60 K. The inset to Fig. 7~b! shows the fit to the
DXS / f n data for the first few modes of sample No. 1. These
fits indicate thatU0(T50)5160 K and bothf P and f a were
taken to be 70 GHz at all temperatures. The normalization of
g(Ub) was such that the total fraction of vortices involved in
hopping between metastable states at these frequencies and
temperatures was about 0.12, though this fraction of vortices
may be an overestimate since at 60 K bothdh andl will have
grown in Eq.~16!.

Using a model which assumes a uniformUP such as the
Coffey-Clem model to fit the sample and temperature-
invariant frequency dependence ofDRS requiresUP to rise
with temperature at'7kT, so that the sum of theDRS} f 0

for thermally depinned vortices and theDRS} f 2 contribu-
tions for the pinned vortices always approximate theDRS
} f 1.2 dependence as shown in the simple linear fit to the
frequency dependence of the data~see Fig. 6!. However,
aP(T) should be proportional toUP(T) and our frequency
shift vs temperature data~Fig. 3! show thataP decreases as
temperature increases. The random potential model naturally
generates aRS; f 1 dependence as well as a roughly linear
temperature dependence at all frequencies.

In models such as that of Coffey and Clem, the high-
frequencyDRS primarily determinesf P . The temperature
dependence off P is very different in sample No. 1 from that
in sample No. 2. If the empirically determinedaP is used to
obtainh}aP / f P from f P in these samples, then at low tem-
peratures,h must increase linearly with temperature in
sample No. 1 and decrease linearly with temperature in
sample No. 2. Further, the fits toDRS at T>40 K generate
values off P<20 GHz for sample No. 1 while, as discussed
above, the linearity of theDXS vs f data~Fig. 4! shows that
f P>40 GHz for the majority of vortices in both samples at
40 K.

The drop in f P with increasing temperature for samples
Nos. 1 and 2, which is indicated by the fits to the Coffey-
Clem model, reflects the roughly linear temperature depen-
dence ofDRS in both samples atT<40 K at all measured
frequencies. In order to show this more clearly, we take the
DRS data of sample No. 1~Fig. 1! from which we subtract
the zero-fieldDRS data and we then plotDRS / f n

1.2 vs T in

FIG. 6. The surface resistanceDRS5RS(H)2RS(0) of sample
No. 2 at 3 T and 40 K (j) vs frequency plotted on a log-log scale.
The solid curve shows the fit of the Coffey-Clem model to
ln(DRS). The dashed line showsDRS} f 1.27.

FIG. 7. ~a! The surface resistanceDRS of sample No. 2 at 3 T as
a function of frequency at four different temperatures plotted on a
log-log scale: (h) 5 K, (n) 20 K, (d) 40 K, (j) 65 K. The solid
lines in ~a! are included as reference lines with the indicated slopes.
~b! The surface resistanceDRS of sample No. 1 at 2 T as a function
of frequency at four different temperatures plotted on a log-log
scale: (s) 5 K, (n) 20 K, (d) 40 K, (j) 60 K. The dashed lines
show the fits of the 5 K and the 60 K data to the random potential
model. The inset to this graph showsDXS / f n vs f n predicted for the
T540 K fit of Eq. ~16! for the first few f n .
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Fig. 8. The similarity of the slopes of theDRS / f n
1.2 vs T

curves in Fig. 8 indicates that the component ofDRS which
has the strong linear temperature dependence grows like
f 1.2. If the data were plotted asDRS / f

1.4, the slope of the
f51.23 GHzdata, would be 74% greater than that of the
f519.5 GHz data. The slight spreading in the curves may
reflect an error in the exponent 1.2 or it may result from an
additional component ofDRS from the pinned vortices de-
noted byDRS,a which has a frequency dependenceDRS,a
} f 2 and is not strongly temperature dependent. The scaling
in the DRS data suggests thatDRS5RS,th1RS,a where
DRS,th} f 1.2 results from the activation of vortices between
metastable states andDRS,a results from strongly pinned
vortices.

V. COMPARISON WITH OTHER RELATED WORK

This work comprehensively characterizes and explains the
low-temperature behavior ofZS in high-Tc films in the
mixed state at frequencies between 1 and 20 GHz as a func-
tion of temperature. We have shown that the theories for
ZS which assume uniform vortex pinning can be made to fit
our data; however, while it is expected thatUP should de-
crease with increasing temperature12,13,30,37,38the fits of our
data to a model which assumes a uniform pinning energy
yield aUP that must rise linearly with temperature. Further,
as discussed previously, the values ofUP'7kT generated by
the fits suggest that the low-frequencyDRS , and therefore
the overall frequency dependence ofDRS , should be a
strong function of temperature and sample characteristics.
This is not exhibited in our data, which instead indicate that
a component ofDRS} f 1.2 is fundamental to these disordered
materials in the mixed state over a broad range in tempera-
ture and frequency.

The values ofaP we determined atf.7.3 GHz are sum-
marized in Table I. Both the low-temperature magnitudes and
temperature dependences ofaP are similar to those obtained

by other authors. Wu and Sridhar30 found aP(0) to be
2.23105, Pambianchiet al.4 found aP(0) to be 2.73105,
and M. Golosovskyet al.28 foundaP(0) to be 3.03105, all
in units of N/m2. The Wu and Sridhar30 data imply thataP is
field independent atB,0.1 T. They also found that the tem-
perature dependence ofaP at low temperatures was qua-
dratic in agreement with Eq.~10!. The present work, Golos-
ovsky et al.28 and Pambianchiet al.4 all find aP to be field
independent and to have a strong linear component in the
temperature dependence ofaP at low temperatures.

There has been very little previous work characterizing
the frequency dependence of vortex-inducedZS over a fre-
quency span as large as that in the present work. Golosovsky
et al.28 and Pambianchiet al.4 made their measurements at
5.5 GHz, and 11 GHz, respectively, and could not measure
frequency dependences. However, Yehet al.31 found reason-
able agreement with the Coffey-Clem model at the frequen-
cies of 12 and 18 GHz. They studiedc-axis epitaxial films of
YBCO and Nd-Ce-Cu-O on LaAlO3 substrates in sapphire-
ring resonators and found aDRS} f 2 dependence at low tem-
peratures. TheDRS; f 1 relationship has been observed in
YBCO single crystals by Wuet al.43 and Fischer44 in their
measurements of the frequency dependence of high-Tc ma-
terials from 10 to 600 MHz. They where unable to fit their
data to models such as the Coffey-Clem model. However,
since they obtained their results nearTc , they interpreted
their data in terms of vortex glass theories.45Wu et al.46 also
obtained a DRS; f 1 dependence up to frequencies of
'20 GHz at temperatures nearTc and they also attributed
their results to collective effects. Powellet al.35 have studied
the temperature dependence ofZS at 8 and 16 GHz. They
obtained a frequency and temperature dependence ofDRS
similar to those obtained in the present work, and suggest
that their results may be understandable in terms of models
which include flux creep. Additionally, Revenazet al.19 in
earlier work in this research group found atT54.2 K the
same frequency dependence forDRS as that found in this
work, and attributed it to flux creep resulting from a single
small activation energy of roughly 40 K. The work reported
here extends this early work and, because of the measured
temperature dependence of the present work, additional fea-
tures were required for the model to fit the data.

VI. DISCUSSION

Although the fits of the Coffey-Clem model to the fre-
quency shift data in Fig. 3 and Fig. 4 yield reasonably good
agreement iff P@20 GHz, the fits of this model to theDRS
data lead to several inconsistencies as explained below. The
first inconsistency is in the behavior of the parameterf P . In
the two samples the fits of the Coffey-Clem model to the
high-frequencyDRS data at the lowest temperature~5 K!
suggest thatf P'65 GHz. As the temperature increases, the
high-frequencyDRS increases. In models which assume uni-
form vortex pinning, this requiresf P to decrease to values of
,20 GHz forT>40 K in sample No. 1. However, theDXS
vs f n data, such as that shown in Fig. 4, directly contradict
this, showing thatf P remains higher than 40 GHz for the
majority of vortices in both samples forT<40 K. The higher
values off P;200 GHz from theDXS vs f n data are consis-
tent with the value off P calculated fromh in Eq. ~8! and the

FIG. 8. TheDRS of sample No. 1 divided byf
1.2 at temperatures

from 5 K to 40 K in 5-K intervals for five different frequencies:
(j) f51.23 GHz, (d) f52.43 GHz, (n) f56.15 GHz, (h)
f511.1 GHz, and (s) f519.5GHz. The points are offset in tem-
perature for clarity in presentation.
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empirically determinedaP in Eq. ~19!.
The second inconsistency is in the sample and tempera-

ture invariance of the frequency dependence ofDRS . If
DRS is determined by a model with a uniform pinning po-
tential @Eq. ~15!#, then the low-frequencyDRS is determined
by a single activation energy. SinceUP'7kT, DRS should
have a strong exponential temperature dependence at low
frequency. The high-frequency dissipation predicted by Eq.
~15! should have the temperature dependence off P3aP ,
which will generally be much weaker. As a result, the fre-
quency dependence ofDRS should be sensitive to tempera-
ture. BecauseUP should be a function of the sample charac-
teristics, the frequency dependence ofDRS which is very
sensitive to UP /kT should vary significantly between
samples, but our data do not exhibit these variations.

The third difficulty presented by the fits of theDRS data
to this model is the behavior ofUP . The fits ofDRS to the
Coffey-Clem model accommodate the sample and tempera-
ture invariance of the frequency dependence ofDRS by
yielding a pinning energy which rises linearly with tempera-
ture (UP'7kT), in contradiction to other work12,30,37,38and
in contradiction to theT dependence we infer forUP(T)
from aP(T) @Eqs. ~9! and ~19!#. Our data suggest that the
rise inUP with T is an artifact arising from the use of a sum
of DRS} f 0 andDRS} f 2 components to fit data which have
a dominantDRS} f 1.2 behavior.

The random potential model reproduces all of the features
of the frequency and temperature dependence of bothRS and
XS without any of the difficulties arising from the fits to the
uniform potential model. The principal problem in the fits to
the random potential model is the difference between the
predictedRS; f 1 dependence and theRS; f 1.2 dependence
of the data. Increasing the complexity in the functional forms
of the fitting parameters, particularlyg(Ub), would allow
more careful adjustment of the temperature dependence of
ZS but does not significantly affect the frequency dependence
predicted by the model.

TheRS; f dependence of the random potential model is
common in overdamped systems with negligible mass such
as the vortex system. It results from a distribution of charac-
teristic frequencies whose contribution toxac is approxi-
mately proportional to 1/f . This distribution is common in
disordered systems containing metastable energy
states.16,39,47–50 If the characteristic frequencies are
f th5 f aexp@2Ub /kT# and the probability of a given energy
barrier is g(Ub), then the distribution off th would be
g(Ub)/ f th so that ifUb were distributed smoothly,DRS; f .
The characteristic frequencies in this model can be thought
of as being determined by an activated viscosity.48 Therefore,
the frequency shift data which reflect primarily the vortex
restoring force constantaP ~see Figs. 3 and 4! will not be
affected significantly by this dissipation mechanism. Two
principal effects which are seen in our data result from the
increased vortex polarizability due to the small number of
vortex segments which are thermally activated between
metastable states. The first effect is a reduction in the vortex
contribution to the kinetic inductanceLk with increasing fre-
quency, since fewer vortex segments will hop between meta-
stable states quickly enough to remain in phase withH rf .
This reduction inLk results in aDXSwhich is sublinear inf ,

particularly at low frequencies and higher temperatures
where vortex activation is more important~Fig. 4!. The sec-
ond effect is that vortex activation at higher temperatures
causes the measured low-frequency vortex restoring force
aP(T) to be smaller than that which results from the linear
motion of vortices in their potential wells. As a result, the
DXS / f n}1/aP decreases asf increases~Fig. 3!. Part of the
temperature dependence in the empirically determined
aP(T) given by Eq.~19! results from vortex activation, and
reflects the shape of the distributiong(Ub).

Both this model and the fits to the Coffey-Clem model
assume low values of vortex pinning energies to account for
the significant levels of low frequency dissipation in these
samples~see Fig. 5!.19 dc magnetization measurements and
other very-low-frequency measurements of vortex dynamics
tend to probe vortex displacements greater than the vortex-
vortex separationa05(f0 /B)

1/2 and therefore energies,
which are generally associated with plastic deformations of
the vortex lattice and yield characteristic energies2 of
;5000 K. However, in the frequency range between 1.2 and
20 GHz, typical vortex displacements are much smaller and
therefore the corresponding energy variations are smaller.18

Since the value ofaP that we find from frequency shift data
is independent of magnetic field, and sinceDRS is found to
increase roughly linearly with field,16 we conclude that the
pinning of the vortices is predominately due to the interac-
tion of their cores with sample defects rather than through
vortex-vortex interactions. For these reasons we conclude
that the vortices studied in this work are pinned in the single-
vortex limit.19 In this limit, there has been considerable theo-
retical and experimental work to determine the vortex exci-
tation energies.3,51,52The lattice energies which result from
the motion of segments of vortex cores of lengthl with re-
spect to the rest of that core are tilting energies, and are
characterized by a tilt modulus19,51,53

C44'
A3Bf0

4pGm0l i
2 , ~20!

whereG5l' /l i'5 is an anisotropy factor. The energy of
displacementU tilt of a vortex segment of lengthl by a dis-
tancej is

U tilt'C44Vc~j/ l !2, ~21!

whereVc is the correlated volume of the vortex lattice.54 In
the single-vortex limit,Vc'a0

2l , wherea05(f0 /B)
1/2. For

j, l,a0 , U tilt has typical energies of about 5–100 K.
The energies associated with the motion of vortex seg-

ments with respect to other vorticesUshearare even smaller
thanU tilt . TheUshearare determined primarily by the vortex-
lattice shear modulus.3,51For j, l,a0 and for displacements
of roughly j, these energies are only a few kelvin. Because
UshearandU tilt are small, the interaction energies of the in-
dividual vortex cores with pinning sites in the samples are
the most important. Among the mechanisms responsible for
core pinning, point defects such as oxygen vacancies or
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atomic interstitials have been shown to be important.3,10–12

The density of point defects in high-Tc materials is believed
to be high enough so that a segment of a vortex core will
contain several such defects per copper oxide layer,3 and the
defects have volumesDv!j3 and pinning rangesr f;j. The
pinning energy of a point defect is small and depends on the
nature of its interaction with the vortex core. In the simplest
models, the pinning energy of a single defect is determined
by the amount of condensation energy it displaces,
Ud'Dvm0Bc

2 , with a low-temperature value of about 2 K
and a temperature dependence principally determined by that
of Bc

2 which is given in Eq.~10! for aP .
More sophisticated models treat the effect of quasiparticle

scattering by the defects.55,56The scattering produces defor-
mations of the order parameter up to lengths of;j, and it is
energetically favorable for the strong variations of the order
parameter of the vortex core to coincide with those of the
defect. In these models, individual defects produce low-
temperature pinning energies proportional to the defect’s
cross sectionDa times j, and soUd'jDamBc

2'10 K.12,56

This numerical value depends on the material’s ‘‘dirt param-
eter’’ j0 / l scwherel sc is the quasiparticle mean free path and
j0'0.74j i(0).

3 This pinning energy has a temperature de-
pendence which is approximately equal to that ofaP in Eq.
~11!. At low temperatures this mechanism for vortex pinning
has a temperature dependence which is similar to what we
measure foraP ; however, its overall temperature depen-
dence is too strong to explain our results~Fig. 4!. The accu-
racy of this form foraP relies on the relative absence of
background scattering from other defects, and as the dirt pa-
rameter increases above unity, the pinning energies are re-
duced. The spatial dependence of a defect pinning energy is
roughly55,56 U(r )}exp$21.5r 2/j2%, and the effective pin-
ning energy is generally taken to be determined by the varia-
tions in the defect density. A density ofn defects per vortex
core segment yields a mean pinning energy
'AnUdefect.

55,56

The actual vortex pinning potential results from a random
sum of the collective energiesUshearandU tilt and the poten-
tial which results from the random distribution of sample
point defects whose pinning range is'j. Therefore, it is
improbable that the resulting potential is uniform as is as-
sumed by models such as the Coffey-Clem model. The short
characteristic pinning lengths and low pinning energies of
randomly distributed point defects make it likely that many
of the vortex segments are pinned in local energy minima
which are separated from other minima by distances'j and
by energy barriersUb as small as only a few kelvin. The
characteristic frequencies for thermally assisted transitions
between metastable states could then be in the range of the
frequency of the applied rf signal for an appreciable number
of vortex segments at all measured frequencies and tempera-
tures.

A more detailed solution of the problem of a system of
vortices moving between metastable states in a viscous me-
dium would probably produce additional high-frequency
losses which would modify Eq.~16! and may result in the
DRS} f 1.2 dependence we measure rather than theDRS; f 1

predicted by Eq.~16!. In addition, a more careful treatment
of the effect ofh on the distribution of characteristic fre-

quencies would better define the temperature and frequency
range in which the Koshelev-Vinokur model is valid.

VII. CONCLUSION

We have presented measurements of the microwave sur-
face impedanceZS for YBCO thin films in the mixed state.
Measurements were obtained in static magnetic fields well
aboveBc1 as a function of frequency from 1.2 to 22 GHz at
temperatures from 5 to 65 K. Our results show that we are
studying the interactions between individual vortex cores and
pinning sites in the YBCO films and not collective long-
range interactions between vortices. We have found in these
frequency, field, and temperature ranges that most of the vor-
tices are pinned in potentialsUP@kT and that their motion is
consistent with most theories of vortex dynamics.13,14,16,57

These vortices oscillate in potential minima with an ampli-
tude described by a vortex restoring force constantaP whose
temperature and field dependence is largely consistent with
the previously published theories discussed above@Eqs.~10!
and~11!#. However, theDRS} f 2 energy dissipation by these
strongly pinned vortices is not the dominant contribution to
DRS in these films. Instead, a dominantDRS} f 1.2 is mea-
sured at all frequencies, fields, and temperatures. This fre-
quency dependence inDRS is consistent with a vortex sus-
ceptibility xac which results from an approximately 1/f
distribution of characteristic damping frequencies. Such a
distribution is common in disordered systems and results
from the rates of activation over a slowly varying distribu-
tion of energy barriers between metastable system states.

We have investigated the vortex dynamics in the low-
power linear regime at frequencies approaching the expected
pinning frequency of;1011Hz. Since f th}exp2Ub /kT and
the magnitude ofDRS( f ) are proportional to the number of
vortex segments for whichf th' f , measurements at lower
frequencies will provide insights into the number of vortex
states which have a largerUb and therefore yield information
about the shape of the distributiong(Ub) at higherUb . In
order to studyg(Ub) at higher energies, lower-frequency
resonators have been designed. An extension of this work to
higher-microwave-power levels would allow a separate
probe of the nature of the distribution of energy barriers and
the origin of the 1/f distribution of characteristic frequencies.
As a further test of the mechanism we plan to perform mea-
surements at lower temperatures (<2 K! which will allow
one to better understand the thermal diffusion of vortices.
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