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A model for the glass transition in a heating process has been proposed. In the model, noncrystalline solids
are assumed to be assemblies of pseudomolecules or structural units. When the noncrystalline solid is heated,
a bond breaking process becomes dominant compared with a rebinding process of broken bonds. At high
temperature, successive bond breaking causes the fragmentation of the solid and the fragment size becomes
smaller as the temperature further increases. Consequently, the solid begins to show some viscous behavior
when the fragment size reaches a critical value. To construct mathematical expressions for the fragmentation
model, we employed a simple rate equation for the bond breaking process first and then obtained the tempera-
ture dependence of dangling bond density in a noncrystalline solid. Second, the expressions for the fragment
density and size as a function of temperature were obtained based on the following assumptions:~1! bond
breaking takes place mainly at the boundaries between pseudomolecules,~2! once buds of microcracks are
generated, successive bond breaking occurs mostly at the tip of the microcracks, and~3! the fragments are
Voronoy polyhedra. Finally, the diffusion coefficient in the system was obtained by assuming the vacancy
mechanism in solids and then the temperature dependence of viscosity was derived through Stokes-Einstein
relation. To examine the present model, applications of the model to the phase changes ofa-Si in heating
processes are carried out and the results were discussed.

I. INTRODUCTION

The term ‘‘glass’’ is often distinguished from the term
‘‘amorphous,’’ since the glass transition is observed for the
former in conventional thermodynamical measurements
whereas the latter does not exhibit the glass transition and
cannot be obtained by the conventional melt-quench method.
Moreover, the preparation method for both is different, that
is, glasses are usually prepared by quenching from a molten
state, while amorphous solids are generally obtained in the
film by the condensation from a vapor phase, e.g., by
vacuum evaporation, sputtering, and chemical vapor
deposition.1

For the ability of glass forming, a number of models
based on structural or kinetic aspects have been proposed
since long ago. One can date back to 1926 when Gold-
schmidt presented the condition for binary ionic glass
formers.2–4 In 1932, Zachariasen introduced the idea of a
continuous random network to the modern glass science.2 In
his paper, Zachariasen made several structural requirements
for oxide glass formation, e.g., cations are surrounded by
oxygen tetrahedra or triangles, the oxygen tetrahedra or tri-
angles share only corners, and some oxygen atoms are linked
to only two cations and do not form further bonds with other
cations. Recent remarkable structural consideration for glass
forming ability for materials formed by covalent interatomic
forces may be a model proposed by Phillips.5 He thought that
materials had high ability of glass forming when mechanical
constraints as a function of an average coordination number
is equal to the degree of freedom associated with bond
stretching and bond-bending interactions, and showed that an
optimum coordination number for the randomly bonded co-
valent network would be 2.45. This model explains that
many chalcogenide systems easily vitrify and tetrahedrally
bonded solids are hard to vitrify.

Recently, however, hyperquenching has been attained us-
ing the melt-spin technique6 and pulsed laser irradiation,7 so
that the glass forming ability has been expanded to those
materials that cannot be vitrified by conventional melt-
quench methods. For example, many metallic glasses are
prepared by the melt-spin technique with the cooling rate
more than 105 K/s,8 and tetrahedrally bonded amorphous Si
~a-Si! can be directly produced from liquid Si in a cooling
rate more than 109 K/s.9 The cooling rate is, thus, considered
a predominant factor in vitrification, so kinetic approaches
are important. The kinetic approaches to the glass forming
ability are generally described by the conditions of avoiding
crystal growth, since materials can vitrify in the conditions
where both of the crystal nucleation and its stable growth are
not attained.3 Although these models do not provide a simple
index for the glass forming ability as Phillips’ model does,
the role of the cooling rate in the glass forming processes has
been introduced phenomenologically in terms of the mini-
mum~or critical! cooling rate for vitrification. Noncrystalline
solids, which are in nonequilibrium states, exhibit phase
transitions such as the glass transition and/or the crystalliza-
tion in heating processes. These transitions are not uniquely
determined by thermodynamic variables.10 They are depen-
dent on the heating rate,11 so in phase transitions involving
nonequilibrium states the heating rate must be one of the
important factors controlling the transition. A model for the
heating rate dependence of crystallization temperatureTc has
been developed based on the temperature dependence of the
induction time for nucleation and of the critical size for
stable growth of the nucleus.11 On the other hand, the mecha-
nism of the glass transition is still not clear, so various as-
pects around the glass transition remain to be solved.

The most distinctive feature in glass transition phenomena
may be a large change in viscosity.12 It is known that the
viscosity in glass forming materials varies 15 orders of mag-
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nitude between its molten and glassy states. To explain such
a drastic change in viscosity, many theories have been devel-
oped based on distinct microscopic models, in which ‘‘free
volume,’’13 cooperative rearrangement of a group of
molecules14 or other molecular-scale processes15–17are con-
sidered. Phenomenological models based on the relaxation
equation have also been developed.18 These theories describe
fairly well nonlinear and nonexponential structural relax-
ation. More recently, computational experiments on glass
transition using molecular dynamics16 and mode-coupling
theory17 have been intensively studied. These theories are,
explicitly or implicitly, based on the systems composed of
definite units~molecules or atoms! as a hard sphere which
interact each other through spherically symmetric potential.
Computational experiments using these theories showed the
drastic change in macroscopic dynamics of molecules~or
atoms! around the glass transition temperature.19 The results,
however, appear not to be applicable to many of inorganic
glasses, since it is difficult to find such a suitable unit in
those glasses at around the glass transition temperature al-
though such a unit is defined at higher temperatures around
the melting point. The nature of the glass transition is very
complex. Another important aspect of the glass transition
concerns the thermodynamical interpretation. No single
theory that has been advanced so far is capable of accounting
for all aspects of the glass transition. An insight is, thus,
necessary to give a sudden decrease of viscosity above the
glass transition temperature.

In this paper, a kinetic model for the structures of non-
crystalline solids in the heating processes is proposed. This
model is based on the fragmentation of the continuous ran-
dom network. In fact, some experimental results suggest the
fragmentation in a system above glass transition
temperature20 and therefore the concept of fragmentation in a
system could be applied. Using this concept, the softening
processes even for tetrahedrally bonded amorphous networks
can be given. Further, some applications of this model to
macroscopic phenomena ina-Si in the heating processes are
also presented.

II. A MODEL FOR THE GLASS TRANSITION
IN NONCRYSTALLINE SOLIDS

Noncrystalline solids formed with covalent bonds contain
a number of weak bonds and dangling bonds.21 At high tem-
peratures, bond breaking takes place briskly. Successive
bond breaking is expected to reduce noncrystalline materials
into fragments. As a result of the fragmentation, cohesive
energy in the fragmentized system more or less decreases, so
viscous behavior of the system would change drastically.

To construct the fragmentation model, the following as-
sumptions have been made.~1! Noncrystalline solids are ba-
sically assemblies of pseudomolecules.~2! ‘‘Pseudomol-
ecule’’ is a cluster having a disordered lattice in which the
valence requirement of constituent atoms is satisfied. That is,
pseudomolecules have no definite defects such as under or
overcoordinated atoms inside.~3! However, there exist de-
fects in the boundary regions between pseudomolecules.

Although there is no direct evidence of a pseudomolecule,
there is some relevant information suggesting the presence of
the pseudomolecules. That is, infinite continuous random

networks with no defects such as under and/or overcoordi-
nated atoms have not been found so far,22 and such an infi-
nite continuous random network has not been generated even
by computer experiments.23 These results suggest that ran-
dom networks having no definite defects cannot exceed a
certain dimension. Conversely, a defect-free amorphous
structural unit, of which dimension is smaller than a certain
value, could be made up of continuous random networks.
Such a unit may be called a pseudomolecule. The dimension
and the shape of a pseudomolecule may be irregular and
depend on constituent atoms. Ina-Si, for example, Polk’s
model consisting of;500 atoms24 could be applied to the
pseudomolecule. It is, therefore, plausible that macroscopic
noncrystalline solids are assemblies of pseudomolecules. In
most cases, pseudomolecules would not exhibit clear fea-
tures, since their boundary regions are also composed of ran-
dom networks. There exists, however, much strain hence
various defects in boundary regions. It is, thus, expected that
amorphous solids involve networks of latent cracks. Bond
breaking, therefore, produces cracks running along bound-
aries between pseudomolecules and at last causes the frag-
mentation of random networks, if the crystallization does not
intervene.

A. Bond breaking processes

For simplicity, the bonding system is assumed to be rep-
resented by one sort of bonding mechanism. In noncrystal-
line solids, thermal excitation of electrons from the bonding
state to the antibonding state would result in producing pairs
of broken bonds, since there exists large strain in noncrystal-
line solids. The rate of bond breaking increases with tem-
perature and is expected to be proportional to the density of
bonds. Some pairs of broken bonds will rebind again, so the
rate of rebinding of dangling bonds is expected to be propor-
tional to the number of pairs of broken bonds. Therefore,
rebinding processes proportional to the square of broken
bonds, i.e., bimolecular processes, would be neglected.

Taking these reactions into account, the total number of
bonds per unit volume as a function oft, N(t), could be
expressed by a following rate equation:

2
dN~ t !

dt
5kfN~ t !2

1

2
krnD~ t !, ~1!

wherenD is the number of dangling bonds per unit volume,
and kf and kr are forward ~bond breaking! and reverse
~rebinding! rate constants.kf and kr are given by the
Arrehnius forms, that is, kf5F exp(2Ef /kBT) and
kr5R exp(2Er /kBT). Here,F andR are frequency factors,
Ef andEr are the activation energy for bond breaking and
rebinding, respectively,kB is the Boltzmann constant, andT
is the temperature. SinceN(t)5N02(1/2)nD(t), whereN0
is the total number of covalent bonds in amorphous materi-
als, Eq.~1! yields

dnD~ t !

dt
52~kf1kr !nD~ t !12kfN0 . ~18!

Let us suppose that the system is heated at a constant
heating ratea. The temperatureT at time t is, then, ex-

53 3125MODEL FOR THE GLASS TRANSITION IN AMORPHOUS . . .



pressed byT(t)5Ti1at. Thus Eq.~1! with respect to timet
is converted to a differential equation with temperatureT:

dnD~T!

dT
52

1

a
@kf~T!1kr~T!#nD~T!1

2N0

a
kf~T!. ~2!

The solution to Eq.~2! is given by

nD~T!5@C~T!1ND
0 #expF2

1

a E
T0

T

@kf~x!1kr~x!#dxG ,
~3!

C~T!5
2N0

a E
T0

T

kf~x!expF 1a E
T0

x

@kf~z!1kr~z!#dzGdx,
~4!

whereND
0 is a dangling bond density atT5T0.

B. Fragmentation

As temperature increases, fragmentation processes due to
bond breaking would proceed as follows. Bond breaking oc-
curs mostly in the boundary regions between pseudomol-
ecules, although it takes place even in pseudomolecules at
high temperature. Once buds of microcracks are generated,
successive bond breaks take place mostly at the tip of the
microcrack. Microcracks spread branches out along the
boundaries between pseudomolecules, so materials would
break into fragments when the dangling bond density
reached a certain level. The number of fragments, thus, in-
creases and their average dimension decreases with tempera-
ture. It is, however, not necessary to break all bonds on the
surface of the fragments to create fragments. The progress of
the fragmentation would depend on amorphous structures
and the bonding scheme. For example, if bond breaking oc-
curs almost independently here and there, microcracks can-
not be formed until the dangling bond density reaches a rela-
tively high level. In the extreme case, the fragmentation
would produce pseudomolecules at once. If pseudomolecules
are stable enough, the fragmentation will stop when the sys-
tem breaks into pseudomolecules. On the other hand, the
fragmentation will proceed until the system breaks into at-
oms in the case of unstable pseudomolecules. The fragmen-
tation processes in real systems may be somewhere between
these cases depending on microscopic structures and bonding
scheme of materials. In any case, the fragmentation would
occur rather suddenly when the dangling bond density
reaches a critical value.

The number and the average size of fragments can be
approximately estimated from the density of dangling bonds
as follows. For the present, let us suppose that the system is
fragmentized inton3 irregular-surfaced polyhedra. Frag-
ments could be regarded as Voronoy polyhedra which are
produced from randomly distributedn3 sites. The surface
area ofn3 Voronoy polyhedra may be estimated by replacing
them with Wigner-Seitz cells about close packed~twelvefold
coordinated! lattices. This will hold well in those solids com-
posed of isotropic random networks. The surface areas of
Wigner-Seitz cells about close packed lattices are all;5.4/n2

cm2 when the volume of Wigner-Seitz cell is 1/n3, so the
cracked area to createn3 fragments is approximated to be
[5.4/n2][( n21)3/2]. The fragments also contain internal

cracks of which area is assumed to be comparable to their
surface area at the onset of fragmentation. Thus the number
of dangling bonds required to producen3 polyhedra could be
given by

nD52~2.7n!Nasj~11 f !, ~5!

whereNa is the atomic density on the cracked surfaces,j the
average number of bonds per one atom on the cracked sur-
faces,s the correction factor for surface irregularity of poly-
hedra, andf the numerical factor to count dangling bonds
inside fragments. Internal cracks are expected to reduce to
zero as the fragment becomes smaller, so we adopt exp[2(n
2a)/b] as f , wherea andb are constants. ThusNF(5n3)
can be determined as a function ofnD .

Once NF is obtained, the most probable value for the
fragment sizê d&, which could be taken as the average di-
mension of fragments, is given by

^d&5zS p

6
NFD 21/3

, ~6!

wherez is a correction factor for the shape of the fragment
and for simplicityz is taken to be unity.

As the fragmentation proceeds,NF increases to the atomic
density of the amorphous solid,n0, for the system of the
weak pseudomolecule. On the other hand, in the case of the
stable pseudomolecule, the maximumNF is the density of
pseudomoleculesNPM. There would be the minimumNF ,
that is, there must be a critical value ofnD to cause the
fragmentation.

These fragmentation processes should be modified for
those noncrystalline solids with pseudomolecules having lay-
ered and/or chain structures.

C. Diffusion constant and viscosity of the fragmentized system

One can expect that amorphous solids exhibit drastic
changes of viscosity with the fragmentation. It is, however,
difficult to estimate quantitatively viscosity of those systems
in which the dimension of fragments is distributed and their
shapes are irregular. Moreover, the character of cohesive en-
ergy of the fragmentized system might change with progress
of the fragmentation. At present, we do not have effective
means to estimate the distribution and irregularity in those
systems, so we try to estimate viscous behavior of the frag-
mentized systems using a simplified model. We assume that
in the fragment system viscosity is related to the diffusion
coefficient through the Stokes-Einstein relation, in which the
diffusion constant defined for the fragment with an average
size is applied. The contribution of fast diffusion of small
fragments to viscosity would be small, and viscosity is ex-
pected to be controlled mainly by the mobility of those frag-
ments with the average dimension^d& given by Eq. ~6!.
Hence this assumption may be a fairly good approximation
to viscosity of the fragmentized system. Then, we first cal-
culate the diffusion constant of the fragment with the dimen-
sion of ^d&.

The systems composed of fragments are considered to
involve holes which correspond to vacancies in crystalline
solids, as pointed out by Hirai and Eyring.25 If the dimension
of the hole is assumed to be equal to the average size of
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fragments, the equilibrium density of holes is determined by
minimizing free energy associated with the introduction of
holes. The change in entropy due to the mixing of holes and
fragments must be much larger than the change of vibra-
tional entropy caused by the formation of holes. Thus the
equilibrium density of holes in the fragmentized system,nh ,
is given by26

nh5NFexpS 2
Eh1Pvh
kBT

D , ~7!

whereEh is the average hole formation energy,P the pres-
sure, andvh the volume of the hole. In usual conditions,Pvh
is far smaller thanEh , so Pvh can be neglected. On the
analogy of the vacancy mechanism in diffusion
phenomena,27 the self-diffusion coefficient̂D& in the frag-
mentized system could be written as

^D&5
2NF

n0
un0~k^d&!2expS 2

Eh1Ej

kBT
D , ~8!

wheren0 is an average jump frequency of fragments,Ej the
average fragment jump energy,u a numerical factor associ-
ated with the number of available jump sites, andk a nu-
merical factor of the order of unity, sincek^d& represents a
jump distance of fragments.u is expected to be around 1/6
on the analogy of crystalline lattices.n0 of the fragmentized
system could be expressed by

n05v0S 2NF

n0
D 1/3, ~9!

wherev0 is the Debye frequency of the amorphous solid.
Eh andEj are determined by the cohesive energy in the

fragmentized system. Even if the fragments have chemically
stable surfaces because of surface reconstruction, there exists
a weak attractive potential which originates from the induced
dipole-dipole interaction. In this case, the potential energy is
expected to be proportional to the molecular size.28 If the
density of residual bonds on the surface of fragments is not
zero or the fragments have reactive surfaces because of in-
complete surface reconstruction, the interactive force be-
tween fragments is proportional to the surface area of frag-
ments. Therefore,Eh and Ej could be expressed by the
power law of the fragment sizêd&:

Eh5^d&pe0 , ~10!

Ej5gEh , ~11!

wheree0 is the characteristic energy determined by the co-
hesive energy of the fragmentized system,p a positive num-
ber depending on the character of the cohesive energy, andg
a numerical factor. The exponentp ranges from 1 to 2 de-
pending on the cohesive energy between fragments.Ej is
usually a half ofEh ,

29 so g is taken to be 1/2. It should be
noted thatEh andEj decrease with the progress of the frag-
mentation.

Viscosity h is, now, obtained from the Stokes-Einstein
relation usinĝ D& and ^d&:

h5
kBT

2p^d&^D&
. ~12!

h is a function of temperatureT and the heating ratea, since
^D& and^d& are functions ofT anda. h begins to decrease
drastically just after the onset of the fragmentation, and gives
very similar temperature dependences of the empirical
Fulcher-Vogel-Tammann equation. Peculiar viscous behav-
iors of noncrystalline materials are, thus, successfully given
by the fragmentation model.

III. DISCUSSIONS

It was shown that the glass transition in noncrystalline
solids can be understood in terms of the fragmentation
model, in which noncrystalline solids are considered to be
assemblies of pseudomolecules. The fragmentation model in-
volves many parameters and assumptions, so the validity of
the fragmentation model should be examined by applying it
to viscous behaviors of noncrystalline solids. From this point
of view, a-Si is quite an interesting material, which has been
discriminated from glasses30 sincea-Si is normally prepared
in a form of thin films from vapor phase on substrates and it
does not exhibit the glass transition in thermodynamical
measurements such as conventional differential scanning
calorimetry. There are, however, some experimental results
suggesting thata-Si is a glass.31,32

The free energy ofa-Si, which is larger than that of crys-
talline Si, exceeds that of liquid Si at around 1400 K,33,34 so
that a-Si turns to liquid above;1400 K. The supercooled
liquid is metallic as well as molten Si.35 On the contrary,
transient enhanced diffusion in the ion-implanteda-Si sug-
gests that there exists the supercooled liquid state below
;1400 K ~Refs. 36–38! because of the fact that the activa-
tion energy for the diffusion is very small and that the diffu-
sion coefficients of impurities are almost the same indepen-
dent of the impurity species. The supercooled liquid state
below;1400 K does not exhibit metallic characters, so it is
expected to be fourfold coordinated. The fact thata-Si can
be obtained directly from a more than sixfold coordinated
metallic liquid by ultrafast quenching9 also suggests that
there exists a fourfold coordinated semiconductive super-
cooled liquid state between the metallic liquid and the semi-
conductive solid. However, three-dimensional amorphous
networks formed by fourfold coordinated atoms are so rigid
that they cannot exhibit fluidity in the high heating
processes.39

Both the supercooled metallic and semiconductive liquids
are in nonequilibrium transient states which appear in certain
temperature ranges during the fast heating or quenching pro-
cesses. In fact, the supercooled metallic liquid is observed
only when the heating rates are higher than;108 K/s.40 In
the case of the supercooled semiconductive liquid, the lowest
heating rate for appearance is inferred indirectly to be
10–102 from transient enhanced diffusion in ion-implanted
a-Si.37,38,41Whether the supercooled semiconductive liquid
states exist or not is an interesting subject ina-Si, so we
apply the fragmentation model toa-Si in order to know the
conditions of appearance of the supercooled semiconductive
liquid.

A. Bond breaking and the fragmentation of a-Si

The fragmentation processes due to bond breaking de-
scribed in the previous section can be directly applied to
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a-Si, since there exists only Si-Si bonds and almost isotropic
cracking is expected to occur. Numerical values used for
calculation of the dangling bond density are listed in Table I.
The activation energy for breaking the Si-Si bond ina-Si,
Ef , is estimated 2.5 eV~Ref. 42! and the frequency factorF
is taken to be the typical Debye frequency of solids.Er and
R are 1.32 eV and 9.03107 s, which are chosen to increase
the dangling bond density above;700 K, since the spin
density is reported to increase by annealing above 400 °C.43

The dangling bond densitynD was, thus, calculated from
Eqs.~3! and~4! using these values in Table I. Figure 1 shows
nD as a function ofT when a-Si is heated with various
heating ratesa.

The fragment density,NF , is calculated from Eq.~5! us-
ing numerical values listed in Table II. The atomic density on
the cracked surfaceNa , which is the average atomic density
on the arbitrary plane ina-Si, is estimated to be 1.3531015

cm22 from the atomic density in crystalline Si,n0~5531022

cm23!. The average number of bonds per one atom on the
cracked surfaces,j, is taken to be 1, since cracked surfaces
may be planes like a~111!. For simplicity, a correction fac-
tor, s, for irregularity in fragments is assumed 1. The con-
stantsa andb in f5exp[2(n2a)/b] are chosen to be 106

cm21 and 1.153106 cm21 to satisfy the assumption de-
scribed in Sec. III B.

The temperature dependence ofNF is shown in Fig. 2.NF
increases with temperature and strongly depends on the heat-
ing rate.NF and ^d& at the onset of the fragmentation are
calculated to be 1.731018 cm23 and 8.4 nm since we have
assumed that the fragments contain internal cracks of which

area is comparable to their surface area at the onset of frag-
mentation. The dashed line in Fig. 2 indicatesNF at the onset
of the fragmentation. The dimension of fragment^d& at the
onset of the fragmentation is reasonable, so the choice of the
function f with the condition of the onset of the fragmenta-
tion are considered to be appropriate.

B. Viscosity and the glass transition ofa-Si

Numerical values for calculation of the diffusion constant
and viscosity are listed in Table III. The values forj, k, u,
andv0 are those values given in the previous section. The
characteristic energye0 and the exponentp are chosen
3.03109 eV/cm1.5 and 1.5 to give reasonable diffusion coef-
ficient ^D&, hence to give 1015 mPa s toh at around 1100 K
in low heating rate. In fact,Tg of a-Si is expected to be
;1100 K at the heating rate around 102 K/s.11 The exponent
p must be larger than 1 because of remaining bonds on the
surface of the fragment and/or of incomplete surface recon-
struction. Therefore, ina-Si, 1.5 forp is plausible.

The temperature dependence of diffusion constant^D&
and viscosityh calculated from Eqs.~8! and~12! are shown
in Figs. 3 and 4, respectively. The dashed lines in Figs. 3 and
4 correspond to the point at which the fragmentation is ex-
pected to occur as shown in Fig. 2. Note thatNF , ^D&, andh
in Figs. 3 and 4 are valid after the fragmentation occurs and
before the crystallization takes place.^D& and h change
drastically after the onset of the fragmentation and they shift
to higher temperature as the heating rate increases. It should
be pointed out that the fragmentized system is a supercooled
liquid until it is reduced into atoms or crystallization inter-
venes.

The glass transition temperatureTg of noncrystalline sol-
ids are estimated as the temperature at which viscosity re-
duces to 1015 mPa s, soTg of a-Si is obtained from Fig. 4.
The heating rate dependence ofTg is drawn in Fig. 5, in

FIG. 1. Dangling bond densities ina-Si as a function of tem-
perature whena-Si is heated at various heating ratesa.

FIG. 2. Temperature dependence of the fragment density with
various heating ratesa. The dashed line indicates the onset of frag-
mentation.

TABLE II. Numerical values used for the calculations of the
fragment density and size.

Na ~cm22! j s a ~cm21! b ~cm21! z

1.3531015 1.0 1.0 106 1.153106 1.0

TABLE I. Numerical values used for the calculation of dangling
bond density ina-Si.

Ef ~eV! Er ~eV! F ~s21! R ~s21! N0 ~cm23!

2.50 1.32 2.031012 9.03107 1.031023
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whichTc , Tc8 , Tma , andTg8 are also shown.Tma is the melt-
ing temperature ofa-Si,31–34andTc is the solid phase crys-
tallization temperature which was calculated on phenomeno-
logical theory using the induction time for nucleation.11 Tc8
and Tg8 are the inferred glass transition and crystallization
temperatures above 102 K/s, which were estimated from ex-
perimental results.37,44 The calculatedTg of a-Si coincides
well with the inferredTg8 in the region ofa,103 K/s. It
should be emphasized that the fragmentation model gives the
heating rate dependence of the glass transition, and that the
glass transition ina-Si is, as seen in Fig. 5, observed only
when the heating rate is higher than 5310 K/s. This is be-
cause the crystallization precedes the fragmentation pro-
cesses whena,5310 K/s.45

The hole formation energyEh given bye0d
p is 2.1 eV at

Tg where^d& is about 8.0 nm, and decreases to 0.3 eV when
the fragment is reduced to the pseudomolecule of the size of
about 2.0 nm. These values are reasonable ones as the acti-
vation energy for viscosity of the system composed of frag-
ments. The fragment sizêd& atTg is very close to the value
at the onset of the fragmentation obtained above, so it can be
said that a set of parameters and assumptions made are on
the whole reasonable.

However, the results obtained are not fully satisfactory,
sinceTg increases rapidly so that it deviates from the in-
ferredTg8 as the heating rate increases. If the heating rate is

higher than 108 K/s, the supercooled semiconductive liquid
turns to the supercooled metallic liquid at around 1400 K.40

In other words,a-Si does not exhibit crystallization in the
high heating rate, and the crystallization temperature,Tc8 ,
between 102 and 108 K/s is expected to increase smoothly
from ;1100 to;1400 K as shown in Fig. 5, since the su-
percooled semiconductive liquid crystallizes below 1400 K
whena,108 K/s.40,44 The glass transition temperature must
lie below the crystallization temperature, butTg rises above

TABLE III. Numerical values used for the calculations of diffu-
sion coefficient and viscosity ina-Si.

n0 ~cm23! k u v0 ~s21! e0 ~eV/cmp! p g

5.031022 1.0 0.16 3.031012 3.03109 1.5 0.5

FIG. 3. Diffusion coefficient ofa-Si as a function of tempera-
ture whena-Si is heated at various heating ratesa. The dashed line
corresponds to that shown in Fig. 2.

FIG. 4. Viscosity ina-Si calculated from Eqs.~10! and~14! as a
function of temperature. The dashed line at which the viscosity is
1015 mPa s indicates the glass transition condition.

FIG. 5. The transient phase diagram ofa-Si.
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Tc8 at around 10
4 K/s. The discrepancy betweenTg andTg8 in

the high heating rate region is considered to be due not to
unsuitable choice of parameters. Here, we do not discuss the
propriety of each parameter to avoid a long boring discus-
sion. It should be, however, stated that one can bringTg
close toTg8 using other parameters than those listed in tables.
Unfortunately a set of such parameters involves unreason-
able ones or induces other difficulties. For example, smaller
Ef andEr greatly improve the behavior ofTg in the high
heating rate region, but the spin density at low temperatures
becomes unreasonable. Therefore, the discrepancy between
Tg andTg8 should be ascribed to other causes.

Intense light beam from a flash lamp or a pulsed laser is
used to attain the extremely steep heating rates. Thermalliza-
tion processes of photoexcited carriers, of the order of 10213

s,46 are fast enough to raise lattice temperature even in ex-
tremely steep heating rates. However, photoinduced bond
breaking would be dominant in higher heating rate processes,
since probability of rebinding of broken bonds produced by
photoirradiation would become smaller as the heating rate
increases. Intense photoirradiation, therefore, enhances the
fragmentation so that the glass transition temperature re-
duces.

In the present model, only thermal bond breaking is taken
into consideration. Thus the discrepancy betweenTg and
Tg8 in the high heating rate region is not due to the intrinsic
defect of the present model. As far as the fragmentation is
caused by heat, the present model is expected to hold well. If
photoinduced effects are involved in the fragmentation pro-
cesses, the situation will be improved. This subject remains
to be studied.

Problems concerning irregularity in shape of the frag-
ments and their size distribution are also very important. Ac-
tual fragments must be irregular-surfaced polyhedra and their
sizes must be distributed in a wide range. Viscosity must be
affected by both irregularity in shape of the fragments and
their size distribution. At present we have no means to esti-
mate the size distribution of fragments. It is desirable to de-
velop the method of direct estimation of fluidity of the sys-
tem composed of irregular fragments.

Finally, we will compare the fragmentation model with
alternative models. Many models accounting for the glass
transition phenomena are generally associated with a cooling
process from liquid, which is of course useful for a glass
forming technology. The mode coupling theory~MCT! based
on fluctuating nonlinear hydrodynamics has been successful
in explaining the sequence of time relaxation for dense fluids
in a cooling process.17 MCT deals with the density correla-
tion function involving the information about the time de-
pendence of the local structure in a fluid. On the other hand,
the present model is concerned with heating processes from
solid, where the diffusive motion of particles changing their
size with temperature is treated. Although the approach of
the present model is quite different from MCT, some simi-
larity can be seen. For example, the temperature dependence
of viscosityh, which is directly related to thea-relaxation
process, calculated by the present model also exhibits similar
behavior to that predicted by the MCT, i.e.,
h5h0(T/Tx21)2a.12 Further, MCT describes some solidlike
behavior or cooperative motion of molecules well above

Tg(51.3Tg).
12 This can be easily understood in terms of

clustering processes as a reverse process of the fragmenta-
tion. Thus the viscous behavior of glasses in the glass tran-
sition could be ascribed to the appearance of some molecular
or atomic groups, or of fragments. The character of intermo-
lecular or interatomic potential may be different from that of
molecular groups or atomic groups appearing in glass tran-
sition, especially for network glasses, so that the change in
the character of cohesive energy should be taken into ac-
count in the glass transition. Such a situation is involved in
the fragmentation model, while it is not involved in MCT
and molecular dynamic simulation.

It is worth noting that the entropy of the fragmentized
system increases as the fragmentation proceeds and at last
reaches that of the liquid state. Partial release of fragment
motions such as the rotative movements may occur in the
early stage of the fragmentation. The partial release of frag-
ment motions contributes to the specific heat. The glass tran-
sition appears to be a fuzzy first-order phase transition. Ther-
modynamical properties concerning the glass transition
based on the fragmentation model will be found elsewhere.47

IV. SUMMARY

We have constructed a model for the glass transition of a
noncrystalline solid in a heating process, based on the idea
that due to bond breaking the noncrystalline solids are frag-
mentized into small clusters with increasing temperature. In
this model, moreover, the fragments become smaller and
smaller with further increase in temperature and the noncrys-
talline solid begins to behave like a liquid when the fragment
size reaches some critical value. The mathematical expres-
sions for the temperature dependences of dangling bond den-
sity and the fragment density were obtained by the present
model. Diffusion coefficient and viscosity of the fragmen-
tized system were calculated, applying vacancy mechanism
to the fragmentized system in which the fragment becomes
smaller and smaller with increasing temperature. It was, thus,
shown that the noncrystalline solid begins to behave like a
liquid when the fragment size reaches some critical value,
and that the fragmentized system exhibits viscous behavior
similar to the empirical Vogel-Fulcher-Tammann equation.
The heating rate dependences of the glass transition were
also obtained.

Further, in order to examine the present model, we ap-
plied this model to the phase changes ofa-Si in heating
processes with various heating rates and the results of the
calculation were compared with those of experiments previ-
ously reported. Consequently, some difference between the
calculated and experimental results was found. This discrep-
ancy was concluded that the experimental results were
caused not only by thermal effects but also by photoinduced
effects.
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