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We present a unified microscopic approach to four-wave mixing~FWM! in semiconductors on an ultrashort
time scale. The theory is valid for resonant excitation in the vicinity of the excitonic resonance and at low
densities. The most important many-particle effects, i.e., static and dynamical exciton-exciton interaction as
well as biexcitonic effects are incorporated. The internal fields resulting from these interaction processes give
rise to pronounced many-particle effects in FWM signals. Our results explain the dependence of FWM signals
on the polarization geometry, especially if biexcitons contribute. Time-resolved~TR! FWM experiments show
that the diffraction of the interaction induced fields dominate the FWM signals completely. This dominance of
the interaction induced field at low temperatures is true regardless of density, detuning, or polarization geom-
etry. While spectrally resolved FWM~-FWM! shows biexcitonic or bound excitonic contributions under
various experimental conditions, TR-FWM is always completely delayed, peaking roughly at the dephasing
time after both beams passed through.@S0163-1829~96!00520-6#

I. INTRODUCTION

When a semiconductor or a semiconductor structure is
excited by a short laser pulse, the induced polarization de-
pends sensitively on interactions between elementary excita-
tions in these systems. The Coulomb interaction between the
excited charge carriers creates microscopic fields, which de-
cay for long times exponentially, due to disspative processes
like scattering with phonons, impurities, or lattice imperfec-
tions, or nondissipative scattering within the particle system.
Excitation on an ultrashort time scale, i.e., if the pulse dura-
tion is short on the scale on which microscopic relaxation
and dephasing processes take place, induces a complicated
temporal evolution of the polarization, which determines the
nonlinear response of the system.

Nonlinear optical transmission or absorption spectra re-
flect the time evolution of the system in the form of compli-
cated modifications of the spectral line shape only. An ex-
perimental method allowing a more direct background-free
approach to the study of interaction processes is four-wave
mixing ~FWM!,1,2 which has been proved in recent years as
a powerful tool to investigate, in a direct manner, the coher-
ent excitation of the system and the scattering processes
which destroy this coherence. One form of this technique,
the two-beam self-diffracted FWM, where the time-
integrated signal~TI-FWM! is measured as a function of
time delayT between the two pulses@compare Fig. 1~a!#, has
been widely used in GaAs and GaAs based quantum wells

yielding much valuable information about interactions be-
tween excitons, bound excitons, biexcitons, Fermi edge sin-
gularities, free carriers, and phonons.3–17

Most of these experiments were analyzed using the well-
known results for two-level systems,18 which describe ad-
equately weakly interacting systems such as gases or dilute
solutions, only. In contrast, in solids, any interaction, which
leads on the level of linear optics to the formation of quasi-
particles, yields on the level of nonlinear optics an interac-
tion between these quasiparticles. One particular example is
the attractive exchange interaction between excited electron-
hole pairs, which gives rise to excitonic bound states. Al-
though the lowest exciton state together with the ground state
realizes a two-level system within the framework of linear
optics,19 this model fails completely in nonlinear optics, as it
neglects the interaction between the excitons. For excitation
in the vicinity of the excitonic resonance, nonlinear optical
properties are dominated by these interaction
effects.20–26,29–33

Whereas first experimental data20–26demonstrated the im-
portance of interaction effects unambiguously, their interpre-
tation and analysis performed within the framework of the
semiconductor Bloch equations~SBE‘s!,27–29 was restricted
only to the effect of the static exciton-exciton
interaction.29–33 In this approximation, i.e., on the Hartree-
Fock level, the induced field is proportional to the convolu-
tion in k space of the bare Coulomb potential with the po-
larization. The corresponding renormalization of the bare
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Rabi-frequency gives rise to an interaction induced signal,
which in TI-FWM is responsible for a contribution at nega-
tive time delays,20–23which can also result from biexcitonic
correlations.7,16

An even more pronounced consequence of the exciton-
exciton interaction shows up in time-resolved FWM~TR-
FWM! signals. The usual free polarization decay, expected
from a two-level description, is transformed into a nonmo-
notonous time evolution of the TR-FWM signal. If the pulse
duration is short in comparison with the macroscopic
dephasing timeT2, the signal continues to increase after both
beams passed through and peaks roughly atT2, independent
of the delay between the pulses.20,24,29,33Considering more
rapid dephasing rates, the decay of the signal becomes nearly
exponential. Due to the interaction induced signal, however,
the decay is substantially slower than the intrinsic dephasing
time, which is obtained from TI-FWM signals.26 This behav-
ior is well described qualitatively by the SBE‘s.

It is, however, an easy task to show that any kind of
interaction, regardless of its microscopic origin, can lead to
such a nonmonotonous behavior of the TR-FWM signal.
Even, the coupling of the excitation fields to the polarization
via Maxwell equations can yield similar effects in TR-FWM
signals, as well as a contribution for negative time delay in
TI-FWM signals. This can be easily understood. As the elec-
tromagnetic fields result, together with appropriate boundary

conditions from the spatial and temporal convolution of the
transverse photon Green‘s function with the polarization, this
coupling yields a scattering of the polarization off the in-
duced transient density grating, rather than scattering of ex-
ternal fields themselves. Formally, this mechanism leads also
to the occurrence of interaction induced signals and can be
compared with the case of the static exciton-exciton interac-
tion. The role of the Coulomb interaction, however, is taken
over by the transverse photon Green‘s function. The result-
ing propagation effects increase with an increasing thickness
of samples34–41and lead for excitation in the excitonic reso-
nance to pronounced polariton effects.34–36,40,41In particular,
if there are large differences between the absorption in dif-
ferent regions of the spectrum, which contribute to the sig-
nal, the temporal evolution of FWM signals depends cru-
cially on the propagation length.39 Genuine information
about many-particle effects can thus be obtained from FWM
signal from thin samples, only. Otherwise, propagation ef-
fects should be carefully taken into account.

Neither static exciton-exciton interaction nor propagation
effects, however, can explain the dependence of FWM sig-
nals on the polarization of the incident laser fields. It was the
investigation of these dependencies42–49which demonstrated
that the SBE approach fails to explain details of the experi-
mental findings. This is not surprising at all, as the shortcom-
ings of the Hartree-Fock approximation are well known from
the quasistationary description of highly excited
semiconductors.50 Screening in its various forms, as well as
correlation effects, are missing in the SBE approach. Conse-
quently, no influence of the excited pairs on the dephasing
processes is present. Concerning the FWM signals, this ne-
glection is especially unphysical. Even in lowest order in the
laser fields, i.e., on thex~3! level, any interaction process
between excited charge carriers acts as a source of the dif-
fracted polarization, in addition to the contributions already
present in the SBE approach. These source contributions
have been classified as excitation induced dephasing.43–46To
avoid confusion, we note that on ax~3! level, however, the
decay of the FWM signal is not changed by these processes.
In the lowest order, this occurs on ax~5! level. Details of
excitation induced dephasing effects depend crucially on the
excitation conditions and the theoretical description should
take this dependence into account.

There are at least two ways which lead, within the restric-
tions of the usual simple model of the material system, to a
quantitative theory of FWM in semiconductors. The first is
based on the nonequilibrium Green’s-function technique,
which has been applied to various problems of nonlinear
optics in recent years~for a recent review compare Ref. 49
and references therein!. A standard approximation in this ap-
proach is the second-order Born approximation for the scat-
tering self-energies, which is correct up to the second order
in the Coulomb interaction. For the case of continuum exci-
tation, where scattering processes between free-carriers
dominate, this approximation seems to be well justified. In
the vicinity of the excitonic resonance, scattering takes place
between highly correlated electron-hole pairs. A consistent
treatment of these correlations has to take the Coulomb in-
teraction in arbitrary order into account. Already, on thex~3!

level, this requires the solution of the quantum-mechanical
three-body and four-body problems, not only for the ground

FIG. 1. ~a! Schematics for TI-, TR-, and SR-FWM experiments.
In TR-FWM, the diffracted signal in direction ofkd is upconverted
in a nonlinear crystal~NL! with a third beam. The time delay (t)
thus introduced acts as a real time, so that the time evolution of the
FWM signal at a fixed time delay (T) can be probed.S, SP, RM,
and PM denote sample, spectrometer, removable mirror, and pho-
tomultiplier tube, respectively.~b! SR-FWM at low densities in the
collinearly polarized geometry from samplesA, B, andC.

16 430 53SCHÄFER et al.



state, but also for all excited states.
An approach, which is best suited to derive the corre-

sponding equations of motion, is thex~3! formalism.51–53The
latter is based on the statement that any mutual interaction
between electrons and holes in a semiconductor results from
an optical excitation by external fields. This allows us to
classify correlation functions of a given order, with respect to
the power of the field, and yields a systematic truncation
scheme of the many-particle problem at any given order in
the field. As long as perturbation theory is valid and physi-
cally meaningful, this formalism represents the most rigor-
ous approach to semiconductor optics in the coherent regime.
A corresponding theory is worked out in Sec. II, where we
apply the truncation scheme in the coherent limit different
from Refs. 51–53, and derive a closed system of equations,
which determines nonlinear optical properties.

From the general results, we derive a coupled set of few
level equations, which qualitatively explain most experimen-
tal features for excitation in the vicinity of the excitonic or
biexcitonic resonance. In addition to the static exciton-
exciton interaction, our description includes excitation-
induced dephasing, due to exciton-exciton scattering, as well
as biexcitonic bound states, which have been intensively in-
vestigated during the past two decades~compare, e.g., Refs.
54–57! and are still a subject of current interest.13–17,58–60

The incorporation of dissipative processes, using the tech-
nique applied in Refs. 51, 53, is straightforward, but beyond
the scope of the present paper. The derived model represents
under various respects a generalization of the so-called local-
field model, introduced phenomenologically in Refs. 20, 26
and derived from the SBE’s in Ref. 61. Furthermore, our
results allow us to value purely phenomenological ap-
proaches proposed in.17,62–64Numerical results, which illus-
trate the predictions of our model, are discussed in Sec. III.

In the experimental part of this paper, we show that for
various experimental conditions, TR-FWM signals are domi-
nated by interaction induced fields. The microscopic origin
of these fields can be revealed by considering the corre-
sponding spectrally resolved~SR-FWM! signals. We present
TR-FWM studies at different detunings, densities, and tem-
peratures on two high quality GaAs quantum well samplesA
andB @compare Fig. 1~b!#. Both collinearly and cross lin-
early polarized geometries are used. As a function of density
or detunings, TR-FWM at low temperatures is always domi-
nated by an interaction induced signal, in the wide range
from 331010 down to 33108 cm22, at detunings ranging
from from 28 to 14 meV, from the heavy-hole~hh! reso-
nance and for both polarizations. A typical example of TR-
FWM signals is shown in Fig. 2~a!.

SR-FWM shows@compare Fig. 2~b!# that the microscopic
origin of the induced fields can be traced back, depending on
the sample and the polarization geometry, to excitons, biex-
citons, or bound excitons. We show that SR-FWM exhibits
sharp peaks, which are consistent with the broad, delayed
FWM signals in time domain. In the cross-linear polariza-
tion, the spectrum of sampleA is dominated by bound exci-
tons, whereas in sampleB there is a strong biexcitonic con-
tribution. Our results unambiguously demonstrate that the
dominance of the diffraction of interaction induced fields is
an intrinsic property. It should be emphasized that this un-
ambiguous demonstration of dominance of interaction in-

duced fields in FWM from excitons, biexcitons, or bound
excitons was possible, only because our pulse widths~t
5100–200 fs! are always shorter than the dephasing times
~200 fs–1.5 ps! under our experimental conditions.

In Sec. IV, we describe the samples and some of the ex-
perimental details. We have carefully checked that pulse dis-
tortion effects are minimal and thus propagation effects may
be neglected. TR- and SR-FWM, which result from samples
A andB, are discussed in Sec. V for the collinearly polarized
geometry. In this configuration, excitons dominate FWM.
The case of two cross linearly polarized beams is discussed
in Sec. V. Again TR-FWM results are dominated by a de-
layed signal, whereas SR-FWM shows strong biexcitonic or
bound excitonic contributions. Finally, the case of inhomo-
geneously broadened transitions is studied on sampleC
@compare Fig. 1~b!# in Sec. VII. Due to inhomogeneous
broadening, the interaction induced signal is reduced and one
obtains the clear signature of a photon echo. A summary and
conclusions are drawn in Sec. VIII.

II. x„3… THEORY OF FOUR WAVE MIXING
IN SEMICONDUCTORS IN THE COHERENT LIMIT

The variety of theoretical approaches, which have been
proposed in recent years in order to analyze and explain

FIG. 2. TR-FWM from sampleA at 10 K at various time delays
at a detuning of24 meV from the hh, obtained with collinearly
polarized beams. The positions of beams 1 and 2 are indicated as
thick lines forT520.5 ps and 1 ps. The time delays are, from top
to bottom, 0.5, 1, 1.5, and 2 ps. Densities are estimated to be 1010

cm22. The transmitted pulse shape obtained by upconversion is
represented by broken lines.~b! SR-FWM at time delays 1, 1.5, and
2 ps. The broken line at the top shows the laser spectrum.
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FWM signals, has led to some confusion in the literature. In
the low-density limit, there are three basic physical ingredi-
ents, which can be classified as static exciton-exciton inter-
action, excitation-induced dephasing, and biexcitonic corre-
lations. A special treatment of the static interaction effects in
the SBE’s for the case of resonant excitation of the lowest
exciton state has been called the local-field model.20,26,61

Excitation-induced dephasing is present in any FWM sce-
nario and acts as an additional source of the FWM signal.
Microscopically it may result from scattering between free
carriers,46 as well as from scattering between excitons.19,43–45

A remarkable feature of these contributions is the property
that they can be partially switched off by using certain po-
larization geometries. This leads to a pronounced depen-
dence of FWM signals on the polarization geometry chosen.
The third effect is the occurrence of bound biexciton states,
which becomes important if the binding energy and the os-
cillator strength of this many-particle resonance are suffi-
ciently large to be separated from the excitonic resonance.
Apart from CuCl, biexcitons have been observed also in sev-
eral II–VI bulk semiconductors.56 Due to quantum-
confinement effects in quantum wells, the binding energy
and oscillator strength of biexcitons is considerably in-
creased in comparison with bulk semiconductors. This has
allowed the observation of biexcitonic features also in GaAs-
based quantum wells.13–17,59,60,64In the following, we will
derive a model, which yields at low densities a unified pic-
ture of FWM in semiconductors.

We start our discussion with the off-diagonal elements of
the one-particle density matrix, which determine the optical
polarization and which in terms of electron and hole Fermi
operatorsek

† andhk
† , respectively, is given by

Pk
eh5^ek

†hk
†&, ~2.1!

wheree andh indices denote electron and hole bands of an
arbitrary multiband model of a semiconductor which will be
specified later. Using the common many-particle Hamil-
tonian, including the coupling to external fields within the
dipole approximation~compare, e.g., Ref. 49!, the equation
of motion of the polarization is given by

S 2 i\
]

]t
2 ig2«k

e2«k
hDPk

eh1(
q

nk2qPq
eh

5mehE2(
e8

me8hEf k
ee82(

h8
meh8Ef k

hh8

1 (
qk8e8

nq$^ek
†e8k8

† hk2q
† e8k81q&

2^ek1q
† e8k8

† hk
†e8k81q&%

1 (
qk8h8

nq$^ek1q
† h8k81q

† hk
†h8k8&

2^ek
†h8k81q

† hk2q
† h8k8&%. ~2.2!

We now consider the coherent limit at low densities, in
which dissipative, i.e., dephasing effects resulting, e.g., from
scattering with phonons are negligible. For practical applica-
tions, it is sufficient to assume that the dephasing rateg is

small compared with the inverse duration of the pulse. In this
limit, the Rabi vector is approximately conserved, i.e., the
one-particle distribution, e.g.,f hh8 can be expressed by

f k
h8h5^h8k

†hk&5(
e8

~Pk
e8h8!*Pk

e8h1O~E5!, ~2.3!

and similarly for the electron distribution. In the same limit
the four-point functions in~2.2! can be replaced according to
thex~3! decoupling scheme, which yields,51,53 e.g.,

^ek
†h8k81q

† hk2q
† h8k8&5 (

e8k9
^ek

†h8k81q
† hk2q

† e8k9
† &^e8k9h8k8&

1O~E5!. ~2.4!

With these ingredients, we obtain from~2.2!

S 2 i\
]

]t
2 ig2«k

e2«k
hDPk

eh1(
q

nk2qPq
eh

5mehE2 (
e8h8

~me8hEPk
eh8~Pk

e8h8!*1meh8E~Pk
e8h8!*Pk

e8h!

1 (
qe8h8

nk2q@Pq
eh8~Pk

e8h8!*Pk
e8h1Pk

eh8~Pk
e8h8!*Pq

e8h

2Pq
eh8~Pq

e8h8!*Pk
e8h2Pk

eh8~Pq
e8h8!*Pq

e8h#

1 (
k8qe8h8

nq~Pk8
e8h8!* ~Bk1q,k81q,k8,k

eh8e8h 2Bk1q,k8,k82q,k
eh8e8h

1Bk,k8,k82q,k2q
eh8e8h 2Bk,k81q,k8,k2q

eh8e8h !. ~2.5!

The first group of contributions on the right-hand side of
~2.5! describes the phase-space filling, whereas the second
group corresponds to the static Coulomb interaction, within
the approximation of Eq.~2.3!. In the third group, which
takes the correlation effects beyond the Hartree-Fock ap-
proximation into account, we have introduced a four-point
correlation function

Bk1q,k81q,k8,k
eh8e8h 5^ek1q

† h8k81q
† e8k8

† hk
†&2^ek1q

† h8k81q
† &

3^e8k8
† hk

†&2^ek1q
† hk

†&^e8k8
† h8k1q

† &, ~2.6!

instead of the bare four-point function@first term on the
right-hand side of~2.6!#. This yields the explicit occurrence
of the Hartree-Fock contributions in~2.5!. As will be shown
later, this kind of decoupling introduces explicitly excitonic
correlations, which correspond to biexcitonic scattering
states and lead to excitation induced dephasing.

An even more general correlation function, avoiding the
approximation of~2.3!, has been discussed only recently in
Ref. 53. The correlation function~2.6! obeys the equation of
motion,
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S 2 i
]

]t
2«k1q

e 2«k81q
h8 2«k8

e82«k
hDBk1q,k81q,k8,k

eh8e8h

2(
q8

nq8@Bk1q1q8,k81q,k82q8,k
eh8e8h

1Bk1q,k81q2q8,k8,k1q8
eh8e8h

2Bk1q1q8,k81q2q8,k8,k
eh8e8h 2Bk1q,k81q,k81q8,k1q8

eh8e8h

2Bk1q1q8,k81q,k8,k1q8
eh8e8h 2Bk1q,k81q2q8,k82q8,k

eh8e8h #

52nq~Pk
eh2Pk1q

eh !~Pk81q
e8h8 2Pk8

e8h8!

1nk2k8~Pk81q
eh8 2Pk1q

eh8 !~Pk
e8h2Pk8

e8h!. ~2.7!

Whereas the right-hand side of~2.7! describes the usual biex-
citon problem55 in k-space representation, the inhomogeneity
corresponds to the low-density limit of the random phase
approximation contributions to correlation~first term! and
the corresponding exchange-type contributions. In the case
of continuum excitation, one can neglect the Coulomb inter-
action on the left-hand side. The formal solution of the cor-
responding equation combined with~2.5! is nothing but the
low-density contribution to the second-order Born approxi-
mation for diagonal and off-diagonal elements of the self-
energy~compare, e.g., Ref. 46!, within the approximation of
~2.3!. In the opposite limit when only a spectrally narrow
range in the vicinity or below the excitonic ground state is
excited, the problem can be considerably simplified by ex-
panding~2.5! and~2.7! in terms of excitonic and biexcitonic
eigenfunctions.

The polarization in~2.5! can be expanded according to

Pk
eh5(

n
Pnfn~k!. ~2.8!

Further, we make use of the expansion

Bk1q,k81q,k8,k
eh8e8h 5(

nm
fnq~k1bq!Bnmq

eh8e8hfnq~k81aq!,

~2.9!

with a5me/(me1mh), b5mh/(me1mh), andfnq are exci-
tonic eigenfunctions with finite center-of-mass momentumq.
If we assume resonant excitation conditions, in which the
lowest excitonic bound state with eigenvalue«0, is excited,
Pn can be replaced by the 1s contribution to the polarization
P 0

eh5Peh. With these assumptions we obtain, from~2.5!,

S 2 i
]

]t
2 ig2«0DPeh

52mehEf̃0~0!1 (
e8h8

@me8hEbeh8e8h8Peh8~Pe8h8!*

1meh8Ebe8he8h8Peh8~Pe8h8!*

1VstP
eh8~Pe8h8!*Pe8h#1H ]

]t
PehJ Ucorr, ~2.10!

where the correlation part, which results from the four-point
function in ~2.5!, is given by

H ]

]t
PehJ U

corr

5 (
qnme8h8

nq~P
e8h8!*Bnmq

eh8e8hM0n,q
e8h8M0m,2q

eh .

~2.11!

Apart from the correlation contribution, Eq.~2.10! represents
the multiband version of the nonlinear Schro¨dinger equation
discussed in Refs. 20, 26, 61. The various quantities are de-
fined as follows. The Pauli-blocking parameterb is given by

beh8e8h85(
k

f0
eh~k!f0

eh8~k!f0
e8h8~k!. ~2.12!

The static interaction parameterVst results from

Vst5(
kq

nk2q$f0
eh~k!@f0

e8h8~k!2f0
e8h8~q!#

3@f0
eh8~q!f0

e8h~k!1f0
eh8~k!f0

e8h~q!#%. ~2.13!

The excitonic transition matrix elements are defined as

M0nq
eh 5(

k
f0
eh~k!@fn

eh~k2aq!2fn
eh~k1bq!#. ~2.14!

Finally, the biexcitonic correlation function has to be calcu-
lated from

S 2 i
]

]t
2«nq

eh2«mq
e8hDBnmq

eh8e8h

52nqM0n,q
e8h8*M0m,2q

eh* PehPe8h81(
kk8

nk2k8fnq
eh* ~k1aq!

3fmq
e8h8* ~k81bq!@f0

eh8~k81q!2f0
eh8~k1q!#

3@f0
e8h~k!2f0

e8h~k8!#Peh8Pe8h

1 (
q8kk8

nq8fnq
eh* ~k1aq!fmq

e8h8* ~k81bq!

3~zk1q1q8,k81q,k82q8,k1zk1q,k81q2q8,k8,k1q8

2zk1q1q8,k81q2q8,k8,k2zk1q,k81q,k81q8,k1q8!B
eh8e8h,

~2.15!

where«nq are excitonic eigenvalues in the statesfnq andz
denotes the wave function of the bound biexciton state. All
higher biexciton states, which occur, in principle, also in the
last contribution on the right-hand side of~2.15! are ne-
glected. This is a physically meaningful approximation, since
all contributions up to second order in the Coulomb potential
are treated explicitely, Thus, the biexcitonic continuum con-
tributions, i.e., the dynamical interaction of free pairs of ex-
citons are approximately taken into account, as well as the
static Coulomb-interaction between excitons. The polariza-
tion of the biexcitonic bound stateB, with energy«B , results
from the expansion of~2.7!, in terms of biexcitonic eigen-
states as
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S 2 i
]

]t
2«BDBeh8e8h5cBP

ehPe8h8dh8 h̃de8 ẽ , ~2.16!

where ẽ(h̃) denote the band with the opposite spin of the
bande(h) andcB is defined as

cB5 (
kk8q

zk1q,k81q,k8,k
* nq@f0

eh~k!2f0
eh~k1q!#

3@f0
e8h8~k81q!2f0

e8h8~k8!#. ~2.17!

As the bound state is present only for the pairing of opposite
spins, the exchange-type contributions, proportional to
Peh8Pe8h, do not occur in the inhomogeneity of~2.16!.

The system of equations derived up to now, could be
treated numerically. In order to come into contact with the
few level descriptions, we solve Eq.~2.15! within the rotat-
ing wave approximation, assume off-resonant excitation con-
ditions, and perform the usual Markovian approximation. In-
serting the corresponding result into~2.11!, the correlation
contribution takes the form

H ]

]t
PehJ U

corr

5 (
e8h8

Vs~P
e8h8!*Pe8h8Peh

2Vexc~P
e8h8!*Peh8Pe8h

1VBB̃
eh8e8h~Pe8h8!* dh8 h̃de8 ẽ,

~2.18!

where we have setB5cBB̃.
The lengthy definitions of the parametersVs describing

excitonic screening,Vexc corresponding exchange processes,
andVB measuring the strength of exciton-biexciton interac-
tion are obvious from~2.11!, ~2.14!, and~2.17! and will not
be given, explicitly. It should, however, be noted that all
parameters apart from the static interaction parameter depend
sensitively on the excitation conditions. Although the micro-
scopic definition of these parameters is rather complicated
and their calculation is beyond the scope of the present pa-
per, the structure of the resulting set of coupled equations
~2.10! and~2.16! is rather simple. Neglecting the biexcitonic
correlation, it could be used to rediscover the selection rules
for the diffracted signal that have been worked out e.g., in
Ref. 48.

III. A GENERALIZED NONLINEAR SCHRO ¨ DINGER
EQUATION AND NUMERICAL SOLUTIONS

In order to investigate the predictions of the model de-
rived in the last section, we specify the band indices for
a zinc-blende semiconductor. The hole bands consist of
u23/2h&, u21/2h&, u1/2h&, and u3/2h& states, whereas elec-
trons are in spin statesu21/2e& andu1/2e&. Due to the optical
selection rules, we have two separate subspaces of spin
states, which cannot be coupled optically. They are, how-
ever, coupled by the excitonic screening contributions pro-
portional toVs , which contain the sum of the contribution of
both types of spin states and may be compared with the
theory of excitation induced dephasing presented in Refs.
43–45. The second one is the bound biexcitonic contribu-
tion, which directly couples the orthogonal spin states. Both

types of couplings give rise to a strong dependence of FWM
signals on the polarization of the external pulses. From
phase-space and static interaction contributions, polarization
dependencies result from simultaneous excitation of light
and heavy holes only.

If we restrict ourselves to the hh contributions, the
coupled set of Eqs.~2.10! and~2.14! together with~2.18! can
be further simplified and can be reduced to

S 2 i
]

]t
2 ig2«0DP52mEf̃~0!12bmEuPu21VPuPu2

2VsP~ uPu21uP̃u2!1VBBP̃
x, ~3.1!

where we have lumped the static exciton-exciton interaction
and the exchange-type contributions to excitation induced
dephasing into a single parameterV5Vst1Vexc. Bound biex-
citons are described by

S 2 i
]

]t
2 igB2«BDB5PP̃. ~3.2!

P,m corresponds to theu3/2h&→u1/2e& and P̃,m̃ to the
u23/2h&→u21/2e& transition, which results from~2.18! by
interchangingP with P̃ andm with m̃, respectively. Further-
more, we have introduced a phenomenological dephasing
rategB of the biexciton bound state. It is worthwhile to men-
tion that this model, which results from microscopic theory
can by no means mapped onto the phenomenological four-
level models introduced and evaluated, e.g., in Refs. 17, 62–
64. The essential difference is due to the way in which bound
biexciton states enter the theory. As can be seen from~3.2!,
the bound biexciton is not driven by the combined action of
an external field and a polarization, but rather by the action
of two polarizations. This is an immediate consequence of
the existence of a biexcitonic continuum, which leads to the
occurrence of the other excitonic correlations contributing to
~3.1!. The model defined by~3.1! and ~3.2! or the corre-
sponding multiband version~2.10! with ~2.18! and ~2.16! is
best suited to explain, at least qualitatively, most experimen-
tal results concerning TI-, TR-, and SR-FWM signals for
excitation in the vicinity of the excitonic resonance on the
same footing. Moreover, it allows us to calculate the various
parameters from microscopic theory.

The FWM signaldP resulting from the action of the two
pulsesE1 andE2 in direction 2k22k1 is obtained from~3.1!
and~3.2!, by means of the usual Fourier decomposition, with
respect to the direction of the transmitted signals and the
restriction to resonant contributions only. In the presentx~3!

approximation, we obtain

S 2 i
]

]t
2 ig2«0D dP512bmE2P2P1*1VP2P2P1*

2VsP2~P2P1*1 P̃2P̃1* !1VBB22P̃1* ,

~3.3!

with

S 2 i
]

]t
2 igB2«BDB225P2P̃2 . ~3.4!

P1 andP2 are the linear polarizations induced by the fields
E1 andE2, respectively, and correspondingly forP̃1 andP̃2.
In this configuration, the maximum ofE2 occurs att50,
whereas the maximum ofE1 is delayed. The influence of the
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different contributions on FWM signals and their character-
istic signatures are illustrated in the following by some nu-
merical results for which we have used parameters appropri-
ate for a GaAs quantum well, assuming an exciton binding
energy of 8 meV. The pulse duration is chosen to be 200 fs.

We consider at first the case in which both beams have
the same circular polarization and eitherP or P̃ vanish. Cor-
respondingly, biexcitonic contributions are missing in this
configuration and the other interactions contribute in the
same way. Thus, the properties of the signal are determined
by the ratio of the phase-space filling parameter times Rabi-
frequency and an effective interaction parameter. In Fig. 3,
the calculated TI-FWM signals are shown for three different
ratios of phase-space filling and interaction parameter. If
phase-space filling is dominant for small negative time de-
lays, the rising edge of the signal follows the pulse as is
expected for a noninteracting two-level system. Only for
large time delays does the interaction induced signal contrib-
utes to negative time delay with the well-known rising rate
4g.30 With increasing interaction parameter, the interaction
induced signal becomes dominant. Already for a ratio of 0.5
meV, the step in the signal for negative time delays vanishes
and the characteristic shape of the signal is determined by the
interaction effects. In real systems, the contributions due to
interaction effects are typically several orders of magnitude
larger than the phase-space filling contributions and thus
dominate the signal completely. For inhomogeneous broad-
ened transitions, however, the contribution for negative time
delays vanishes due to interference effects.65 Nevertheless
the absolute magnitude of the signal is determined by the
interaction parameters. Phase-space filling effects become
more important for high densities or if the detuning is large
in comparison with the binding energy.66 In both cases, how-
ever, the present model is not valid.

If we consider the case of linear polarizations of both
beams, the biexcitonic contributions come into play for par-
allel, as well as for orthogonal polarization. In the case of
parallel linear polarization, we have in~3.4! P2P 1*5 P̃2P̃ 1*
and the biexcitons contribute only on the background of the
excitonic screening contribution. In contrast, choosing or-

thogonal linear polarization, we haveP2P 1*52 P̃2P̃ 1* . The
excitonic screening and thus the dominant contribution to
excitation induced dephasing vanishes. As a consequence,
biexcitonic contributions become dominant. As in the or-
thogonal linear geometry, the biexcitonic contribution in
~3.3! changes sign, too; this dominance becomes further en-
hanced.

At first we illustrate the influence of excitonic screening
in Fig. 4, where we have varied the magnitude of the param-
eter Vs for the case of collinear polarization. One of the
unique signatures for the contribution of biexcitons, i.e., the
beating of the signal, due to the interference of free excitonic
transitions with biexcitonic bound state,59,63,64 is extremely
weak as long as excitonic screening contributes. Only if this
interaction vanishes the beating evolves into a dominant fea-
ture. Thus, orthogonal linear polarization seems to be the
configuration best suited to study biexcitonic features experi-
mentally.

A further interesting feature shown in Fig. 4 is the miss-
ing of beats for positive time delays. This is an immediate
consequence of thex~3! approximation, in which—
considering the 2k22k1 direction—only bound biexciton
states excited by the second pulse contribute. This is no
longer valid if higher order contributions are taken into ac-
count. Although we will not extend our discussion to a com-
plete analysis of thex~5!-approximation scheme, the most
important features should be mentioned. If we extend the
validity of Eq. ~2.5! up to the fifth order in the field, there
occurs a rich variety of additional contributions, most of
which, however, do not influence the qualitative features of
the generalized nonlinear Schro¨dinger equation. Apart from
excitation induced dephasing processes, which onx~5! level
yield an increase of the dephasing rates, the most important
x~5! contribution, entering~3.1! is proportional toB*PPP.
Further, already without the explicit fifth-order contributions
~3.1! contains, implicitelyx~5! contributions to the FWM sig-
nal, if we allow for nonlinear contributions toP on the right-
hand side. As a consequence of the additional contributions,

FIG. 3. TI-FWM signals for different ratios of phase-space fill-
ing and interaction parameters:V/b50.5 meV, 0.15 meV, 0.05
meV ~top to bottom!, g50.3 meV. Other parameters are set to zero.

FIG. 4. TI-FWM signals for different values of the screening
parameterVs and collinear polarization:Vs520 meV, 10 meV, 5
meV, 0~top to bottom!. The other parameters areb51, V55 meV,
VB55 meV, «B52 meV, gB5g50.3 meV. The dashed curve in-
cludesx~5! contributions for the cross-linear polarized case.
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the excitation of the biexciton byE1 also influences the
FWM signal in 2k22k1 direction. This process yields beats
also for positive time delays, as is shown for cross-linear
polarization in Fig. 4. In contrast to the collinear polarized
geometry, the rise time of the signal for negative time delay
has become slower and the typical asymmetric shape of the
signal is disturbed~compare Fig. 3!. This behavior depends
sensitively on the ratio of excitonic and biexcitonic dephas-
ing rates and occurs already within thex~3! approximation.
The switch of this asymmetry of the TI-FWM signal~com-
pare Fig. 3! has been found experimentally already, e.g., in
Ref. 16. As can be recognized in Fig. 5, forgB5g in the
collinear polarized case, the rise time of the signal is deter-
mined by the excitonic dephasing time, whereas in the cross-
linear case the biexcitonic dephasing becomes dominant.
Consideringd pulses it can be easily shown analytically, that
the slower rise time of the signal for cross-linear polarization
is present, as long as the dephasing rate of the biexciton
obeys the conditiongB,2g. As was confirmed only recently,
by experimental data in Ref. 64 this condition is indeed ful-
filled.

Tuning the central frequency of the pulse from the exci-
tonic to the biexcitonic resonance leads to a further decrease
of the rise time. This effect, however, is rather weak, as long
as the spectral width of the pulse is large in comparison with
the biexcitonic binding energy. In the opposite limit~not
shown!, the decrease of the rise time occurs only if the pulse
is in resonance with the biexciton. This is again in agreement
with recent experimental results16,64 and confirmed by our
experimental data. It should be noted, however, that the in-
terpretation of this behavior in terms of a reversal of the time
axis of the biexcitonic signal is misleading. In the case of
spectrally narrow resonant excitation of the biexciton, the
slope of the signal for negative time delays is unambigously

given by 2gB . Thus, the asymmetry of the signal is deter-
mined by the ratio of excitonic and biexcitonic dephasing
rates.

In real systems, there are several effects which can mask
the signatures of biexcitonic contributions discussed in this
section. In the case of ultrashort excitation, the large spectral
width of the pulse prevents the excitation of hh excitons
solely and lh excitons are also excited. The simultaneous
excitation of hh and lh excitons yields, in the FWM signals
pronounced quantum beats, which cover the exciton-
biexciton beats. Dephasing times shorter than those used in
the calculations can additionally hinder an experimental
resolution of exciton-biexciton beating. In this case, biexci-
tons can show up in TR-FWM signals only via a reduced rise
time of the signal for cross-linear polarization. An additional
confirmation for the occurrence of biexcitons can be given
by considering the spectrally resolved signals.

In Fig. 6, SR-FWM signals are shown again for collinear
and cross-linear polarization. Whereas in the collinear case
only the excitonic resonance is present, the biexcitonic reso-
nance shows up as pronounced peak in the cross-linear case.
As expected, this contribution is further enhanced by reso-
nant excitation of the biexciton. Considering corresponding
TR-FWM signals one obtains the same behavior, which has
been demonstrated several times already on the basis of the
SBE’s.29 For positive time delay, the bulk of the signal is
always delayed. The delay, however, is not correlated with
the delay between the pulses, but roughly determined by the
dephasing time. On the considered excitation conditions, the
phase-space filling, which leads to an instantaneous contri-
bution to the TR-FWM signal, is completely negligible~for a
detailed study of this contribution compare, e.g., Refs. 66,
67!. Apart from exciton-biexciton quantum beats, the biexci-
tonic contributions give also rise to an interaction induced
signal and have thus the same consequences as the other

FIG. 5. TI-FWM signals for collinear and cross-linear polariza-
tion. Full lines correspond to resonant exciton excitation, dashed
lines to resonant biexciton excitation. The screening parameter is
Vs510 meV, other parameters are the same as in Fig. 4.

FIG. 6. SR-FWM signals for collinear and cross-linear polariza-
tion. Full lines correspond to resonant exciton excitation, dashed
lines to resonant biexciton excitation. The screening parameter is
Vs510 meV, other parameters are the same as in Fig. 4.
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interaction contributions. This will be demonstrated in the
following by experimental results, which represent a system-
atic study of the discussed interaction effects.

IV. SAMPLES AND EXPERIMENTAL CONDITIONS

In the TI-, TR-, and SR-FWM experiments described in
Fig. 1~a!, three GaAs quantum well samples with their sub-
strates removed were investigated. Two samples have ab-
sorption widths at the heavy-hole exciton, which are less
than 1 meV and have a well width of 17 nm~sampleA: 10
wells, absorption width 0.7 meV; sampleB: 15 wells, ab-
sorption width 0.9 meV!. Both samplesA andB have neg-
ligible Stokes shift between photoluminescence and photolu-
minescence excitation spectra, and pulse distortions are

minimal. We have also used an optically thick, inhomoge-
neously broadened sample~sampleC: 10 nm, 65 wells, ab-
sorption width 4 meV! with non-negligible pulse distortion.
Due to inhomogeneous broadening, a strong photon echo is
expected for TR-FWM from sampleC, in agreement with
experimental and theoretical results in Ref. 65. These three
samplesA, B, andC, in cross and collinearly polarized ge-
ometries, provide us with ideal situations to investigate the
time evolution of FWM originating from excitons, biexci-
tons, and bound excitons. The laser used in our various
FWM experiments@compare Fig. 1~a!# was a widely tunable,
self-mode-locked Ti-sapphire laser that produces transform
limited pulses of 100–200 fs~10–20-meV bandwidths!. In
TI- and especially in TR-FWM experiments, the proper de-
termination of zero delaysT50 and t50 is very important
for the interpretation of the experimental results. We deter-
mined T50 by looking at TI-FWM signals in both phase
matched directions 2k22k1 and 2k12k2 and by utilizing
time reversal symmetry. In TR-FWM, the arrival of beam 1
and beam 2~t50! on the sample was measured within 20 fs
by upconverting the scattered light of beams 1 and 2 into the
direction of the phase-matched direction.

V. TR- AND SR-FWM OF HIGH-QUALITY SAMPLES
OBTAINED WITH COLLINEARLY POLARIZED BEAMS

We now turn to TR-FWM and SR-FWM experiments
with collinearly polarized beams on samplesA andB. The
purpose of TR-FWM experiments on these samples is to
demonstrate that the diffraction of interaction induced fields
is the dominant source of FWM signals. Independent of the
microscopic origin of the induced fields, the signature of this
dominance is a delayed signal. The phase-space contribution,
which gives rise to an instantaneous signal, is completely
missing and would become significant only at high densities
or at large detuning.66

In Fig. 2~a!, we have observed the long rise time of the
TR-FWM signal, where the signal continues to rise long af-
ter both beams passed through. To determine the relationship
of the delay to the macroscopic dephasing timeT2, the tem-
perature dependence of the TR-FWM atT51 ps was mea-
sured, as shown in Fig. 7. The peak of the TR-FWM moves
closer to t50 as the temperature increases and occurs
roughly atT2, measured by TI-FWM. The same decay rate is
approached also by the asymptotic behavior of the corre-
sponding TR-FWM signal.

As the dephasing rate of excitons depends sensitively on
the density of free carriers, which are simultaneously excited,
we can further varyT2 by varying the detuning. In Fig. 8,
TR-FWM at T51 ps and 10 K at three different detunings
are displayed. As expected, the peak position of TR-FWM
shifts closer tot50 with decreasing detuning, becauseT2
decreases with increasing density of free carriers, due to
exciton-free carrier interaction. The peak occurs again near
T2, as determined by TI- and TR-FWM.

Investigating now the intensity dependence of TR-FWM
from sampleB at 10 K at a detuning of14 meV, shown in
Fig. 9, we see that at low density~top: 33109 cm22!, the
peak is delayed and hh-lh quantum beats are clearly visible,
due to the simultaneous excitation of lh excitons and hh ex-
citons. As the density becomes higher~bottom: 331010

FIG. 7. Temperature dependence of TR-FWM from sampleA at
T51 ps in the collinearly polarized geometry. Temperatures are
from top to bottom: 10, 70, and 150 K. The relationships between
the peak positionsT0 andT2, determined from TI-FWM, are writ-
ten on the right sides for 10 and 70 K. The density is estimated to be
1010 cm22. The broken lines denote the transmitted pulse shape.

FIG. 8. TR-FWM in the collinearly polarized geometry from
sampleA at 10 K andT51 ps at three different detunings:28,24,
and 0 meV~from top to bottom!. The density for the24 meV
detuning is estimated to be 1010 cm22. The upconverted pulse shape
is represented by broken lines.
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cm22!, T2 becomes much shorter and the peak position is
shifted again closer tot50.

The results discussed thus far demonstrate that in both
samplesA and B, TR-FWM is characterized by a single
maximum close toT2, which we have varied over a wide
range by varying temperature, density, and detuning. There-
fore, we can immediately conclude that in both samples, the
diffraction of induced fields completely dominates the dif-
fraction of external fields, which would result in a peak at
t50.1–0.2 ps. Noninteracting few level models, which as-
sume the dominance of the external fields, are thus com-
pletely inadequate for describing the nonlinear optics of
semiconductors. Figures 7 and 8 illustrate that the diffraction
of the interaction induced field still dominates forT2 as small
as 0.5 ps. Up to this point, the peak of TR-FWM is com-
pletely separated from the pulse.

We now examine whether the dominance of the diffrac-
tion of the induced field is affected by going further to lower
densities. In order to verify that the interaction induced fields
dominate also in the low-density limit, we have performed
TR-FWM at 50 K on sampleB at a detuning of24 meV,
whereT2 is primarily determined by exciton-phonon interac-
tion ~Fig. 10!. Varying the density over nearly two orders of
magnitude, the position of the peak in TR-FWM remains
well delayed. Also the existence of a signal at negative time
delays and the relative strength of it~relative to the positive
time delay signal! does not change in TI-FWM experiments,
as the density is further lowered~107 cm22, not shown!.
These results demonstrate that, in the low-density limit, the
interaction induced field becomes a density independent
source of FWM signals, in accordance with the theory.

Thus far, our discussion was centered on the time domain.
It is instructive to spectrally resolve the diffracted signal, in
order to classify the microscopic origin of the induced field.
In Fig. 11~a!, such SR-FWM spectra from sampleA are
shown at time delays 0 and 1 ps at 53109 cm22. The spec-
trum is completely dominated by the 1s-exciton peak. The
log-log plot of the SR-FWM data presented in Fig. 11~a! is
shown in Fig. 11~b!. It indicates that the high-energy tail of
the peak has slope close to 4. This is consistent with even the

FIG. 9. Intensity dependence of TR-FWM from sampleB at 10
K, T51 ps, at14 meV detuning from the hh. The densities are
estimated to be 23109 cm22 ~top! and 331010 cm22 ~bottom!.

FIG. 10. Density dependence of TR-FWM from sampleB at
T51 ps and 50 K at a detuning of24 meV from the hh. The
densities are~from top to bottom!: 1010 cm22, 33109 cm22, and
33108 cm22. The transmitted pulse shape is represented by broken
lines.

FIG. 11. ~a! SR-FWM from sampleA at 10 K andT50 ~top!
and 1 ps~bottom!. The density is relatively low~23109 cm22!. The
broken lines denote the laser spectrum.~b! Log-log plot of the
SR-FWM data of Fig. 12~a! versus the absolute detuning. The bro-
ken lines, a guide to the eyes, have a slope of 3.9.
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simplest picture of interaction induced signals, which results
immediately from Eq.~3.3!, considering excitation withd
pulses. For zero delay and neglecting phase-space filling, the
signal is proportional tou~t!@12exp~2t/T2!#exp~2t/2T2!.

20

Fourier-transformingdP(t), one finds that the asymptotic
behavior of the corresponding SR-FWM signaludP~v!u2 is
proportional to~v2v0!

4. This is indeed not far from our
experimental data. The dotted line, which is a guide to the
eyes, has a slope of 3.9.

VI. TR- AND SR-FWM WITH CROSS LINEARLY
POLARIZED BEAMS

In the previous section, we discussed TR-FWM and SR-
FWM experiments with collinearly polarized beams. In this
section, we discuss the time evolution of FWM, where biex-
citons or bound excitons give rise to dominant contributions.
At first we discuss TI-, SR-, and TR-FWM from sampleA,
where bound excitons make significant contribution. In Fig.
12~a!, TI-FWM at 10 K from sampleA in the cross linearly
polarized geometry at 10 K for detunings of24 meV ~top!
and 0 meV~middle! measured from the hh exciton resonance
are shown, along with the transmitted pulse shape~bottom!.
The decay constants forT,0 are definitely smaller than
those forT.0, by more than a factor of 2. Furthermore,
SR-FWM atT50 shown in Fig 12~b! displays a strong peak

roughly 1.5 meV below the hh exciton. ForT.0, this peak
remains strong, whereas forT,0, it is much weaker but not
negligible. In an earlier work on the same sample, this peak
could be assigned to a bound excitonic contribution by ana-
lyzing TI-FWM, as well as the intensity dependence of cw
luminescence.68

Figure 13~a! shows TR-FWM from sampleA at T521,
0, 1, and 2 ps under nearly identical conditions as in Fig.
12~b!. The density is estimated to be 1010 cm22. At T521
ps, SR-FWM is dominated by the excitonic contribution~not
shown!, whereas atT50, 1, and 2 ps, bound excitonic con-
tribution as shown in Fig. 12~b! are very strong. The pulse
shape and position of the second beam are indicated by bro-
ken lines. Again, TR-FWM signals are well delayed, peaking
at about 0.7 ps after the arrival of the second beam. From
these observations, we can conclude that also TR-FWM from
bound excitons is dominated by the diffraction of the inter-
action induced field. The temperature dependence of TR-
FWM is shown in Fig. 13~b!. As in the case of collinear
polarization, the peak position shifts closer tot50 with in-
creasing temperature, but remains well separated from the
pulse.

In Fig. 14~a!, TI-FWM from samplesB in the cross lin-
early polarized geometry are plotted at exciton densities 1010

FIG. 12. ~a! TI-FWM from sampleA at 10 K in the cross lin-
early polarized geometry at detunings of 4 meV~top! and 0 meV
~middle! from the hh resonance. At the bottom, the transmitted
pulse shape determined by the cross correlation in a nonlinear crys-
tal is shown.~b! SR-FWM for the cross and collinear polarization
geometries at zero delay. The density is estimated to be 1010 cm22.

FIG. 13. ~a! TR-FWM from sampleA at 10 K obtained with
cross linearly polarized beams, at a detuning of24 meV from the
hh. The time delays are from top to bottom,21, 0, 1, and 2 ps. The
density is estimated to be 1010 cm22 and the broken lines represent
the autocorrelated pulse shape after transmission.~b! Temperature
dependence of TR-FWM from sampleA at the cross linearly polar-
ized geometry; temperatures are, from top to bottom 10, 90, 150 K.
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cm22 and 10 K. The laser is tuned 4 meV below the heavy-
hole ~hh! exciton ~top!, or at resonance with hh exciton
~middle!. At the bottom, the cross correlated pulse shape
after transmission is shown. For negative time delay, the rise
time of the signal becomes considerably slower when the
detuning is decreased. Considering our theoretical analysis,
this suggests the existence of a resonance below the 1s ex-
citon, with different dephasing time. SR-FWM shown in Fig.
14~b! for zero delay, 10 K and vanishing detuning confirms
this interpretation. In the cross-linear configuration, we ob-
tain a peak roughly 1 meV below the excitonic resonance,
which can be attributed to a bound biexciton. The corre-
sponding TI-FWM signals demonstrate clearly that the
dephasing rategB of biexcitons is considerably smaller than
2g ~compare the discussion in Sec. III!, in agreement with
results in Ref. 64. The lh excitonic contribution is also
shown, roughly 5 meV above the hh. The biexcitonic contri-
bution in the cross linearly polarized geometry remains
strong for both the negative and the positive time delays, as
determined by SR-FWM. Further, TI- and SR-FWM studies
on this sample, using circularly as well as linearly polarized

beams, confirm that this peak indeed results from a biexci-
tonic contribution to FWM. TR-FWM on sampleB in the
cross linearly polarized geometry exhibits again the signature
of interaction induced fields, which now result mainly from
exciton-biexciton interaction.

In Fig. 15~a!, the results of TR-FWM on sampleB under
conditions comparable with Figs. 14~a! and 14~b! are shown
at various time delays. The peaks occur well away from the
passage of beam 2 att50 or that of beam 1, which occurs at
t50.5, 0,21, 22, 23 ps forT50.5, 0, 1, 2, 3 ps, respec-
tively. The positions and pulse shapes of the second beam
determined by cross correlation are denoted by broken lines.
Considering the temperature dependence of TR-FWM shown
in Fig. 15~b!, we see that as before the peak positions in Fig.
15~b! shifts closer tot50 as temperature and correspond-
ingly the dephasing is increased. At higher temperatures,
biexcitons dissociate and excitons, not biexcitons should
make the dominant contribution. Therefore, it is expected
that TR-FWM at 70 and 150 K result mostly from excitons,
whereas at 10 K, biexcitons dominate. Nevertheless, in both
cases, the signal is delayed.

As we have shown in the theoretical part, electromagnetic
fields inside a semiconductor, which result from static and
dynamical exciton-exciton interaction, as well as from
exciton-biexciton interaction, give rise to internal fields,
which act as a source of FWM signals. Our experiments
demonstrate unambiguously that these interaction induced

FIG. 14. ~a! TI-FWM from sampleB at 10 K in the cross lin-
early polarized geometry at detunings of24 meV ~top! and 0 meV
~middle! from the hh resonance. At the bottom, the transmitted
pulse shape determined by the cross correlation in a nonlinear crys-
tal is shown.~b! SR-FWM for the cross and the collinear polariza-
tion atT50 ps.

FIG. 15. ~a! TR-FWM from sampleB under nearly identical
conditions as Fig. 13. Time delays are from top to bottom20.5, 0,
and 1 ps. The temperatures are, from top to bottom, 10, 70, and 150
K. Broken lines represent the shape and positions of the second
beam arriving at the sample.
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fields are the dominant source of FWM in semiconductors.
There are several possibilities to reduce this dominance. At
high-densities interaction induced signals saturate or even
start to decrease, due to screening effects. The phase-space
contribution, however, increases at least linearly with the ex-
ternal field. Thus, the ratio of interaction induced and phase-
space filling contributions of the signal can be inverted at
high density. This effect depends sensitively on the screening
of interaction induced fields, which increases with increasing
density. The relative contribution of interaction induced
fields depends, however, not only on the excitation condi-
tions, but also sensitively on the quality of the sample.

VII. TR-FWM OF INHOMOGENEOUSLY BROADENED
SAMPLE C

In previous sections, we discussed TR-FWM mainly in
high-quality samplesA andB, where small inhomogeneous
broadenings do not affect the interpretation of the results. In
this section, we discuss TR-FWM in inhomogeneously
broadened sampleC, where a strong photon echo is
expected.25,65

In Figs. 16~a! and 16~b!, we show TR-FWM of sampleC
at 10 K and at relatively low density~23109 cm22!, tuned
slightly below hh exciton for the crosslinearly@Fig. 16~b!#
and the collinearly polarized geometries. The transmitted
pulse shape@broken lines, top of Fig. 16~a!# is somewhat
distorted, with a secondary peak, which is roughly three
times smaller than the primary peak. This is because of the

relatively large total thickness~650 nm!, which leads to pro-
nounced propagation effects. In both polarization geom-
etries, the signature of a photon echo is obvious: the peak
occurs roughly at the delay between both pulses. Further-
more, the distorted pulse shape is reflected in the shape of
the echo signals, with peaksa andb readily identifiable.

At T50, an additional peak at 1.4 ps occurs in both po-
larizations geometries. Since at this time both pulses have
completely passed through the sample, we can identify this
peak as an interaction induced signal. The instantaneous sig-
nal neart50 is due to diffraction of the external field, i.e.,
the phase-space filling contribution. At a delay ofT51 ps,
the position of the interaction induced signal coincides with
the echo like contribution, whereas atT53 ps, the interaction
induced signal becomes completely negligible. The separate
occurence of an instantaneous and an interaction induced
contribution at zero delay is in contrast to the results in Ref.
65, and can be attributed to the long dephasing time of
roughly 1.5 ps. The increase of the temporal duration of the
echo with increasing delay, which results from the Coulomb
interaction is rather weak due to the strong inhomogeneous
broadening.

Echolike behavior results also in homogeneous systems
for excitation of the excitonic continuum, which acts similar
as inhomogeneous broadening of discrete energy levels.31 In
the worst case, FWM signals are determined by combined
effects, due interaction induced fields, inhomogeneous
broadening and continuum excitation, which in thick
samples are further influenced by propagation effects. The
result is a complex temporal evolution, which in many cases
allows no simple interpretation, but requires a careful theo-
retical analysis.

VIII. SUMMARY AND CONCLUSIONS

To summarize our results, we have shown that FWM ex-
periments are completely dominated by interaction induced
fields when the laser spectrum encompasses excitonic reso-
nances. We have developed a unified theoretical approach
that includes static and dynamical exciton-exciton interac-
tion, as well as exciton-biexciton interaction. These interac-
tion processes induce internal fields, which lead to pro-
nounced contribution to FWM signals. Assuming resonant
excitation conditions, we have shown that the resulting
model is best suited to explain the properties of FWM sig-
nals, especially their dependence on the polarization geom-
etry.

Our experimental data show unambigously that the inter-
action induced fields dominate FWM signals completely. Re-
gardless of the microscopic origin~excitons, bound excitons,
or biexcitons! of the induced fields, the TR-FWM signal is
always delayed. No instantaneous signal contributes, which
allows the conclusion that the phase-space contribution and
thus the self-diffraction of external fields is negligible in
comparison with the fields induced by many-particle interac-
tions.
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FIG. 16. TR-FWM from sampleC in ~a! the collinearly polar-
ized geometry and~b! the cross linearly polarized geometry. The
transmitted pulse shape is represented by broken lines. The detun-
ing is 24 meV and the density is estimated to be 109 cm22.
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