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Electronic and formation energies for deep defects in narrow-gap semiconductors
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We consider the charged states of certain deep defects in the narrow-gap semiconductors mercury cadmium
telluride, mercury zinc telluride, and mercury zinc selenide. We predict the values of the deep-defect energy
levels and also the formation energy of the defects. For each charged state we include the effect of relaxation.
We consider substitutional and interstitial anions and cations as well as vacancies. We use Green's-function
techniques throughout and adapt the Haldane-Anderson model to consider the effects of different charged
states. By use of a pseudopotential we generalize the ideal vacancy model so as to be able to consider
relaxation. As always, chemical trends were predicted with considerably more accuracy than the absolute
location of the energy levels. Formation energies, involving differences, were predicted with an accuracy
similar to that of chemical trends. The more negatively charged the impurity, the higher the energy except that
the vacancy energy did not depend strongly on the charge. Typical charge-state energy shifts of defect levels
are about twice that caused by relaxation effects. Formation energies for defects in the same material and at the
same site were quite similar while the formation energy for different charged states could vary considerably. If
one considered only native defects, self-interstitials had the lowest formation energy while for antisites and
vacancies the results were similf80163-182606)05923-1

[. INTRODUCTION finally in Sec. VI we discuss our results and make our con-
clusions.
In a previous paper we used a Green’s-function technique
to calculate the position of certain deep defects in mercury
cadmium telluride(MCT), mercury zinc telluride(MZT),
and mercury zinc selenid@ZS).! Both substitutional and
interstitial cation and anion site impurities were considered. For our calculations, we start with the basic ideas of Hjal-
The effect of lattice relaxation is important and was in-marsonet al.” We add the spin-orbit interaction for the I1-VI
cluded. The prediction of the absolute position of the energynaterials, following the ideas of Kobayashi, Sankey, and
levels is very difficult but we expedbased on the results in Dow.2 We also adapt the idea of Lee, Dow, and Safiey
previous papers, especially Ref) that our precision was different charge states and follow Haldane and Andéfsion
relatively good, and so chemical trends were accurately presalculate their effects. In addition, we adapt the work of Li
dicted. In this paper we look at the effect of various chargedaind Myles'*?to include relaxation effects. The deep energy
states on the location of the deep defect energies and aldevels associated with the neighborhood of the impurity are
predict their formation energies. Finally we use pseudopodetermined self-consistently. Asps* tight-binding model
tential ideas to predict formation energies and the location ofor electronic band structure with the narrow-gap semicon-
the vacancy levels including the effects of relaxation. ductors treated in the virtual crystal approximation was used.
The use of Green’s-function techniques to calculate for- The basic Green’s-function calculation has already been
mation energies is new. The formation energies are calcusompletely discussetin what follows, we summarize the
lated from the difference between the binding energy of theadditional details needed for understanding the effects of dif-
crystal with a “perfect” cluster and that with a defect clus- ferent charge states and the special techniques used for cal-
ter. That is, our calculation of formation energy is based orculating formation energies. All our calculations are for
the difference between the binding energy of the crystal wittarrow-gap semiconductot3.
and without the defects, where of course the self-energy of The charged-state splitting of a deep level in the band gap
the defect therefore would not be includege Eq(4)]. This s the difference between the ionization energy of the “nomi-
is an approximation, but similar ideas have been used toal” impurity and the ionization energy of the impurity in a
calculate defect formation energi®%. We also realize that charged state caused by the addition of electrons or holes.
in a more accurate model the formation energy is a functiorThe ionization energy of an impurity in a semiconductor is
of chemical potential? however, in the case of narrow-gap defined as the energy required to remove an electaon
semiconductors, we assume this variation is small. hole) from the occupied deep level to the conducti@r
In Sec. Il we discuss our calculation methods usingvalence band. In simplified one-electron theories, the defect
Green'’s functions; in Sec. Il we give results for the energypotential may not include the interaction between electrons
levels for substitutional and interstitial deep defects; in Secand hence be charged-state independent. To study charge-
IV we give results for formation energies of substitutional state splitting, the interactions must be included in some ap-
and interstitial deep defects; in Sec. V we give deep defegbroximation.
and formation energies for a modified vacancy model; and We combine Hjalmarson’'s deep-level theory with

II. CALCULATIONAL METHODS
USING GREEN’'S FUNCTIONS
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Haldane and Anderson’s model of Coulomb effects to studyparameters plus adjustment for the lattice define the diagonal
the charge-state splitting of the deep levels. The use of thpart of the impurity potential. The off-diagonal part is de-
Haldane and Anderson models enables us to include manyined by a constant determined by the host and the impurity
electron effects while retaining much of the simplicity of and by the host interatomic distance as well as the distance
Hjalmarson's theory. This idea has been successfully utilized; between the impurity and its nearest neighbors. The dis-
by Lee, Dow, and Sankéyo study charged-state splitting of tanced; in the relaxed state is determined by molecular dy-
deep levels in Si, by Sankey and DB\o treat interstitials namics.

in Si, and by Myle$ to treat substitutional impurities in Including second nearest neighbors, the clusters have a
MCT. The ideas used to evaluate charged-state splitting arsize, for zinc blende semiconductors, of 17 atoms including
fairly simple. The defect potential is assumed to depend offiour nearest neighbors, and twelve next nearest neighbors.

the parametet); where The total energy of the cluster is the sum of one-electron
i i energies and the repulsion energy. The repulsion energy con-
Ui = Bi(Eimp~ Ehosd> (1) tains a correction for double counting introduced by sum-

ming over the one-electron energies. Again relaxation of
neighbors and different charges are considered. The evalua-
tion of the one-electron and repulsion energies is discussed
later.

where Ej,,, and Ej,. are, respectively, the defect and host
atomic orbital energies for states of symmeitryand theg;
are empirical parameters. THx'e:mp are evaluated by the
Haldane-Anderson model.

A point defect in a tetrahedral site of a zinc-blende mate-
rials has point grouy. A deep-level produced by such a
defect can have either nondegeneraie(s-like) symmetry
or triply degeneratel, (p-like) symmetry. Since we are  The electronic properties of deep levels can be studied
dealing with 11-VI semiconductors spin-orbit coupling had to with various degrees of sophistication. In all cases, we focus
be included in the band-structure calculations that we usen chemical trends in the ordering of the deep levels. In Ref.
However, in the part of the Hamiltonian that describes thel we consider the effects of lattice relaxation on the deep
defect, the effect of spin-orbit interaction is weak and can beevels. In this paper, we further consider the effects of dif-
neglected. Thus for the defect, including spin only doubles ferent charge states. Unless otherwise specified, we have

the degeneracy of each level. Thus we have twofold degerstandardized our calculation with a band gap of 0.1 eV. The
erateA; levels and sixfold degenerale levels. We finally  corresponding values are
find, following the Haldane and Anderson approach,

Un,=BadlES+Usda, +6Ugpny, ] — Ehet: @

Ill. DEEP LEVELS FOR SUBSTITUTIONAL
AND INTERSTITIAL DEFECTS

X(MCT=Hg; _,Cd, Te)=0.22,

X(MZT=Hg,_,Zn,Te)=0.15,

U =BrA[E%+5U, nr. +2U. na —Ef2Y, (3)

T, = ArllEp SUphtr, + 2Usa, ]~ Byl x(MZS=Hg, _ .Zn,Se =0.08.

where the parametel&'ﬁ, ES, Uss, Ugp, andU,, have been
determined by Sankey and D&%Wor the atoms that we con- . . : A

ions (—). In their normal lattice positions in our compounds,

sider. The quantitien, andny, are r_lot nece_ssarlly integers the group Il elements Hg and Cd become cations and the
because the atoms are embedded in a solid. They depend 8foup VI elements Te and Se become anions. As far as low-
the defect potentia¥ and energy leveE and can be evalu- gring the potential energy goes, cation sites surrounded by
ated in a standard way allow_ing for contributions from bOthnegative ions tend to forre-like levels (because this keeps
the valence and deep levélSince they depend 0B, solu-  pegative charges as well separated as pogsiBlgon sites
tions for the energy levels must be obtained by iterationgrounded by positive ions tend to foprievels that spread
Similarly to the discussion in Sec. V the effects of lattice the negative charge out to the positive sites. Of course, co-
relaxation are also included in this calculation. valent bonding and other effects can complicate this analysis.

We next discuss the formation energy. In general, the depresymably because they are often relatively compact, cation
fect concentration depends exponentially on and is primarilyjie s-like levels tend not to be affected appreciably by re-
determined by the defect formation energy. The defect forigyation effects.
mation energy is the change in energy necessary to produce T4 ynderstand our notation for charged states, consider
the defect and is computed approximately ffom the charged state of Zn when it substitutes for Te in MCT.
Atomic zinc has a deficit of four electrons over atomic Te.
We define Znfi) (wheren stands for “nominal’) as Zn with

(4) " two more electrons in the atomic state so it will be similar to

where the first term in the difference is the totakgativeé  the Te™ ~, which it replaces. Zn{) will thus have two elec-
binding energy of the crystal with a defect cluster and thetrons in the 4 state and two in the @ state. In the same
second term is the totalnegative binding energy of the notation Znf+) has one 4 electron and Zn{—) will have
crystal with a “perfect” cluster, i.e., a perfect crystal. In the three. Other impurities can be discussed in a similar manner.
Green’s-function method the one-electron Scimger equa- We present our results in Figs. 1-3. In these figures we
tion is transformed into a matrix equation with a size deter-only consider anion sitey-like and cation sites-like levels
mined by the perturbing potential of the defect, which in turnsince the deep levels in the other two possible cases are far
is determined by the size of the defect cluster. Free atorfrom the energy gagpresumably, thes-like states on the

Our impurities are surrounded by either catidrs) or an-

E:=E,(crystal with defect cluster- Ey(perfect crystal,
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FIG. 1. Deep levels for substitutional impurities in MCT show-
ing effects of relaxation and charged stateith relaxation). MCT

(cation site, s-like levels)

_ Se(n--) Br(n--)
S(n- - Se\n-
3(n--) NO-)  seqn)

0.2

anion are in the valence band, while thdike states on the
cation produce a resonance in the conduction padndhese ]
figures, the bottom of the energy gap is at 0.0 eV and the top $(n-)
is at 0.1 eV. Figure 1 shows the effect of relaxation and 0l S M=~~~ C.B.
different charged states for two impurities. As shown,
charged-state interactions are typically about twice as impor-
tant as relaxation effects. Figure 2 shows anion pHéke
and cation sites-like levels in MCT and anion sitep-like
levels in MZT and MZS. Our main objective has been to Br(n+)
discuss chemical trends and generally we ignore the Jahn- 1 s Se(n+) —
g y g S(n++) N(n+) —

Teller effect, which can be important in some cases. For 0.1 4 _ Br(n++)
example, the Zi state of MZS in Fig. &) is a triply de- —
generate state with a singleg)electron. Since this is Jahn- 1 N(n++)
Teller unstable what we would probably see experimentally J—
is a split-off singlet. 0.2

Some interesting observations can be made from these charge-state splittings
figures. In the first place, the negatively charged impurities
form deep levels of higher energy than the nominal levels, (b)
which are in turn higher than the positively charged states.
Coulomb repulsion between electrons provides a ready ex- g, 2, Deep levels for charged states of substitutional defects:
planation for this. Second, the energy shift of the deep levelg,) anion site in MCT,(b) cation site in MCT,(c) anion site in
is a rough linear function of the charged state for a particulafpzT, (d) anion site in MZS.
impurity. Thus, the energy shift for one more or one less
electron in an impurity is about the same. For example, all

the energy shifts in going from Zn(+-+) to Zn(n+) to Figure 3 summarizes the results for interstitial impurities
Zn(n) to Zn(n—) to Zn(n——) are between 0.10 and 0.12 in MCT, MZT, and MZS. Interstitial sites may have either

eV. Similar energy shifts in the Mg series range from 0.07 tohexagonal or tetrahedral symmetry. For interstitials, we only
0.08 eV. That is, for different impurities, the energy shift consider tetrahedral sites and name them in the same way as

between charged states for the same impurity should bfor substitutional ones, for example, cation sites are sur-
close. Third, the chemical trends in the ordering of deegounded by negative ions. Five charged states are considered
levels associated with different impurities for the samefor each impurity of interest. In the case of interstitial impu-
charged states are essentially unchanged. For exampléties, the meaning of a nominal state is not the same as for a
Zn(n) is above Mgq) in MCT, MZT, and MZS. Again we substitutional impurity. Here the number of electrons on a
expect chemical trends to be much more accurate than abspeminal state is the same as the number of valence electrons
lute values. As noted by Chen and Siethe absolute loca- of the impurity in its atomic state. For example, the intersti-
tion of the energy level may depend sensitively on the bandial Zn(n) in MCT has two electrons in thes3states and no
structure and impurity potential. electrons in 4 states(rather than two in the @ state as

_N(n) _Se(n+) Br(n)

':-:E('n?-)' --------------------- V.B.

Energy BandGap
e
(=3
L
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FIG. 2. (Continued. FIG. 3. Deep levels for charged states of interstitial impurities:

(@) MCT, (b) MZT, and(c) MZS.
when it substituted for Te in MCT so here nominal does
mean neutral. Similar discussion holds for other interstitial - . L
impurities. charged-state splitting of anion sifglike deep levels for Zn
d Mg in MCT forx=0.2, 0.3, and 0.5AE is the charged-

Inspecting these figures, one sees that the deep lev o e ;
formed by interstitial impurities with different charged statesState splitting. The splittings are of order 0.1 eV for different

have similar properties to the substitutional cases. Again, th& and tend to vary only slightly witk. The results for three
deep-level energy values are roughly a linear function of thdlifferent degrees of sophistication of computation have been
charge, the negatively charged states have higher energy thghown in Fig. 1 for the substitutional impurities Zn and Mg
neutral or positively charged levels, and the chemical trend# MCT. As mentioned, one can see from the figure that the
of the ordering of the deep levels associated with differeneffects of charged-state splitting on deep levels are larger by
impurities for the same charged state are essentially prezbout a factor of two than the effects of lattice relaxation.
served. However, charge-state splitting tends to be a littl®©ur calculation shows this to be true for all defects of inter-
larger for interstitial impurities than substitutional ones. Theest. In general, the effects of charge-state splitting can be
neighboring ions are closer for the interstitial case. comparable to the energy gap. Thus again we see the abso-

The charged-state splitting as a function of alloy compo-ute location of the deep defect level is much more difficult
sition (x) has also been studied. Table | gives the results foto predict than chemical trends.
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MZS approach the surfacelike states associated with the cluster
o ) boundary are eliminated. This is the same idea as we have
03 {cation site, s-like levels) used to calculate the deep levels in our previous vork.
Ma(n-) The total energy of a cluster with or without a defect can
—_Cd(n-) be modeled by
0.2 Hg(n-) Zn(n-) Be(n-)
— —_— Ma(o) Etot— Eel+ Er1 (5)
oSl T C.B. ol : L
e — whereE® is the sum of the one-electron energies in the oc-
8 ied states, andl" is the repulsive energy due to electron-
3 Hg(n) z 8 M Cupied states, € rep rgy '
§ 0-0------—-————ﬂﬁ’—-ﬁl——ii‘i’-- V.B. electron ion-ion repulsion and contains a correction for
2 ] double counting contained i&®. E® can be computed as
g2 -0.14 cd(n+) follows:
- — Zn(n+) Mg(n++)
] Hg(n+) —_— | Ep
0.2 - — Ee=f Ep(E)dE, 6
Cd(n++) Be(n+) . p(E) (6)
0.3 where Er is the Fermi energy ang(E) is the electronic
charge-state splittings density of states given by
c 1
F(IG? 3. (Continued. p(E)=— ;Im TrG(E), @
IV. FORMATION ENERGY FOR SUBSTITUTIONAL whereG(E) is the Green’s-function matriX&" can be com-
AND INTERSTITIAL DEEP LEVELS puted using Harrison§ overlap interaction model for a pair

potential in which

Our calculations borrow semiempirical band structure re-
sults and use Green’s functions derived from these bands E'=A'/d* 8
structures. The use of the tight-binding Green’s function is
certainly not new but the application of these Green’s funcwhereA’ is a proportionality constant, andi is the defect
tions to the calculation of formation energies is new, to thebond length. The consta®t’ can be determined from the
best of our knowledge. Since the formation energy involvesquilibrium position of an atom in a perfect crystal. A de-
a difference of energies, it should have the same level ofailed discussion has already been given by us and we sum-
accuracy as the Green's function prediction of chemicamarize it below! The total force on an atom due to the sur-

trends for deep defect levels. rounding atoms in a certain direction can be modeled as
We continue to use the definition of the formation energy
as the difference between the binding energy of the crystal F.=F2+F}, 9

with and without defects, as expressed by K4 and

related comments. The bonds at the cluster edges arhereF§ andF; represent the attractive and repulsive parts
coupled to the infinite host crystal. For the cluster withoutof the force. For the host crystal in the absence of the impu-
the defect, we keep the same values of tight-binding paranfity, each atom is fixed in its equilibrium position for the
eters as in the infinite host crystal. For the cluster with theperfect crystal so thatF,=0 and Fi=—F). Since
defect, the defect potential matrix will be included. In this F,=—dE"/dx, for x along the bond direction

TABLE I. Comparison of charge-state splittings for- 0.2, 0.3, and 0.5 in MCT.

Deep levels
(anion site,p-like) AE

Impurity x=0.2 x=0.3 x=0.5 x=0.2 x=0.3 x=0.5
Zn(n——) 3.3, 3.3, 3.4E, 0.12 0.11 0.11
Zn(n—) 2.1E, 2.2, 2.3, 0.12 0.13 0.13
Zn(n) 0.9, 0.9, 1.054

Zn(n+) —0.25, -0.25, —0.1E, 0.11 0.11 0.11
Zn(n++) —1.2E, —-1.1F, — 1.0, 0.10 0.09 0.09
Mg(n——) 2.1E, 2.1E, 2.2E, 0.08 0.08 0.09
Mg(n—) 1.3, 1.3E, 1.3, 0.08 0.08 0.07
Mag(n) 0.5, 0.5, 0.6E4

Mg(n+) —0.2E, —-0.25, —0.1E, 0.07 0.07 0.07

Mg(n++) — 0.9, —0.9, — 0.8, 0.07 0.07 0.07
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FORMATION ENERGY (eV) FORMATION ENERGY (eV)
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® FIG. 5. Formation energies for charged states of cation site,
s-like substitutional impuritiesa) MCT and (b) MZT.

FORMATION ENERGY (eV)
MZS ANION SITE, SUBSTITUTIONAL

b e o — _I_L_ ] impurities in eV are Znt) (2.8, Mg(n) (2.7), Cd(n) (2.85,
T H 1 1 T L 1 [ and Hgf) (2.84. The formation energy for different
=g 0 00 BB HH F charged states of impurities can vary fairly widely. In MCT:
:H HHHHHHBEHH F Zn(n+) (2.73, Zn(n—) (2.9, and Cda+) (2.82, Cd
s HH HHHHHH E (n—) (2.87. We also notice that for a given impurity, the

formation energy of a negative impurity is larger than a posi-
tive one. This is basically due to the repulsive force between
electrons. For the formation energies of interstitials in Fig. 6
a similar discussion to that of substitutional impurities can be
made. In addition the results tend to be more widely spread,
(© presumably because of the closer neighbors.

1 H 1 H H H H - ] n -

0.5 H H H H H H H H H -

IoN
Be(n+) Be(ln) Be(n-) Zn(ll\-b) Zn(n) Z]\(Il\-) Hg(n+) Hg([n) Hg(n-)

FIG. 4. Formation energies for charged states of anion site,
p-like substitutional impurities(a) MCT, (b) MZT, and (c) MZS. V. FORMATION AND DEEP-LEVEL ENERGIES
FOR VACANCIES

Er :ﬁ (10 In a previous study of vacancies in MCT, MZT, and MZS
' we used the ideal vacancy model in which we assumed that
the vacancy was formed by removing an atom from the crys-
If we assumeF,=A/d®> and useF,=0 in equilibrium to tal while leaving all other atoms in the same position. In the
determineA, then A’ =A/4. Admittedly, this procedure is Green’s-function method, this model is implemented by set-
somewhat arbitrary and certainly has not been justified rigting the atomic orbital energy of a vacancy equal to infinity.
orously. All we are really doing is fitting the force to an The deep levels formed in the ideal vacancy model can be
inverse fifth-order power law. easily calculated as the model does not req(oreallow) the
In Figs. 4 and 5 the formation energies of substitutionalinclusion of lattice relaxation.
impurities in MCT, MZT, and MZS are evaluated. All anion  In this paper, we introduce a modified vacancy model that
site impurities arep-like and all cation sites ars-like. The  allows consideration of lattice distortion in an efficient and
same holds true in Fig. 6, where the formation energy ofdirect way. This is accomplished by changing the assump-
interstitial impurities in the same materials is considered. Alltions concerning the atomic orbital energy of a vacancy. Fol-
results include relaxation. Several observations can be madewing Bernholc, Liparo, and Pantelidésand Baraff and
for the substitutional case. The formation energies for theSchlutet® we assume the atomic orbital energy equals the
same material on the same digation or aniofcan be quite  negative of the bulk “atomic” pseudopotential of the re-
similar. In MCT the formation energies of several nominal moved host atonfinstead of infinity. Bernholc, Liparo, and
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FORMATION ENEEGY (e¥) TABLE Il. Lattice relaxation of vacancies in MCT, MZT, and
MCT CATION SITE, INTERSTITIAL M Z S
7 .

1
Nigal 1

L Percent of
System dy(A) d,(A) Ax=d,—dy relaxation

s H = H

4 H u ]

sH H H MCT 2.8 3.02 0.22 7.6
HoU MZT 2.74 2.45 —-0.29 111
MZS 2.62 2.56 —0.06 2.3

T T T T o8
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@ " Usa @ o ]
a;
FORMATION ENERGY(eV)
MZT CATION SITE, INTERSTITTAL .
] — vi=| , 12)
i
3 H H - al
I ] [ [| [ with
a0 { I 1T a;=—ci(d; ?—dy?), (13
whered, is the distance between the center of the vacancy

® Cigne) Mgl (o 12 ) Zn(m) 2l Yo e Calm) S o) Ho) By " . .
and the nearest neighbors add is the distance between

(b) neighboring atoms in the perfect host crystal. In the ideal
oRaTION ENERGY (et modelU,, is set to infinity ande is thus negligible. In the
. A ST TITERSTIEAL pseudopotential) ., is the quantity set equal to the negative
ie ] of the bulk “atomic” pseudopotential of the removed host
N — atom.

:H H H The bulk pseudopotential of an atom can be written

Ups(f)z% [S(G)UX(G)+iSAG)UAG)Je’®,

st | (14

\ . whereU® and U” are called symmetric and antisymmetric
FCRUCE O(RJECTTe(RUCT HCAYIER O(RIET Te(EZE MCAZS O(RIZS Se(AOKES form factors and theS's (structure factofscan be found
from
(©)
SY(G)=coG-T, (159
FIG. 6. Formation energies for several neutral and charged
states of interstitial impuritiega) cation site s-like levels in MCT, SA(G)=si

) ; i ) . . =sinG- T, 15b

(b) cation site,s-like levels in MZT, and(c) neutral anion site, (G) (15b)

p-like levels in several semiconductors. whereG is the reciprocal lattice vector arid=a(3, 3, 3) with

a the length of a side of the unit cube. Examples of the
Pantelidel’ have computed the defect potential of a vacancyevaluation ofUPS with empirical parameters for important
in Si from this pseudopotential model. They found that theUS(G),U”(G) are given by Li*® The pseudopotential is
difference between results for a self-consistent model and thiairly slowly varying withr and we evaluate only far=0.

pseudopotential model was less than 1%. Based on the pseudopotential model, we have computed the
Using the nearest-neighbor approximation, the form of thdattice distribution of vacancies in MCT, MZT, and MZS.
defect potential of a vacancy can be written as The results are shown in Table Il. Table Il gives our result
for the formation energy of vacancies in MCT, MZT, and
MZS.
V=, V= |iao)Uiaa(ia0|+2i,-|iao)ai(jcd|, (11 All vacancies are cation site, since no anion site deep-

level vacancies have been predicted by us. We found very
little dependence of formation energy on charged state for
whereo refers to the defect locatiom, andc refer to anion  vacancies. Consequently, we only report results for the neu-
and cation sited, andj refer to symmetric type@heA; and  tral case. If we focus on native defectantisite, self-
T, state$, andd locates the neighbors. interstitial, and vacangywe find the self-interstitials usually
In this form, the vacancy is at an anion site)( The have the lowest formation energy while the formation ener-
matrix form of V, is thus gies for antisites and vacancies are almost the same. For
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TABLE IIl. Formation energy of vacancies in MCT, MZT, and TABLE IV. Deep levels of vacancies in MCT, MZT, and MZS.

MZS. V, denotes vacancy and HC denotes host crystal. Deep levels are measured from the maximum valence-band edge.
System E¢ (eV) E" (eV) E! (eV) Ef (eV) Deep levelgeV)
Ideal Pseudopotential
MCT
System model model

HC —12.19 2.21 —9.98

V, —8.93 1.63 -7.30 2.68 MCT -0.32 -0.18
MZT MZT -0.34 —-0.25

HC —13.85 0.89 —12.96 MZS 0.06 0.06

V, —10.53 1.39 -9.14 3.81
MZS ) . ) ) )

HC ~123 318 ~912 well-identified formation energies that allow unambiguous

A ~10.86 3.49 737 1.75 experimental comparison to our calculations. However, com-

parison to some results of Sheral?° seems to indicate at
least a qualitative correctness for our results.

example, in the case of MZT at a cation site @p(has a Typical of our own results are the followinda) The
formation energy of 1.38 eV while antisite T§(is 4.14 eV~ charge-state energy-level shifts of the defect levels were
and the vacancy is 3.81 eV. about twice as large as relaxation effe¢ks.The more nega-

Finally, for completeness we show in Table IV the deeptively charged the impurity the higher the energy because of
levels we predict using the pseudopotential model for vacanCoulomb repulsion(c) The energy shift of the deep substi-
cies in MCT, MZT,and MZS, and compare them to resultstutional levels is a rough linear function of the charge state
for the ideal vacancy model. Again, we only consider vacanfor a particular impurity(d) Chemical trends in the ordering
cies at the cation site. For MCT and MZT the pseudopotenof deep levels associated with different impurities for the
tial results are higher. In MZS the results are the same fopame charged state are essentially unchang@dCharge
both models due to pinning. Lattice relaxation has been instate splitting for interstitial impurities tends to be a little
cluded in calculating the formation energy but not in calcu-larger than for substitutional one§) Charge-state splitting

lating the levels, as its effect is usually small. for substitutional impurities may be of order 0.1 eV and vary
only slightly with alloy concentratiox. (g) Formation ener-
V1. DISCUSSION gies for the same material on the same site can be quite

similar. (h) The formation energies for different charged

We have considered the charged states of deep effects #lates can vary widelyi) The formation energy for a nega-
the narrow-gap semiconductors MCT, MZT, and MZS. Wetive impurity is larger than a positive ong) Defect and
have predicted the deep-defect energy levels and formatiormation energies for vacancies are predicted not to be
energies for charged states of substitutional, interstitial, anéleavily dependent on the charged stdkg. Relaxation can
vacancy defects. We have included the effect of relaxation ohppreciably affect the deep levels in vacanciBsFor native
neighbors. The use of a Green’s function to calculate formadefects, self-interstitials had the lowest formation energy
tion energies is new as in the use of the pseudopotentiaihile antisites and vacancies had similar formation energies.
method to generalize the ideal vacancy model so relaxation
can be considered. We expect that the chemical trends and ACKNOWLEDGMENTS
formation energies were predicted more accurately than the
absolute location of the energy levels. There is relatively This work has been supported by NASA Marshall Space
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