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Phase separation and valence instabilities in cuprate superconductors:
Effective one-band-model approach
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We study the Cu-O valence instabilityl) and the related phase separat{®9 driven by Cu-O nearest-
neighbor repulsiorl .4, using an effective extended one-band Hubbdidy] obtained from the extended
three-band Hubbard, through an appropriate low-energy reduttignis solved by exact diagonalization of a
square cluster with 10 unit cells and also within a slave-boson mean-field theory. Its parameters depend on
doping forU,4# 0 and on-site O repulsiod ,# 0. The results using both techniques coincide in that there is
neither VI nor PS for doping values levets<0.5 if Uy,q=2 eV. The PS region begins faf,;=2 at large
dopingx>0.6 and increases with increasildgy. The PS also increases with increasing on-site Cu repulsion
Uy. [S0163-182606)00622-4

[. INTRODUCTION strong coupling® have shown that even though the energy
wexc Of the charge-transfer collective excitonic mode at zero

It is widely accepted that the electronic properties of thewave vector decreases with increaslsgy, it remains finite
cuprates are well described by the three-band Hubbard modat the CTI. However, this mode is coupled to the zero-sound
Hsp .13 Zhang and Ricksuggested that this model can be mode, leading to a charge-transfer-mode mediated attraction
reduced to an effective one-bannd) model under certain which allows the violation of the Landau stability criterion
simplifying hypothesis: small O-Cu hoppirtgy, and zero F§>—1. This leads to the simultaneous divergence of the
on-site O Coulomb repulsiol,,, Cu-O Coulomb nearest- compressibility and charge-transfer static susceptibility indi-
neighbor interatomic repulsiot,q and O-O hoppind,, . cating that phase separation and the CTI take place.
While the one-band effective models can explain the mag- In spite of the qualitative agreement on the facts men-
netic properties of higii-. materials and can provide mag- tioned above among the different techniques, the regions of
netic mechanisms for superconductiity,these models, phase separation differ in the strong and weak coupling ap-
with fixed parameters, do not take into account the effects oproaches and the critical value Of,4 where the instabilities
the Cu-O repulsiorJ,q. The density of carriers in cuprate take place depends strongly on the approximation used.
superconductors is very low. The average distance betweekiso, the effect of the variation of the parameters has not
two holes is larger than 7 A and the Cu-O distance-id.9  been investigated in detail and realistic valuet/gthave not
A and thereforel ,4 is expected to be poorly screened. Ne-bee studied so far. Thus, further research on these subjects
glecting screeningy ,4~7 eV, while direct calculations give seems necessary.
Upa~3 eV,” and constrained-density-functional results pre-  On the other hand, it is important to address the question
dict Upg~1 eV28 Thus as pointed out early after the discov- of to what extent the above-mentioned properties of the
ery of highT. superconductivity the effects df,4 can be three-band Hubbard model can be account for using a one-
important?® These effects include a charge-transfer mechaband effective model derived from the former through a suf-
nism for superconductivity!® and marginal-Fermi-liquid ficiently accurate mapping procedure. Generalitet and
behavior'? It is known that a sufficiently large) ,q induces a  one-band Hubbard models have been obtained performing
charge-transfer instabilitfCTl) and a valence instability systematic low-energy reductions of the three-band
(V1) related with Cu-O charge transférThese instabiliies Hubbard?'=2° These reductions either are based on the cell
are associated with phase separation because of the couplipgrturbation methdd?? or use an effective spin-fermion
between the fluctuations of the valence and the totamodel with renormalized parameters as an intermediate step
density415 in the derivatiort>*In contrast to the original derivation of

The three-band Hubbard model includitl,y has been Zhang and Rice, these methods allow to extend the mapping
studied by exact diagonalization of small clusterandom-  procedure to realistic and large values of Cu-O hopping
phase approximatiotf;>'®!” Gutzwiller variational wave t,q, and show that the Zhang-Rice singlets are stable for
function® and slave bosons with Ni/expansion, for the par- large Cu-O covalency. There have been an important amount
ticular caseJ 4= and withU, andU .4 treated in the Har-  of research devoted to the study of the validity of the low-
tree approximation®!®?° The results of these works are energy reduction and the stability of the Zhang-Rice singlets.
qualitatively similar in general. Increasing,q the system In particular, the roles of local triplets statésind apical O
reaches the CTI, VI, and the related phase separation. Ne&ms®? have been recently investigated. Exact diagonalization
this phase-separation boundary, the effective interaction iof small clusters have shown that the low-energy
the Coopers andd channels becomes attractive. spectrum®3! and magnetic properti&s of the three-band

Bang et al. in weak coupling® and Raimondiet al. in model can be well reproduced bytd’-t"-J model, where
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t’ is the next-nearest-neighbor hopping atidis a next- state$ lie very high in energy and are neglected. After the
nearest-neighbor hopping combined with a nearest-neighbahange of basis, the original Hamiltonian can be separated in
spin flip. This three-body term, with the sign correspondingtwo parts, one containing the intracédind generally larger
to large O-O hoppind,, in the original three-band model, terms and another containing the intercell terms:
can stabilize a resonance-valence-bond superconducting
ground staté. _ e

In this paper, starting from the three-band Hubbard H3b_2i Hit Hinter, )
model, we derive an effective generalized one-band Hubbard
model, using the cell-perturbation method generalized tavith
take into account properly the intercell part of the O intr-
3tom|c repulsionU, and the Cu-O interatomic repulsion Hi:(A_/-L(O)tpp)E aiTgai(rJrUdnﬁn?ﬁthd)\(O)

pd. g

As a consequence of these interactions, the parameters of
the effective model become dependent on the particle den- df @ +H.e)+U-f(0 nd aof o
sity. Solving the effective one-band model exactly in a 2‘ (AT He) +Upef (002 i arary
\/F)x Jf) cluster, and also in the slave-boson mean-field

!
oo

t t
theory of Kotliar and Ruckensteih we study the above- +Uph(0) ey @ ©)
mentioned valence instabilityVIl), the regions of phase
separation(PS, and also the dependence of the effective,, _ ot a(i—ivd o —t i—iVal @ +Hc
one-band parameters with,4 and doping. The advantage of = "' i;jo[ ph (=D tpu( ) aj i, +H.C]
our approach in comparison with other methods discussed
above for the study of the VI, CTI, and PS, is that the intra- +Uy > [f(i—j,i-DnS, al a,+H.c]
cell correlations, including Cu intratomic repulsibly and a pdi#“(w, ’ o' Tjo o T
large part of theU,4 andU,, terms, are taken into account ,
exactly at each cell. This allows us in particular to take re- C + +
alistic values ofU4 (7—10 eV}, while in previous treatments +Upij,2m h(i=j.i=Li=majjamaj a . “)

U4 was either small or infinite. _ _ _
In Sec. Il we describe the different Hamiltonians and theThe functions of the lattice vectois u, f andh are given
method for low-energy reduction. Section Il contains thein Refs. 27 and 28. They decay rapidly with increasing ar-

results and Sec. IV is the discussion. gument and as a consequence, most of the original hoppings
and interactions are contained3pH; . TheX' indicates that
Il. REDUCTION FROM THE THREE-BAND in the last sum the term with=j=m=1 is excluded.
TO A ONE-BAND HAMILTONIAN The ordinary cell-perturbation method consists in solving

H; exactly in the subspaces of 0, 1, and 2 particles and re-
We start from the three-band extended Hubbard model: taining the ground state in each subspace. The nontrivial re-
tained eigenstates have the form
Hap=A pjTapjo+ Ug> dfididf dj,
! ! A P S S tot t ot
li2)= E(dnau_duam)—Azamau_Asdmdu|0>-

+Up$ pranpwqu&Z dl dig Py 5oPi+ 50 )
looo

ioc)=(B;d’ —B,al )|0). 6

‘dez (P 5o 0io+ H-C-)_tppz pjT+ijg- (1) li)=(Bat;~ Bz |0} ©
160 Iye The energies of these states will be denokedand E,

The sum ovei (j) runs over all CuO) ions. The vectos respectively. The first term ¢f2) corresponds to the Zhang-

atoms. The operatcn‘iT(, (pjT(,) creates a hole with symmetry consists in considering .the cogfﬂm_ents as variational param-

dy2_y2 (p,) at sitei (j) with spin . The phases of half of eters which arg determined m.|n|rn|z-|ng the '[Otf';ll er;ergy. We

the orbitals have been changed in such a way that for afreat the terms it g of Hiner With i #j #1 replacingn; ., by

directions, the hoppings are positive,{, t,,>0). The pa- its expectation value. Using the fact thaf(i—j,i—1)=0

rameters of the model are known approximately fromthis is equivalent to the treatment of Ref. 23. Similarly in the

constrained-density-functional calculatichs. terms inU, of H e, With i=m andi#j#1+#i we replace
The first step in the cell-perturbation metfd&?7is to . «;,, by its expectation value. The same treatment is done

change the basis of the O orbitals to linear combinationgor i#m andj=I. The remaining terms except those with

which hybridize @y,) and do not hybridize ¥%,,) with i=m or j=| were neglected. The intercell Hamiltonian is

dy, orbitals, due to the term ih,q in each pointk of the  written as a function of the retained eigenstatesipf and
reciprocal space. We denote the Wannier functions of thesmapping the latter into those of the one-band Hubbard model
orbitals asa;, and y,,, respectively. They;, (nonbonding at sitei, one obtains the following effective model:
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H=E1i§) nio+U2i nmnu+<;> (€] oCioltan(1=1 ) (1=1j _ ) +tagl i _o(1=1; ) +nipy (1= )]

+tBBni,70'nj,fo'}+H'C')+ 2 Vll(l_ni,fo')(l_nj,*o”)nia'nja’

(ijyoa’

+ 2 VlZ[(l_ni,—o')nj,—o"+ni,—a(l_nj,—o’)]nionjo’+ E V22ni,—anj,—a’ni0'njo" (7)

(i)oo'

We obtain the ground state energytdfas a function of
the three free variational paramet¢Ess.(5) and(6)] using
two different approachegl) the slave-bosoSB) approxi-
mation of Kotliar and Ruckensteih?® after treating the
nearest-neighbor repulsiond/;;, Vi, and V,,, in the
Hartree-Fock approximatior{2) exact diagonalizatioED)
of a square cluster with 10 unit cells.

lll. RESULTS

(i)oo'

tional parameters\;, B; [Egs.(5) and(6)] which minimize

the total energy correspond to the eigenstates of the cell
HamiltonianH; [Eq. (3)] for all dopings. Thus the effective
one-band parameters are independent of doping. Increasing
Upq andU,, the intercell interactions appear and the varia-
tional parameters start to differ from those corresponding to
the low-energy eigenstates bff; to take into account better

the intercell interactions. The variational parameters as well
as the one-band effective parameters become doping depen-
dent, although this dependence is very weak for sidg|

We begin this section by studying the parameters of thend U,. In our variational treatment fot ,4+0 and U,
one-band effective model and its dependence with the origi= 0, we assumed:m?ﬁnidi) independent of within each

nal parameters and doping. As a basis for our study we takgomogeneous phase. This assumption is not valid if the

the parameters of the original three-band Hubbard model deg‘round state of the system is a charge-density WE&RW)
termined from the constrained-density-functional approxiyith dgifferent number of particles in each cell. However, at

mation® We take the unit of energy ag,y=1=13 eV.
However we also study the effect &f,4 and Uy within a
wider range. In theunrealisti¢ limit U, =U,4=0, the in-
tercell interactions vanisi;;=V1,=V,,=0) and the varia-
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FIG. 1. Variational parameteB, AZ, andA3 [see Eqs(5) and

least for all reasonable parameters including all those consid-
ered here, the effective one-band model is far from
this instability. For example, for one particle per site
and tag=0, the ground state is a CDW if
V1> (1/2){maxtan + [tagl, (U/4) ]+ (U/4)},*° but the second
member of this inequality is more than two times larger than
the first for the parameters used in Figs. 1-5. In addition,
since the error in the effective parameters introduced by this
assumption is not very large, the presence of a CDW would
have been detected by the ED algorithm.

Figure 1 illustrates the changes in the variatonal param-
eters for largeU 4, as a function of doping. For small
[Fig. 1@], |B4|?> and |A,|?decrease with doping, while
|A,|? increases, reflecting a charge transfer from Cu to O
induced by doping and a decrease in the mixed Cu-O part in
the singlet|i2). Instead, for largeA [Fig. 1(b)], it is ener-
getically unfavorable to trasfer holes from Cu to O and the
most important effect of doping is to redup®,|? and the O
occupancy with it, increasing the amount of doubly occupied
Cu sites.

In Figs. 2—5 we show the one-band parameters as func-
tions of doping for different values dfi ;4 using ED. The
effective on-site repulsiot increases withJ ,4 except for
small values ofA and high doping where the amount of O
states in the local singléEq. (5)] increases and the mixed
Cu-O part(which pays~U,g) decreases. Related with this
fact, U decreases with doping for small values ®f This
reflects ametallizationof the system with a larger amount of
Cu-O covalency which should be reflected in an increase of
the conductivity. This might be related with the sudden in-

(6)] as a function of doping for different values of the Cu-O charge-crease in the Hall conductivity observed in 1.gSr,CuQ,
transfer energy 4). Other parameters of the original three-band for x>0.173% As a consequence of the larger amount of O

model[Eq. (2)] areU,q=4, U4=10,U,=4, t,4=1, t;p=0.5.

holes in the doubly occupied cells, and the change in the
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FIG. 2. On-site repulsion of the effective one-band mddj.
(7)] obtained by exact diagonalizatidiD) (see text as a function
of hole dopingx for different values of the Cu-O charge-transfer —
energy ) and Cu-O repulsiond ,4=1 (solid), 2 (dashed 3 (dot-

o = t

ted), 4 (dot-dashel Other parameters of the original three-band 045k - Upa=1 tAA_

— — — — * S — .. "AB
model[Eqg. (2)] areUy=7,U,=4, tpg=1, t,,=0.5. - Upd_S o
variational parameterB; [Eq. (6)] to minimize the loss of -0-590_2 00 02 04 0.6 0B
energy due to the Cu-O repulsidy,gy, the energye; and
the amount of O in the singly occupied cells increase with X
doping for smallA and largeU 4. For others values oA FIG. 4. Nearest-neighbor hoppings of the effective one-band
andUpd, E, is rather insensitive to dopin@ee Fig. 3. model[Eq. (7)] as a function of doping for different values af

For small values ofJ 4 the three correlated hoppings of [(8 A=1, (b) A=3] andU4. Other parameters as in Fig. 2.
the effective one-band model are rather insensitive to doping _ _
and similar in magnitude. For large values ©Bf4 the last ~ With A. For smallU4 the results obtained by exact diago-
two terms in Eq.(4) cannot be neglected and affect some-nalization(ED) and slave boson$B) are qualitatively simi-
what the magnitude of these hoppings. As for the case of thiar, although there are quantitative differences of the order of
correlated hoppings, ifUyg<1 the different effective 20% for larger dopings. For larger values @f there are
nearest-neighbor repulsions are similar between them and
rather independent of hopping. However in contrast to the 05

former, theV's increase significantly withJ,4. For small
A and largel .4 , in spite of the fact that there is a significant
charge transfer from Cu to O with doping, the effective re- 0.4
pulsions do not change very much because the decfease
creasg in Cu-O repulsion is approximately compensated by 03l i
the increasddecreasgin O-O repulsion. > 7
In Figs. 6 and 7 we show the dependence of the expecta- V2
tion valuendz(nidT +nidl) on A. As expectedny increases 0.2k v2‘2/4 .
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FIG. 3. One-particle on-site energy of the effective one-band FIG. 5. Nearest-neighbor Coulomb repulsions of the effective
model[Eq. (7)] as a function of doping for different values &f one-band moddlEq. (7)] as a function of doping for different val-
andU,4. The three lower curves correspondde-1 and the other ues of A and Upq=1 (solid), 3 (dotted. Other parameters as in
three toA = 3. Other parameters as in Fig. 2. Fig.2.
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FIG. 6. Cu occupancy as a function of Cu-O charge-transfer FIG. 8. Cu occupancy as a function of doping for different val-

energy Q) for different dopingg(indicated at the right of the cor- ues OLA _(|ng|%atecli at tt?e right of the corresponding cur\fmd
responding curveobtained by exact diagonalizatida) and slave Ud’_o talne_ Y s_ave 0s0rfSB). Other parameters aldyq=3,
bosons (b) (see text Other parameters ar®,4=2, Uy=7, Up=4 ,1pa=1, tpp=0.5.
Up=4,tyq=1,t,,=0.5. _
transfer which overcompensates the effect of dopisge
some important qualitative differences between both methEigs: 7 and & This is related with the increase in Cu-O
ods which are discussed below, however both methods coifovalency and thenetallizationmentioned before. In con-
cide in that for intermediate and small values/Xof ngy de-  trast, for large values o, ny increasesfaster with doping

creaseswith doping as a consequence of Cu-O chargethan fpr small values olJ,4. As a consequence of these
opposite effects o) ,4 for small and larged the dependence

of ng with A becomes more abrupt for larglg, 4, eventually
driving the valence instabilityVl). The effect of reducing
U4 induces a larger Cu occupanay at large values of\

1.6

(a) ED Upe=4, Ug=10 !»_,,,,,40.8

1oL ™ favoring the VI. The static valence susceptibility is defined
0. by
C'O
0.8 J(Ng—np) ang
Xv— IA n— IA nv (8)
0.4
wheren is the total occupation per cell amgd=n—n is the
0.0 O occupation per celly,, differs from the charge-transfer
' susceptibility yct because the latter is defined at constant
chemical potential instead of at constantThe valence sus-
1.2 ceptibility xy is shown in Fig. 9. For each value of
= x=n—1, there is a critical value dfl q [Ugd(x)] for which

xv diverges at a critical value ok [AS(x)], indicating the
presence of a VI. FotJ,4>Uy, there is a discontinuous

transition as shown for example in Fig. 7 faRe=0.8. The
minimum possible value ofJf,d(x) occurs for maximum
doping x=1). The critical valudJ;d(x) increases with de-
0.0 . . S creasingx. Note thath,d(x) found with SB is always lower
0 1 2 3 4 5 than that found with ED. Also, at=0 the SB approximation
A gives an artificially largeyy at the metal-insulator transition

due to the vanishing of the double occupandy) (n the

FIG. 7. Same as Fig. 6 fdd ,q=4, Uy=10. insulating phase and the extremely large increase iofthe

0.8+

0.4+
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(b) SB

<
A X
FIG. 9. Valence susceptibility as a function Affor the differ- FIG. 10. Phase-separation diagrdmvs x obtained using SB-
ent positive dopings of Fig. 6 obtained by exact diagonalizat@n _for different values oU_d_andUpd. The dotted line indicates the
and slave bosong) (see text Other parameters as in Fig. 7. first-order valence transition fdJ ,q=4 (for Uy4=2,3 there are no

first-order VI transition. The solid squares represent the same ob-

) ] o tained with ED. Other parameters as in Figs. 2 and 6.
metallic phase near the metal-insulator boundary. Within the

ED, d grows smoothly withx, in absence of the VI as it a few possible different densities, due to the small size of the
should be. cluster, the results for the compressibility at these densities
In Fig. 10 we show the phase-separation diagram calcuagree qualitatively with the SB phase-separation diagram.
lated with the SB approximation. The diagram was con-However there are some important differences in a quantita-
structed using the Maxwell construction: for each compositive level:(a) there is no phase separation fdg<2, (b) for
tion x, there is phase separation if there are two phase¥ ,q=3 there is a small island inside which the system phase
A and B with the same chemical potential, the same separates in two phases, both with compositions inside the
thermodynamic potential Q=E—uXx, energies E, interval 0<x<1. Some of these features can be seen in Fig.
and Eg and compositions,<x<xg, such that the energy 11, where we show the chemical potenfiaks a function of
of the homogeneous phas&(x)=c,E,+CgEg with  doping. A negativedu/dx=9?E/dx? is a sufficient but not
ca=(xg—Xx)/(Xg—X), cg=1—c,. Contrary to previous necessary condition for phase separation. In Table | we list
strong-coupling mean-field approximations, where alwayghe densities for which according to our ED results
one of the phases between which phase separation takE§x)>[E(x—0.2)+E(x+0.2)]/2.
place hasx=0,'° we obtain, in qualitative agreement with
weak-coupling approximatiohSthat phase separation takes IV. SUMMARY AND DISCUSSION
place between a phase with large dopigl and another
one with xdepending of the parameters. As expected, the In this work, we have studied the effects of Cu-O Cou-
region of phase separation grows with increasing,. At lomb repulsionU ,4 on valence instabilities and phase sepa-
least forU,4<1, (i.e., for parameters near those obtained byration. Using a variational form of the cell-perturbation
constrained-density-functional approximafiprihere is no  method, we derive a one-band effective model with doping
phase separation. The effect of decreasingn phase sepa- dependent parameters. This model has the form of a gener-
ration is to suppress it for large values &f This is related alized Hubbard with correlated hoppings and nearest-
with the change of the character of the local singjig} [Eq.  neighbor repulsions. This approach allows us to study real-
(5)] from mainly Cu-O or O-O to a doubly occupied Cu istic values of the intratomic Cu repulsitdy~ 10 eV and is
orbital. For low values ofA, the phase diagram is rather accurate enough for moderate valuedJgf; and intratomic
independent olJ4. Also, the effects o),y andU4 on the O repulsionU,. We obtain that for the most accepted pa-
phase diagram on a qualitative level can be understood orameters for the superconducting cuprates, like those derived
general physical grounds: increasing these repulsions favorssing constrained-density-functional approximatian, par-
localization, inhibits the kinetic energy terms, and as a resulticular U,4<1.3 eV, the low- energy physics of the three-
the dependence of the energy on occupation is more flahand Hubbard model can be well represented by the effective
favoring phase separation. Although using ED we have onlyne-band model, with doping independent parameters. The
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. . . . : TABLE I. Values of the density for which the compressibility
(a) SB Upd=3 is negative according to ED for different values @f;, U4 and
A. Other parameters atd,=4, t,q=1,1,,=0.5.
Ug Upg A n Ug Uy A n
7 3 0.5 0.6 10 3 0.5 0.6
7 3 1 0.6 10 3 25 0.6
7 3 2 - 10 3 3 —
7 4 05 0.2-0.8 10 4 0.5 0.2-0.08
7 4 1 0.4-0.8 10 4 1 0.2-0.8
7 4 2 0.6-0.8 10 4 2 0.4-0.8
7 4 3 - 10 4 3 0.6-0.8
10 4 4 0.8
60 10 4 5 —
S A=0.5
L =1
2 40 A=2 This is probably due to the fact that, on the one hand, the
[E—— d ; slave-boson approximation produces an artificial increase of
20F o pa | xv at the metal-insulator transitiork€0), as discussed in
L 1 Sec. lll, favoring PS at lowx. On the other hand in Refs. 13,
OF . ) ) . 7 15, and 20, th&J ,4 andU , terms were taken in a mean-field

04 02 00 02 04 06 08 10 approximation, essentially equivalent to Hartree-Féakd
sinceUy is large, this induces an artificially large increase of
the energy with doping while in our present treatment most
FIG. 11. Chemical potential as a function of doping for several©f the U4 term and a large part of the, one are treated

values ofA calculated with(a) SB and(b) ED. Other parameters €xactly. In fact, we have verified that treating both terms in
areUps=3, Ug=7,U,=4, tyg=1,t,,=0.5. Hartree-Fock before performing the low-energy reduction to
the one-band modéhs was done in previous studies of the

effect of U,q is merely to renormalize the effective param- metal-insulator transiticf), the results become qualitatively

eters and there are neither valence instabilities nor phasdmilar to those of Refs. 13 and 15.
separation.

For largerU 4 the effective parameters become strongly
doping dependent and fdd,4~3 eV valence instabilities
and phase separation appear. In agreement with previous
weak coupling results) we obtain that phase separation
starts to occur for large doping values~<0.7+0.1) accord- the program for the exact diagonalization. One of us
ing to the exact-diagonalization resultsor 1 according to  (M.E.S) would like to thank M. Balii for very helpful dis-
the slave-boson ones. The valence instability begins atussions. M.E.S. was supported by the Consejo Nacional de
x=1 in both treatments. These facts are in contrast to resultfivestigaciones Cietficas y Tenicas(CONICET), Argen-
of alternative previous strong coupling approaches:'® tina. A.A.A. was partially supported by CONICET.
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