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The magnetoresistance measurements for the quasi-one-dimensional conductor~TMTSF!2ClO4 have been
performed over a wide temperature range in order to investigate the mechanism of the anomalous rapid
oscillation~RO! behavior. The dependences of the RO’s on the electric current and magnetic-field directions,
cooling rate, and temperature are investigated in the low-field metallic~M! and the spin-density-wave~SDW!
phases for the same crystal. We conclude that the mechanisms of the RO’s are different in the two phases. The
RO in the M phase is caused by the Stark quantum interference effect—however the mechanism of the RO in
the SDW phase is still an open question.@S0163-1829~96!01322-7#

I. INTRODUCTION

The quasi-one-dimensional organic conductors
~TMTSF!2X, where TMTSF denotes tetramethyltetraselena-
fulvalene andX5ClO4, PF6, RO4, etc., have many interest-
ing properties such as anion ordering~AO!, superconductiv-
ity, quantum Hall effect, rapid oscillation~RO!, and field-
induced spin-density-wave~FISDW! transitions.1 The
stacked platelike TMTSF molecules yield a highly aniso-
tropic Fermi surface with only open sheets. For the slowly
cooled ClO4 salt, the AO takes place at 24 K, which causes a
superlattice potential with a wave vectorQ5(0,p/b,0). The
potential separates the original Fermi surface into two zones,
which is illustrated in Fig. 1~a!.

The magnetic field along thec* axis leads to the FISDW
formation, which is characterized by plateaus in the Hall
resistance. This cascadelike transition is understood in terms
of the field-dependent nesting vector which readjusts itself to
maintain the Fermi energy in the energy gap. For the ClO4
salt, the final FISDW transition occurs at about 8 T (Hc).
Recently, a phase diagram was proposed, where a different
SDW phase is present above 28 T as shown in Fig. 1~c!.2

The superconducting phase, which is denoted byS, exists in
a low-field region below about 1 K. The RO, which is con-
sidered to be a new type of quantum oscillation, is observ-
able not only in the M phase but also in the SDW phase. The
RO is a periodic function of the inverse field, which is very
similar to the Shubnikov-de Haas~SdH! or de Haas-van Al-
phen~dHvA! effects.3–9 There is a substantial body of litera-
ture concerned with the mechanism of the RO, but no theory
has been entirely consistent with the experimental results.

In order to further investigate the mechanism of the RO,
we have made extensive measurements of the magnetoresis-

tance over a wide temperature range above and belowHc for
a slowly cooled ClO4 sample.

II. EXPERIMENT

The resistance was measured with electric current along
the highly conductinga axis and the least conductingc* axis
for the same sample. The experiments were done by using a
dilution refrigerator and a4He cryostat with a superconduct-
ing magnet. Six gold wires~f10 mm! were attached to the
sample using silver paint. The sample was slowly cooled in
the temperature range from 32 to 18 K to obtain a well or-
dered state of the ClO4 anions. The cooling rate dependences
of the resistance and the RO were also investigated. A sharp
superconducting transition was found at about 1 K. In this
paper, we present the data from one sample.

III. RESULTS

A. Cooling rate and current direction dependences

Figure 2 shows the resistance as a function of magnetic
field (Hic* ) for three different cooling rates from 9 to 50
mK/min, which are the averaged values in the range from 32
to 18 K. The transition to the last SDW phase takes place at
about 8 T, where the resistance suddenly increases. The tran-
sition fieldHc is not very sensitive to the cooling rate. The
nonoscillatory background of the resistance increases as the
cooling rate decreases. The RO is evident above 11 T. The
Fourier transform~FT! spectra of the RO’s between 10 and
13.5 T are shown in the inset. We note that the second har-
monic with the frequency of 2F ~5530 T! is evident in ad-
dition to the fundamental oscillation withF ~5265 T!. Both
the amplitudes increase with decreasing cooling rate. The
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amplitude of the second harmonic is found to be less sensi-
tive to the cooling rate. This behavior agrees with the pulse-
field data by Agostaet al.10 For 50 mK/min, only the second
harmonic is evident. The large difference between the 9 and
10 mK/min data is probably due to two facts; One is that the
sample was cooled much more smoothly for the 9 mK/min
cooling process than for the 10 mK/min process. The other
one is that the temperature was raised only to 35 K to begin
the 9 mK/min cooling after the 10 mK/min experiment.

Figure 3 shows the resistance for magnetic fields (Hic* )
up to 14 T forI ia and I ic* at 3.2 K. The transition to the
last SDW phase is seen at about 9.5 T. ThedR/dH curves
are shown in the inset. The RO is observable for bothI ia
and I ic* in the SDW phase, but seen only forI ia in the M
phase. Only in the SDW phase, the second harmonic is evi-
dent in addition to the fundamental oscillation.6,10 The rela-
tive amplitude of the second harmonic to the fundamental
oscillation is larger forI ia than for I ic* .

B. Temperature dependence

Figure 4 shows the field dependence of thea-axis resis-
tance at various temperatures for the down sweep (Hic* ).
The magnetoresistance shows hysteresis in a broad field
range as presented later. The transition field to the final SDW
phase increases with increasing temperature, which is in
agreement with the previous reports. The resistance has a
broad maximum at about 11 T below 1 K. Below 1 K, the
RO is not evident, but above 1 K, we can see the RO clearly.

Above 5 K, the SDW transition does not appear in this field
range, whereas the RO is still observed.

To see the RO more clearly, we plotted thedR/d(1/H)
curves normalized by the nonoscillatory backgroundR0 at
various temperatures forI ia andHic* in Fig. 5. The last
SDW transition fields are shown by arrows. The oscillation
amplitude in the SDW phase increases as a function of field
more rapidly than in the M phase, which agrees with previ-
ous work.6 The field dependence of the amplitude in the
SDW phase is the largest at 2.1 K.

Figure 6 shows the FT spectra of thedR/d(1/H) curves
for the field range from 10.6 to 13.7 T. At 3.5 and 4.2 K, the
SDW transition appears in this field region. In the SDW
phase~T,3.5 K!, we see the strong second harmonic in
addition to the fundamental oscillation.

FIG. 1. ~a! Schematic picture of the Fermi surface in
~TMTSF!2ClO4 in the presence of the anion order. The hatched area
corresponds to the frequency of the magnetoresistance oscillation
due to the Stark effect.~b! Area enclosed by two longer trajectories
is shown. This interference produces the second harmonic.~c!
SchematicT-H phase diagram~Ref. 2!. The hatched area shows the
field region where the hysteresis of the magnetoresistance is evi-
dent.

FIG. 2. Resistance for three different cooling rates forI ic* and
I ia. The magnetic field is parallel to thec* axis. The inset shows
the FT spectra of the oscillations in the field region between 10 and
13.5 T.

FIG. 3. Resistance forI ia and I ic* at 3.2 K. The field is par-
allel to thec* axis. ThedR/dH curves are shown in the inset.
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Figure 7 presents the temperature dependence of the os-
cillation amplitude normalized by the nonoscillatory back-
groundR0 . The closed and open circles denote the ampli-
tudes of the fundamental oscillation and second harmonic in
the SDW phase~H510.6–13.7 T!, respectively. We note
that both amplitudes have maxima at the same temperature
~2.1 K!, where the RO amplitude has the largest field depen-

dence. The amplitudes steeply decrease below 2.1 K. Similar
behavior has been reported by a few groups,5,10 but the tem-
peratures where the amplitudes have maxima range from 2.5
to 3 K with broader peaks. The difference suggests that the
temperature dependence is sensitive to the cooling rate
and/or the sample quality. The closed and open triangles
~Fig. 7! show the FT amplitudes of the fundamental oscilla-
tion and second harmonic in the M phase~H510.6–13.7 T!,
respectively. The squares and crosses show the FT ampli-
tudes in the M phase in the field rangesH56–9 T and
H55–7 T, respectively. The amplitudes in both field re-
gions are normalized at 6 and 3.3 K, respectively, so that the
overall feature is easily viewed. The amplitude in the M
phase increases monotonically with decreasing temperature
and has no anomalous peak in contrast to that in the SDW
phase. In the higher field region~H.25 T!, the amplitude is
reported to have a similar monotonic temperature
dependence.5 In a recent pulsed magnetic-field study, a simi-
lar temperature dependence and small harmonic ratio are
found above 25 T.11

Figure 8 presents the resistance for the up- and down-field
sweeps at various temperatures. This is the data for the 10
mK/min sample. The similar behavior is also observed for

FIG. 4. Magnetic-field dependence of the resistance forI ia and
Hic* at various temperatures. The data was taken for the down
sweep.

FIG. 5. dR/d(1/H) curves at various temperatures forI ia and
Hic* . The arrows show the transition field to the last SDW phase.

FIG. 6. FT spectra of thedR/d(1/H) curves for the field range
from 10.6 to 13.7 T. At 3.5 and 4.2 K, the spectra are of the tran-
sient region from the M phase to the SDW phase.
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the 9 mK/min experiment. We note that the hysteresis is seen
in a wide field region from 6 to 14 T below 2.1 K. This
observation is consistent with previous results.11–13 A full
detail of the hysteretic behavior in many thermodynamical
quantities was recently reported by Schevenet al.14 The hys-
teretic behavior in Fig. 8 seems anomalous, because the
down-sweep data is not simply given by the upward shift of

the up-sweep data. The hysteresis becomes small as the field
is tilted from thec* axis to theb* axis. The inset shows the
hysteretic part of the resistanceDR at 10 T.DR is very small
above 2.1 K and increases with decreasing temperature be-
low 2.1 K. This behavior closely correlates with the steep
decrease of the RO amplitude in the SDW phase~Fig. 7!,
which will be discussed later.

C. Angular dependence

The angular dependence of the RO was carefully mea-
sured up to 14 T at 2 K. At 2 K, only the final FISDW
transition is evident. Figure 9 shows the resistance foru5
237°, whereu is the angle between thec* axis and the
magnetic field. The power spectra of the RO’s in both M and
SDW phases are calculated by the maximum entropy
method14 ~MEM! to improve the resolution~inset of Fig. 9!.
The frequency in the SDW phase is apparently lower than
that in the M phase.

The angular dependence of the frequencies in both phases
and the transition fieldHc is shown in Fig. 10. The frequen-
cies in the SDW phase foruuu.30° are scattered because of
the limited field region for the MEM calculation. The fre-
quencies in the M phase andHc exactly follow the 1/cos~u!

FIG. 7. Temperature dependences of the RO amplitudes. See
text for details.

FIG. 8. Resistance forI ia at various temperatures. The inset
shows the hysteretic part of the resistance at 10 T.

FIG. 9. Resistance and the derivative curve foru5237° at 2 K.
The inset shows the power spectra in the M and SDW phases cal-
culated by MEM.

FIG. 10. Angular dependences of the frequencies of the RO in
the M phase~closed circles! and the SDW phase~open circles!, and
the transition fieldHc at 2 K.
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dependence in the whole angle region. Foruuu,35°, the fre-
quencies in the SDW phase coincide with those in the M
phase within experimental limits. However, we note that the
frequencies in the SDW phase show a systematic deviation
from the 1/cos~u! dependence foruuu.35°.

The angular dependence of the frequency is expected to
be sensitive to the shape of the Fermi surface. Therefore, the
difference of the angular dependences may suggest that the
Fermi surfaces in both phases have different dispersions
along thec* axis. The angular dependence of the frequency
in the SDW phase has been measured by a few groups3,4 and
was reported to follow the 1/cos~u! dependence up to about
50°. The reason for the disagreement is unclear.

D. Phase of RO

To investigate the phase difference of the RO between the
M and SDW phases, the RO was carefully measured for
Hic* . ThedR/d(1/H) curve normalized by the nonoscilla-
tory backgroundR0 is shown in Fig. 11~a!. The SDW tran-
sition is seen at 10.5 T. The indices of the minimum and
maximum of the RO are plotted as a function of the inverse
field in Fig. 11~b!. Each data lies on a straight line in the
whole field region. This behavior shows that the phase and
frequency are exactly the same in both phases forHic* . The
result is in agreement with the previous report by Yanet al.6

IV. DISCUSSION

A. Stark quantum interference effect

As we have shown, the RO’s in the SDW and M phases
have different properties in many aspects~wave shape, and

current direction, temperature, field, and angular depen-
dences!. The differences show that the RO’s have different
origins between the M and SDW phases.

Yan et al.6 attributed the RO observed in a wide field
region ~M and SDW phases! to the Stark quantum interfer-
ence effect.15 The possibility of the Stark effect in the SDW
phase was excluded because of the observation in the ther-
modynamic quantities.7–9However, it is likely that the RO in
the M phase is caused by the Stark effect, because it has been
found only in the resistance in contrast to that in the SDW
phase.

The Stark effect takes place when an electron proceeds
along two alternative trajectories labeled byA andB from
the point 1 to 2 as shown in Fig. 1~a!. The transmission
probability of the electron from the point 1 to 2 is given by

u^1u2&u25p21~12p!222p~12p!cos~f12f2!,

f12f25
\cA

eH
,

whereA is thek-space area of the loop@hatched area in Fig.
1~a!#. The second term is the interference term. The quantity
p is the probability that the magnetic breakdown occurs at
the zone boundary (ukbu5p/2b), and 12p is the probability
of the Bragg reflection. The probabilityp is expressed as

p5exp~2D/H !,

D>
m* c
\e

Eg
2

EF
,

whereEg andEF are the energy gap between the two energy
bands and the Fermi energy, respectively. Here the phase
coherence is a prerequisite for the presence of the interfer-
ence. However, the phase coherence of the electronic state is
broken by scattering characterized by the timet. Therefore,
the oscillation amplitude is reduced by the factor
KL5exp(2tL/t) on each path segmentL, which is traveled
by the electron in timetL . This factor has the same form as
the Dingle reduction factor in the SdH or dHvA effects16

becausetL}1/H andt}1/x, wherex is the Dingle tempera-
ture. This factor is rewritten as exp(2p/vct), where
vc5eHvFb/\c. vF is the Fermi velocity andb is the lattice
constant of theb axis. The oscillation amplitudeI osc is con-
sequently expected to have a form

I osc'2p~12p!expS 2
p

vct
D .

At a fixed temperature, the field dependence of the RO am-
plitude is calculated by the above expression on the assump-
tion of the field-independent scattering time. Figure 12~a!
shows the RO of the M phase observed at 5.2 K. The ampli-
tude normalized by the nonoscillatory backgroundR0 is pre-
sented in Fig. 12~b!. The solid line in Fig. 12~b! shows the
fitted result with the reasonable values of the parameters
~t>1.5310212 sec andEg>4.5 meV!. Here we assumed the
free-electron mass (m*5mo) andEF50.1 eV. The agree-
ment with the experimental result seems satisfactory.

The resistance increases with increasing temperature. The
temperature dependence of the scattering timet can be de-

FIG. 11. ~a! dR/d(1/H) curve normalized by the nonoscillatory
backgroundRo at 4.2 K. The SDW transition takes place at 10.5 T.
~b! The indices of the minimum and maximum of the RO are plot-
ted as a function of the inverse field.
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duced from the resistivity (r5m/ne2t). The scattering time
t in the Stark effect is not necessarily equal to that deduced
from the resistance, but we can expect that both have the
similar temperature dependence. Assuming that the tempera-
ture dependence oft in the Stark effect is equal to that ob-
tained from the resistance, we can calculate the temperature
dependence of the RO amplitude. Figure 13 shows the tem-
perature dependence of the RO amplitude~triangles! in the
M phase~H510.6–13.7 T! and the calculated result~a solid
line!. The experimental result is found to be explained well
by the above model. The temperature dependence of the
scattering timet deduced from the resistance curve~inset! is
also shown. The scattering time is longer by a factor of 2–3
than that obtained from the fitting in Fig. 12~b!. The differ-
ence may be due to the simplified assumption.

For the Stark effect, the second harmonic arises from the
interference between the longer trajectories as shown in Fig.
1~b!. The amplitude of the second harmonic should be sup-
pressed much more than the fundamental oscillation because
of the additional reduction factors due to the Bragg reflection
and more electron scattering due to the longer trajectories.
Therefore, the very small amplitude of the second harmonic
in the M phase is also consistent with the Stark effect. It is
known that the Stark effect is dominant inRb rather than in
Ra when there are open orbits along thea axis as shown in
Fig. 1~a!. However, theRb component is observed even for
theRa measurements because the electric contact configura-
tion is not ideal and thea axis is not exactly perpendicular to
the open orbits. ForI ic* , the Stark effect is expected to be
very small, which is consistent with the result shown in Fig.
3.

For ~TMTSF!2PF6 salt, the RO is observed only in the
FISDW phase but not in the M phase. For the PF6 salt, the
superlattice along theb axis is absent because of the octahe-
dral symmetry of the anion in contrast to the ClO4 anion.
Therefore, the Stark effect is not expected for the PF6 salt.

Recently, a mechanism of the RO in the M phase was
proposed by Lebed.17 The oscillation of resistance was cal-
culated on the basis of the field-dependent electron-electron
scattering in the presence of the anion order. According to
the theory, the oscillation amplitude has 1/T2 and 1/T4 terms
for T.T* , whereT* is a characteristic temperature depend-
ing onH. However, this dependence seems inconsistent with
our experimental result~Fig. 7!.

B. Temperature dependence of the RO in the SDW phase

As shown in Fig. 1~c!, there is only one FISDW transition
~Hc.8 T! above 2 K, but a cascade of transitions below;2
K. The cascade is associated with hysteresis, and is the first
order in nature. As shown in Fig. 8, the hysteresis in the
resistance is observed in a wide field region@Fig. 1~c!# below
;2 K. The hysteresis suggests the coexistence of different
subphases, i.e., the last and the neighboring SDW phases. It
is expected that the nucleation of the domain of the last SDW
phase starts at;8 T and that the domain increases as the
field increases. Such domain structure should cause an addi-
tional scattering of the conduction electrons at the bound-
aries of the domains. The increase of the hysteresis below 2
K ~Fig. 8! may suggest that the phase is more inhomoge-
neous at lower temperatures, e.g., there are more domains, or
that the domains increase more slowly as a function of field.
In this case, the RO amplitude should be suppressed by this
additional scattering at lower temperatures. This picture
seems consistent with the steep decrease of the RO ampli-
tude in the SDW phase below 2.1 K~Fig. 7!. On the other

FIG. 12. ~a! RO in the M phase observed at 5.2 K. The inset
shows the oscillatory component normalized by the nonoscillatory
background.~b! Field dependence of the RO amplitude at 5.2 K.
The solid line shows the fitted result with the parameters
t>1.5310212 sec andEg>4.5 meV on the assumption of the free
electron mass (m*5mo) andEF50.1 eV.

FIG. 13. The temperature dependence of the RO amplitude de-
termined from the FT peak in the field range between 10.6 and 13.7
T. The solid line is the calculated result with the scattering timet
deduced from the resistance. The inset shows the temperature de-
pendence of thea-axis resistance.
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hand, above 2 K, neither hysteresis nor the cascade transition
are evident, so the SDW phase is expected to be homoge-
neous in this region. Therefore, the additional scattering
above 2 K should not be present. Above 2 K, the RO ampli-
tude decreases with increasing temperature. This may be the
intrinsic temperature dependence of the RO amplitude. The
field dependence of the RO amplitude in the SDW phase
seems largest at 2.1 K~Fig. 5!. At present, it is not clear how
this field dependence fits into the above picture.

The Stark effect is still possible in the SDW phase. How-
ever, the amplitude of the oscillation in the SDW phase
should be suppressed, because there exist the energy gaps
due to the nesting of the FS. Moreover, the RO has been
observed in many thermodynamical quantities in the SDW
phase. Therefore, the Stark effect is not the main mechanism
of the RO in the SDW phase.

V. SUMMARY

We have found many differences in the behavior of the
RO’s between the M and SDW phases. The analysis further
shows that the mechanisms of the RO’s in the two phases are
different. In the M phase, all the behavior of the RO is con-
sistently understood in terms of the Stark quantum interfer-
ence effect. In the SDW phase, the RO has complicated char-
acteristics and the mechanism of the RO is still an open
question.
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